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ABSTRACT Aspect-based sentiment classification, as a more fine-grained sentiment analysis task, focuses
on predicting the sentiment tendency expressed in a sentence based on specific aspects. However, current
text sentiment analysis models face challenges when dealing with long comments posted by users on social
media, as users often do not explicitly mention sentiment aspects directly in their comments. This paper
focuses on aspect extraction and sentiment classification. By constructing a neural network model that
integrates a self-attention mechanism, the model is able to learn word embeddings that incorporate contextual
semantic information. Furthermore, the author introduce a self-attention mechanism based on relative
position representations, which aims to simulate the order of words and achieve parallelized training of
inputs by reducing parameters, while simultaneously extracting aspect and sentiment features. Additionally,
the author designed a convolutional neural network model and utilized the ReLu gate to selectively output
sentiment features based on the given aspect category, while implementing the K-max pooling technique.
Comparative experiments conducted on three standard datasets, SemEval, Tweets, and CVAT, showed that
this model achieved average best performance on all three datasets. Specifically, on the SemEval dataset,
when predicting valence values, the MSE, MAE, and Pearson correlation coefficient reached optimal values
of 1.00, 0.88, and 0.73, respectively. While the overall performance on the CVAT dataset was slightly lower,
this model still achieved the best MSE of 0.89, MAE of 0.81, and Pearson correlation coefficient of 0.64
when predicting arousal values. This result demonstrates that this method provides relatively balanced and
excellent performance in predicting both valence and arousal, validating its practical application value in the
field of sentiment analysis.

INDEX TERMS Sentiment classification, convolutional neural network, self-attention mechanism, relative
position, K max pooling.

I. INTRODUCTION

The proliferation of the Internet and the ascendance of
social media platforms have engendered a voluminous corpus
of user-generated comments and opinions. These contents
harbor invaluable insights such as users’ sentiments, pref-
erences, and emotions, garnering amplified attention toward
automated discernment of textual expressions of emotions.

The associate editor coordinating the review of this manuscript and

approving it for publication was Leimin Wang

Sentiment analysis [1], a facet of natural language processing,
aims to decode embedded sentiment within text, manifest-
ing as discrete categories—positive, negative, neutral—or
nuanced emotions such as happiness, anger, and sadness.
Within academic circles, online user reviews on social
media platforms furnish scholars with a trove of empiri-
cal research material. Analyzing these data facilitates deep
exploration into societal phenomena, human behavior, and
emotional responses. Presently, deep learning methodolo-
gies, notably deep neural network models [2], dominate
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the sentiment classification of user comment data in social
media realms. This classification illuminates users’ emo-
tional reactions—preferences, satisfaction, dissatisfaction—
towards events, products, or services. This comprehension
aids enterprises in gauging user emotional inclinations,
steering adjustments in product development and marketing
strategies.

Currently, traditional Convolutional Neural Networks
(CNN) are widely used for intelligent sentiment classifica-
tion of textual data to extract emotional features. Originally
designed for image recognition, CNN has later been suc-
cessfully applied to text processing tasks such as sentiment
classification. CNN extracts local and global features from
text through convolutional layers, pooling layers, and fully
connected layers. However, traditional CNNs cannot effec-
tively capture word order and long-distance dependencies
when processing text. To address this issue, researchers have
introduced techniques such as Partial Sampling Gradient
Descent (PSGD) [4], attention mechanisms [5], parallel dual
pooling, and Word2vec [6], which have improved feature
extraction and the ability to extract local features of target
keywords. Among these, attention mechanisms allow the
model to focus on different parts of the input sequence and
assign different weights based on their relative importance.
Additionally, relative position representations can capture the
order of words in the sequence, enhancing the stability and
classification accuracy of the model.

The traditional approach to discrete sentiment classifica-
tion in short texts encounters a challenge of feature sparsity
in text representation due to their limited length, rendering
it unsuitable for lengthy user comments on social media
platforms. Furthermore, users typically do not incorporate
elemental words directly into their comments when express-
ing sentiment for a specific element. The nuanced task of
element-level sentiment classification aims to predict the
sentiment conveyed by a sentence regarding a particular ele-
ment. This task generally involves two subtasks: extracting
elements and conducting sentiment classification based on
these elements. Thus, this paper undertakes research on ele-
ment class extraction and sentiment classification based on
elements, enhancing a deep neural network model by lever-
aging insights from deep learning to improve the sentiment
classification performance of user comments on social media
platforms.

The primary contributions of this paper are outlined as
follows:

o Construct a neural network model with a self-attention
mechanism. By introducing the self-attention mech-
anism into the task of feature extraction, the model
achieves the integration of global semantic information
through the self-attention mechanism, ensuring that the
model can comprehensively understand the dependency
relationships between different positions in the review
text.

« Introduce relative position representation. A neural net-
work model combining self-attention mechanism based
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on relative position representation is proposed to sim-
ulate the order of words, correcting the defect of the
self-attention mechanism overlooking temporal infor-
mation and enhancing the ability to grasp the textual
structure and logical relationships.

o The gate-controlled convolutional neural network model
achieves parallelized training, optimizing the number
of parameters. Meanwhile, it can extract both feature
and emotional characteristics from the review text. Fur-
thermore, it addresses the issue of feature loss through
contextual optimization and K-max pooling techniques.

This paper delineates the state-of-the-art research on text

sentiment categorization using machine learning and deep
learning methodologies in Section II. Section III expounds
on the introduction of the self-attention mechanism, rela-
tive position representation, and element class embedding
to construct a gate-controlled convolutional neural network
model. Section IV presents comparative and ablation exper-
iments conducted on three benchmark datasets—SemEVAI,
Tweets, and CVAT—describing the experimental results and
deliberating on the scheme’s performance. Finally, Section V
concludes the study with a comprehensive discussion.

Il. RELATED WORKS

Text Sentiment Classification [7] serves as the cornerstone
for numerous research applications, garnering the attention
of experts and scholars. This classification task generally
operates across three research levels: chapter, sentence, and
word levels. Given that social media user comment data
predominantly manifests in sentence form, research into text
sentiment classification has primarily focused on sentences.

Early scholars in this domain initially employed machine
learning [8] for text classification, conducting multiple com-
parative experiments to verify model efficacy. Subsequent
studies [9] explored diverse feature extraction methods, train-
ing text sentiment classification models by integrating plain
Bayes [10] and SVM [11] algorithms separately, revealing
superior results through SVM utilization. Further investiga-
tions [12] in microblog text classification employed different
feature weights in tandem with SVM, finding optimal accu-
racy via information gain as a feature selection criterion.
Another study [13], drawing from Twitter data, combined
multiple lexical features in Simple Bayes and EM algo-
rithms [14], demonstrating the efficacy of these algorithms
in text sentiment classification tasks.

In recent endeavors to enhance text sentiment classification
efficiency, researchers delved into integrating deep neural
network technology [15] atop machine learning frameworks.
This approach autonomously learns internal statistical struc-
tures from extensive data samples via deep neural network
structures, primarily emphasizing textual feature extraction.
However, concerns about slow textual feature extraction sur-
faced. Consequently, a study [16] introduced a hierarchical
structure in neural networks, enhancing both rapid feature
extraction capability and mitigating challenges related to
training deep neural networks.
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Utilizing CNNs [17] for text categorization significantly
outperformed traditional machine learning algorithms, sig-
nifying a new avenue for addressing natural language pro-
cessing challenges. Subsequent work [18] leveraged recurrent
neural network models for sentiment feature extraction in
microblog sentiment classification. However, its applicability
was limited to short text sentiment classification. In contrast,
another study [19] proposed a semi-supervised convolutional
neural network sentiment analysis model, leveraging distinct
feature information across various information channels, con-
firming its efficacy.

The aforementioned sentiment categorizations predomi-
nantly rely on rule-based methodologies. These approaches
involve assigning varying weights to emotion words based
on an emotion lexicon encompassing negative terms, degree
adverbs, domain-specific language, and other words indica-
tive of emotional tendencies. Subsequently, sentiment scores
are weighted, summed using basic statistical methods, and
compared against predetermined thresholds for sentiment
classification.

Presently, the rapidly evolving landscape of internet lex-
icon introduces challenges such as multiple word meanings
and the inadequacy of existing sentiment lexicons to encom-
pass new sentiment-laden vocabulary encountered in user
comments on social media. To address this, recent stud-
ies have explored novel approaches to expand sentiment
lexicons from existing seed sentiment words. One such
study [20], [21], [22] leveraged convolutional neural net-
works (CNNs) for sentence-level sentiment classification,
exploring variants including static CNNs based on random
and pre-trained Word2vec word embeddings. Results indi-
cated that pre-trained word embeddings notably enhanced
model performance [23], [24].

Alternatively, a distinct study [25] introduced a dynamic
Convolutional Neural Network (DCNN) model, leverag-
ing pre-trained embeddings to bolster the performance of
deep neural networks in sentiment categorization, with a
keen focus on semantic modeling of sentences. In parallel,
the CharSCNN model [26], which incorporates character
embeddings and utilizes dual convolutional layers, exhibited
remarkable gains in performance, though its application is
primarily confined to sentiment classification of short texts.

Alternatively, a study [27] utilized Long Short-Term
Memory (LSTM) networks [28] for Twitter text sentiment
classification, simulating word interactions in the text forma-
tion process, enabling sentiment classification in longer texts.
However, its performance in recognizing elemental words
within the text was suboptimal. Finally, another study [28]
devised a recurrent random wandering network model to
conduct sentiment classification experiments on user-posted
tweets.

lll. METHODOLOGY

In this research, the author design an efficient deep neural
network model tailored to the distinctive characteristics of
user comment data on social media platforms. Recognizing
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the pivotal role of word co-occurrence distribution infor-
mation in comment text for element extraction, the author
begin by introducing the self-attention mechanism. This
addresses the limitation of the general attention mechanism,
which fails to comprehensively consider semantic and syn-
tactic relationships among different words across sentences.
Furthermore, the author incorporate relative position repre-
sentation between inputs to capture word order, building upon
the foundation of the self-attention mechanism.

To circumvent limitations inherent in the sequential nature
of LSTM models, hindering parallelized training of text, the
author pivot towards constructing a CNN model grounded in
a gating mechanism for elemental class sentiment classifica-
tion. Enhancements are made to the pooling operation method
within the GCAE (Gated Convolutional Autoencoder) model,
culminating in a novel proposal: a gated convolutional neural
network model featuring K-max pooling integrated with ele-
ment class embedding. This amalgamation aims to optimize
the performance of sentiment classification tasks pertaining
to elemental classes.

A. SELF-ATTENTION MECHANISM

The author employ an encoder founded on the attention
mechanism to generate vector representations for sentences.
Additionally, the author utilize a linear combination of recon-
structed sentences, utilizing the element class embedding
matrix for element class embedding. Initially, the author
establish a unified model, illustrated in Figure 1.

a

OO0O0O0Qg 00000000 0OJ]

5 5 5

W W. WA

FIGURE 1. Model of factor extraction task.

Given that word-based embeddings frequently posi-
tion words sharing contextual similarity in proximate
regions within the word embedding space, encoding word
co-occurrence distributions involves transforming words
within the sentence into word vectors e; within the word
embedding matrix £ = (e, €2, ..., ¢€),) € va‘i(e; € Rd).

Subsequently, leveraging the attention mechanism, each
word is assigned an associated weight. This weighting mech-
anism serves to filter out irrelevant words within the sentence,
enhancing the coherence of the extracted elemental classes.
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The objective is to capture the most pertinent information
concerning the elemental classes inherent within the sen-
tence. The weights a; is calculated as follows:

1 n
= Zl‘,e,- (1)
=

di=el M-y, 2
a4 = neXP(di) 3)
> exp(d;)
j=1

where n denotes the sentence length, y; is the average word
embedding representation of the sentence and reflects the
global contextual information of the sentence, M € Réxd ig
the transformation matrix to be learned, and after obtaining
the attentional weights of the individual words in the sen-
tence, the corresponding word vectors are weighted for linear
summation, and the embedding representation of the sentence
can be obtained from z;:

n
Zs = zaiei 4
=1

Next, the author perform dimensionality reduction with
softmax normalization on z; to obtain the normalized weight
vector of the element class p;:

pr = soft max(W - z; + b) &)

where W denotes the weight matrix and b denotes the bias
vector. Ultimately, let T represent the element class embed-
ding matrix. At this stage, the sentence can be effectively
depicted as a linear combination of element class embed-
dings. This computation 7y is accomplished through the
utilization of the normalized weight vector p; associated with
the element class.

re=T" - p, (©6)

In the preceding process, the absence of inter-word
attention computation within the input sequence results in
degraded performance. To address this limitation, the author
introduce enhancements to the self-attention mechanism.
This upgraded mechanism facilitates direct computation of
dependencies among words, enabling the model to learn the
intrinsic structure of sentences. Consequently, each position’s
representation encompasses comprehensive semantic infor-
mation at a global level, thereby acquiring word embeddings
imbued with contextual semantic nuances. The model’s struc-
tural framework is delineated below.

According to Fig. 2, the author use three initialization
matrices W2, WX, and WV of all sizes d, x d, but with
different values to get Q, K, and V to enhance the represen-
tation of the model when perform a linear transformation on
the input X = [e1,ea,...,e,] € R™%4x of the self-attention
module, and then the scaled dot product function is used as the
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FIGURE 2. Improved self-attention mechanism.

alignment score function to compute the similarity between
query vectors and key vectors s(Q, K):

0K/ _ @W9) - (W5
Vd; Vd;
The normalization of the chi-score function yields the

attention weight matrix, denoted as A. The calculation for
each element within matrix A is derived as follows:

gy = EP0(: K9) )

1 exp(s(Qi, Kj))

s(Qi. Ki) = (N

=

The output of the self-attention module, constituting the
vector representation of the sentence, is computed as the
weighted sum of the attention weights assigned to individ-
ual words within the sentence and their corresponding word
vectors. This calculation, achieved by the product of matrix A
and matrix V, serves as the output of the self-attention mod-
ule, encapsulating the vector representation of the sentence
Z=1lz1,22,...,2,] € R"¥:

n n
=D agVi =" a;-(gW") ©)
j=1 j=1

B. SELF-ATTENTION MECHANISM BASED ON RELATIVE
POSITION REPRESENTATION

In order to avoid the problem of low model performance
caused by not taking the location feature of the input into
account, the calculated weights only depend on the relevance
of the query vector Q; and the key vector K;. The author add
the input position encoding information to correct the self-
attention mechanism.

As shown in Fig. 3, the author model the input as a labeled,
directed, and fully connected graph. In Fig. 3, a?j{ , ag € Ré
represents the edge between the inputs ¢; and e;.

The author introduce information pertaining to relative
position representation into the computation of the simi-
larity function and module outputs. This integration occurs
through an additive combination mechanism based on the
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FIGURE 3. Schematic representation of relative positions.

self-attention mechanism. Check the alignment score func-
tion s(Q, K) for the similarity between the query vector and
the key vector at this point:

Qi(Kj+daf)T (W) - (WK +af)"

s(Qi, Ki) = A NZE

(10)

The results of the normalization of the chi-score function
form the attention weight matrix A. Each element of the
matrix A is calculated as follows:

exp(s(Qi, Kj))
2. exp(s(Qi, Kj))

=1

ajj =

(11)

The output of the self-attention module, constituting the
vector representation of the sentence, is computed as the
weighted sum of the attention weights allocated to individual
words within the sentence along with their corresponding
word vectors. This computation involves the product of
matrix A and matrix, thatis Z = [z1, 22, . . ., Zn] € R?¥%:

n n
= ai(V +al)=>aj- (W' +a})  (12)
j=1 j=1

C. CNN MODEL BASED ON GATING MECHANISM

In this section, the author develop a K max pooled
gated convolutional neural network model, integrating a
context-optimized gating mechanism for elemental class
embedding along with a self-attention mechanism based on
relative position representation outlined in 3.2. Illustrated
in Fig. 4, the text input undergoes transformation using
pre-trained word vectors. Two independent convolutional
layers are configured on the word embedding layer and sub-
sequently linked via the Tanh gating unit and ReLU gating
unit. These units are merged, followed by the derivation of
a fixed-dimension feature vector through maximum value
pooling. Finally, a softmax process is applied.

The Gated Tanh-ReLLU Unit (GTRU) governs the flow path
of sentiment features to the pooling layer, enabling the model
to selectively produce sentiment features based on a specified
element class. The author set the ReLu gate to receive the out-
put of the convolutional layer along with information about
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FIGURE 4. Convolutional neural networks for emotion classification.

a specific element class to generate element class-specific
features a;:

a; = relu(Xi.j1x - Wa + Vg - vg + by) (13)

where X;.; 1« represents the output of the convolutional layer,
v, represents the embedding vectors of a particular lineage,
Wa, va, and b, represent the parameters to be trained.

The Tanh gate exclusively accepts the output originating
from the convolutional layer, generating the sentence’s sen-
timent feature. The activation function employed is Tanh,
yielding values within the range of -1 to 1. The sentiment
feature of the sentence s; is:

s; = tanh(X.jqx - Wy + by) (14)

where W, and b, represent the parameters to be trained. Next,
the outputs of the ReLU gate and the Tanh gate are multiplied
element by element so that the element class features and
the sentiment features can be corresponded to obtain the
sentiment features of a particular element class c;:

15)

Ci=S8;-4a

Subsequently, the author acquire a fixed-dimensional fea-
ture vector through maximum pooling and execute softmax
processing. When a sentence of length ‘n’ undergoes a convo-
lution operation utilizing a convolution kernel of dimension
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‘k, it yields ‘n - k 4 1’features. The resultant convolutional
feature map ‘c’ corresponds to the sentence.

c=lc1,c2, ..., Choit1] (16)

The extraction of the most crucial sentiment features
related to specific elemental classes within the sentence
involves preserving the maximum value within each con-
volutional outcome. Subsequently, less pertinent sentiment
features are discarded.

¢ = max(c) a7

Given the typical presence of multiple convolutional ker-
nels within a convolutional layer, the feature information
extracted from the maximum pooling of ‘N’ convolutional
kernels individually within the pooling layer is concatenated
or spliced together. Hence, the resulting outcome is:

eyl (18)

The concatenated spliced result is utilized as an input for
the fully connected layer and subjected to normalization via
the softmax activation function to derive a probability value.
Denoting ‘W’ as the weight matrix of the fully connected
layer and ‘B’ as the bias, the predicted classification result
is as follows:

/ /
=[c],¢5, ...,

y' = soft max(W - C’ + B) (19)

IV. EXPERIMENTS AND ANALYSIS

In this section, the author perform a comparative analysis,
evaluating the enhanced convolutional neural network model
against DCNN [25], CharSCNN model [26], and LSTM
model [27] to assess its performance. The evaluation encom-
passes three distinct datasets: SemEVAI, Tweets, and CVAT.
CVAT stands as a Chinese dataset, while the remaining two
are English datasets. These datasets categorize each text with
discrete sentiment categories such as positive, negative, etc.,
or with continuous/multipoint scale labels [28]. The English
datasets label text with discrete emotion categories like pos-
itive, negative, or utilize continuous/fine-grained emotion
intensity magnitudes, all of which serve as valid datasets for
this experimental analysis [29].

A. EXPERIMENTAL INDICATORS
The model’s predictive performance is assessed by evaluating
the disparity between predicted and actual values. A set of
evaluation metrics was employed to validate the predictions,
encompassing Mean Square Error (MSE), Mean Absolute
Error (MAE), and Pearson correlation coefficient (Pearson
correlation coefficient ‘r’). The Pearson correlation coeffi-
cient ‘r’ values range within [—1, 1], where values closer
to 1 denote a positive correlation, values near -1 signify a
negative correlation, and those closer to O indicate a weaker
linear correlation.

While both MSE and MAE gauge the magnitude of the
gap between the true and predicted values, MSE penalizes
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larger errors more than MAE. Consequently, the simultane-
ous use of both metrics aids in comprehensively analyzing the
method’s validity. where n denotes the number of samples
in the test data, and y; and y; denote the true and predicted
values, respectively. avg(y;) represents the average value
of Vi.

The formula for calculating the MSE is as follows:

| - ~
MSE = =" (avg(yi) — ) (20)
g
The formula for the MAE is given below:

1 — -
MAE = - " Javg(y) — il 1)
e
The Pearson correlation coefficient is calculated as follows:

Z(yl__z%) (i — ,,ZYz

(22)

n

\/é(yl__zyl)z \/Z()’l__z

B. PARAMETERS SETTING
In this segment, the pertinent hyperparameters are uniformly
established based on prior experience and pre-experimental
adjustments. The skip-gram model within the word2vec
method is invoked via the gensim package to pre-train word
vectors for words across the three datasets. This paper utilizes
pre-trained word2vec word vectors, employing a dimension-
ality of 300. For unregistered words absent from the word
lists and not included in the word vector dictionary, a uniform
distribution ranging from [-0.25, 0.25] is utilized for random
initialization, generating random vectors of 300 dimensions.
Moreover, in the element class extraction experiment,
within the Keras experimental framework, Adam serves as
the optimizer. The hyperparameters entail setting the number
of negative samples as 6, an initial learning rate of 0.01,
50 training rounds, a batch size of 256, a dropout rate of
0.5 to mitigate overfitting, and a regularization term weight
of 0.001. In the element class sentiment classification experi-
ment employing PyTorch as the experimental framework, the
optimizer remains Adam, employing 100 filters with window
sizes of 2, 3, and 4. Further specifications include an initial
learning rate of 0.01, 30 training rounds, a batch size of 256,
and a dropout rate of 0.5 to counteract overfitting.

C. COMPARATIVE RESULTS

Valence typically denotes the extent of positive or negative
emotional states. A higher value signifies a positive emotion,
while a lower value signifies a negative emotion. Arousal
describes the degree of emotional excitement, where higher
values indicate more intense emotions and lower values
denote calmer emotions. Hence, this paper compares the
model against comparison models in the VA (valence and
arousal) prediction experiment. To ensure a fair evaluation of
different methods’ performance, valence and arousal values
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FIGURE 5. Comparison of MSE results of the models in predicting Valence values on the three data sets.

at both sentence and word levels are mapped within the
intervals [1], [9].

The model’s hyperparameters are selected through
held-out data and subsequently retrained using the cho-
sen optimal hyperparameters. To avert overfitting due to
excessive iterations, the network training epoch parameters
are established using the Early Stop strategy. This strat-
egy involves training on the training set and obtaining test
results from the validation set. As the epochs progress, if it’s
observed that the test error ceases to decrease in the validation
set, the training process is halted. The weights after this point
are utilized as the final parameters for the network.

Figure 5 illustrates the MSE outcomes of various models in
predicting valence across the aforementioned three datasets.
The experimental analysis for valence prediction spans all
three datasets. The findings reveal that the model devised
in this paper outperforms nearly all benchmark methods,
particularly showcasing its prowess in predicting valence.
Specifically, on the SemEVAI dataset, the MSE for valence
prediction reaches an impressive low of 1.00, while the com-
parison models LSTM, DCNN, and CharSCNN exhibit MSE
values of 2.54, 2.25, and 3.54, respectively. On the Tweets
dataset, the MSE values peak at 3.56, 3.19, and 4.22 for the
LSTM, DCNN, and CharSCNN models, respectively.

Overall, this paper’s model exhibits an average improve-
ment of 45.23% in MSE performance across all three datasets
in comparison to the alternative schemes.
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Figure 6 displays the outcomes of Mean Absolute Error
(MAE) and Pearson’s correlation coefficient of various mod-
els in predicting VALENCE. The comparison is conducted
across individual datasets to assess the performance of each
model. On the SemEVAI dataset, this model achieves an MAE
of 0.88 and a Pearson’s correlation coefficient of 0.73, show-
casing notable performance. Interestingly, the CharSCNN
model exhibits similar performance with an MAE of 0.98 and
a Pearson’s correlation coefficient of 0.72, where the model’s
Pearson’s correlation coefficient stands out at 0.79, rep-
resenting the best performance achieved. In contrast, the
CharSCNN model attains a Pearson correlation coefficient of
0.69.

However, the performance across the Chinese dataset
CVAT diminishes for each model. Notably, the CharSCNN
model obtains an MAE and Pearson’s correlation coefficient
of 0.63 and 0.6, respectively, displaying relatively better per-
formance compared to this model and the other comparative
models, which maintain MAEs around 0.7 and Pearson’s cor-
relation coefficients around 0.3. Notably, the LSTM model
exhibits the poorest performance with an MAE of 0.71 and a
Pearson correlation coefficient of 0.26.

By further combining the experimental results in
Figures 6 and 7, it can be seen that the model constructed
in this paper can effectively identify the positive or neg-
ative degree of emotional states when predicting valence.
Therefore, it can classify emotions such as happiness, joy,
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love, satisfaction, and self-confidence based on the positive
emotions expressed in the review text, or classify emotions
such as sadness, anger, fear, anxiety, and depression based
on the negative emotions expressed in the review text, thus
improving the accuracy of sentiment classification at a fine-
grained level.

Figure 7 exhibits MSE, MAE, and Pearson correlation
coefficient results for each model in predicting arousal. The
experiments for arousal prediction are exclusively conducted
on the CVAT dataset. Notably, the constructed convolutional
neural network showcases identical MSE performance to the
DCNN model, both registering an MSE of 0.98. In contrast,
the LSTM model and CharSCNN model yield MSEs of
1.34 and 1.20, respectively.

Furthermore, a comparative evaluation between the pro-
posed model in this paper and the DCNN model for predicting
arousal includes an in-depth analysis of both MAE and
Pearson’s correlation coefficient. While the Pearson cor-
relation coefficient of the current model exhibits a slight
decrement compared to other datasets, it is noteworthy that
the DCNN model outperforms the LSTM and CharSCNN
models, demonstrating superior results. However, this model
surpasses the DCNN model by a margin of 0.11 in Pear-
son’s correlation coefficient, demonstrating its robustness and
effectiveness. Moreover, MAE metrics further confirm this
superiority, with this model achieving a value of 0.81, while
the LSTM, DCNN, and CharSCNN models record scores of
0.94, 0.79, and 0.89, respectively.

These arousal prediction results demonstrate that the
model leverages the degree of positive and negative emo-
tions to ascertain the degree of relevance in cognition and
expression. It effectively detects the level of agitation within

81054

emotional expression, discerning positive emotions like affir-
mation, self-confidence, happiness, or negative emotions
such as denial, inferiority complex, and pain. The compara-
tive experiments highlight that this method offers relatively
balanced scores in both valence and arousal prediction,
achieving high accuracy in emotion classification.

D. ABLATION EXPERIMENTS

In this section, the author perform ablation experiments on
the proposed convolutional neural network model to enhance
the control over individual variants and verify the impact of
improving modules or adjusting parameters on the model’s
performance. Let’s denote E1 as the final model presented in
this paper. In E1, both the element class vectors of the input
model and the standard word vectors are initialized using
pre-trained word vectors from word2vec. The pooling layer
follows the maximum pooling operation.

Moving on to E2, it involves initializing the element class
vectors of the model with the element class embedding matrix
extracted from the neural network model combined with the
attention mechanism. Here, the standard word vectors are also
initialized from the model’s training for consistency in the
word embedding space. The pooling layer again adopts the
maximal pooling operation.

Next, E3 initializes based on E2 but enhances it by utiliz-
ing the element class embedding matrix extracted from the
neural network model, which incorporates an improved self-
attention mechanism.

Finally, E4 evolves from E3 by initializing the element
class vectors of the input model using the element class
embedding matrix extracted by introducing the relative
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FIGURE 8. Results of ablation experiments.

position representation. Notably, in E4, the pooling layer
operation does not involve the maximum pooling operation.

These variations (E1, E2, E3, and E4) allow us to exam-
ine how different initializations and mechanisms impact the
performance of the model, contributing to a more nuanced
understanding of the model’s behavior under various settings
and enhancements.

The ablation experiments conducted on the SemEVAI
dataset yielded results for E1, E2, E3, and E4, showcased
in Fig. 8. Notably, the model’s performance demonstrated
continual improvement with each enhanced mechanism in
the model. The E2 model exhibited the poorest performance,
indicating a Pearson’s correlation coefficient of only 0.334.
However, as the author progress to E3 and E4, there’s a
gradual enhancement in performance. Particularly, the uti-
lization of the improved self-attention mechanism in E3 led
to a remarkable 23% improvement in MSE.

It’s important to note that a higher Pearson correlation
coefficient implies a stronger correlation between words
in the sentiment dictionary and the target sentiment cate-
gory, thereby favorably impacting sentiment classification
performance. Analyzing the shift in Pearson’s correlation
coefficient between E1 and E4 reveals that the enhanced
self-attention mechanism significantly elevates the deep
neural network algorithm’s effectiveness in sentiment clas-
sification.

In E4, where the maximum pooling operation along the
pooling layer is omitted, the model’s MSE, MAE, and
Pearson correlation coefficient are 1.01, 0.83, and 0.6, respec-
tively. Despite this performance, it falls slightly behind E1.
This analysis from the ablation experiments highlights the
crucial role of the introduced and improved self-attention
mechanism, as well as the adoption of maximum pooling
operations along the pooling layer, in the model’s con-
struction. These mechanisms significantly contribute to the
model’s effectiveness and overall performance in sentiment
classification tasks.

E. DISCUSSION

The experimental analyses conducted in Sections IV-C
and IV-D underscore the substantial enhancements intro-
duced in this paper. By integrating the self-attention mecha-
nism with relative positional representation into the elemental
class extraction task, the author successfully imbued each
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position in comment text with comprehensive global seman-
tic information. This integration not only enhances the
self-attention mechanism but also addresses the inherent
drawback of disregarding temporal information in self-
attention models.

Moreover, my incorporation of the self-attention mecha-
nism and relative position representation into a gate-controlled
convolutional neural network model compensates for the
limitations in sentiment analysis of short texts. This inte-
gration facilitates element-level sentiment classification with
a focus on fine granularity. Experimental results across
three datasets affirm the improvements observed in MSE,
MAE, and Pearson’s correlation coefficient. Notably, on the
SemEVALI dataset, the model achieves an MSE of 1.00, while
MAE and Pearson correlation coefficient stand at 0.88 and
0.73, respectively, in valence prediction. For arousal predic-
tion on the CVAT dataset alone, the model attains optimal
MSE, MAE, and Pearson’s correlation coefficient results of
1.00, 0.88, and 0.73, respectively.

The efficiency of this model becomes evident when applied
to sentiment analysis of user comments on social media
platforms. It adeptly comprehends users’ emotional stances
towards specific events, products, or topics, thereby assisting
companies in better understanding user needs and feedback.
This understanding fosters product improvements and aids
in fostering stronger user relationships. Additionally, the
model’s capability to identify user emotional states enables
the provision of personalized services and solutions. Con-
sequently, this tool helps companies decipher consumer
emotional feedback about their brands, identify potential
issues, delineate improvement strategies, and ultimately aug-
ment user satisfaction.

V. CONCLUSION

In this study, the author designed a convolutional neural
network (CNN) tailored specifically for class extraction and
sentiment classification of elemental classes. The model
achieved contextual semantic learning in word embeddings
by integrating a self-attention mechanism into the elemen-
tal class extraction task, along with enhancements to this
mechanism. Additionally, the author introduced innovative
elements such as relative position representation and gating
mechanisms. Ultimately, a CNN model incorporating K-max
value pooling was developed, effectively addressing issues of
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context detachment and significant feature loss in elemental
class embeddings. Experimental results validate the model’s
efficacy.

On the SemEVAL dataset, the model exhibited commend-
able performance in valence prediction, achieving an MSE of
1.00, an MAE of 0.88, and a Pearson correlation coefficient
of 0.73. Similarly, on the CVAT dataset for arousal prediction,
the model delivered notable results with an MSE of 0.89,
an MAE of 0.81, and a Pearson correlation coefficient of 0.64.
These findings underscore the model’s ability to maintain
balanced performance in both valence and arousal predic-
tions. Ablation experiments further confirm the significance
of the introduction and enhancement of the self-attention
mechanism, as well as the utilization of maximum pooling
operations at the pooling layer. These mechanisms signif-
icantly boost the model’s performance, enabling accurate
sentiment categorization of user comments on social media
platforms.

Beyond sentiment analysis, the model’s applications
extend to public opinion monitoring and management, per-
sonalized services, market research, product improvement,
and emotional intelligent assistance. As technology contin-
ues to advance, this emotion classification model holds the
promise of bringing further convenience and intelligence to
people’s lives and work in the future.
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