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ABSTRACT In recent years, unmanned aerial vehicles (UAVs) have grown in popularity for a variety
of purposes, including parcel delivery, search operations for missing persons, and surveillance. However,
autonomously navigating UAVs in dynamic environments is a challenging task due to the presence of
moving objects like pedestrians. In addition, traditional deep reinforcement learning approaches suffer
from slow learning rates in dynamic situations and they need substantial training data. To improve
learning performance, the present study proposed an enhanced deep reinforcement learning approach that
encompasses two distinct learning stages namely the reinforced and self-supervised. In the reinforced
learning stage, the deep Q-learning network (DQN) has been implemented and trained guided by the loss in
the bellmen equation. On the other hand, the self-supervised stage is responsible for fine-tuning the backbone
layers of DQN and it was directed by the contrastive loss function. The main benefit of incorporating the
self-supervised stage is to speed up the encoding of the input scene captured by the UAV camera. To further
enhance the navigation performances, an obstacle detection model was embedded to reduce UAV collisions.
For experimental analysis, we have utilized an outdoor UAV-simulated environment called Blocks. This
environment contains stationary objects that mimic buildings, as well as moving pedestrians. The study
undertaken indicates that the implementation of the self-supervised stage led to significant improvements
in navigation performance. Specifically, the simulated UAV was able to navigate longer distances in the
correct direction toward the goal point. Moreover, the conducted analysis shows a significant navigation
performance as compared with other DQN-based approaches like double DQN and dueling DQN.

INDEX TERMS UAV, visual navigation, deep reinforcement learning, obstacle avoidance, DQN.

I. INTRODUCTION For vision-based approaches, using deep reinforcement

UAVs are increasingly used for several applications due to
their high mobility, ease of deployment, and low maintenance
costs. However, UAV autonomous navigation is considered
as one of the most challenging tasks to implement. Vision-
based models are extensively employed in the field of UAV
navigation owing to their cost-effectiveness and adaptability,
enabling operation in diverse environments such as indoors,
outdoors, and under various weather conditions.
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learning models has emerged as the predominant methodol-
ogy employed for UAV navigation [1], [2], [3], [4], and [5].
These models utilize computer vision techniques to encode
the captured scenes of the navigated environment with the
aim of navigating toward the desired destination. The work
of Zhang et al. [1] implemented the Twin Delayed Deep
Deterministic Policy Gradients (TD3) algorithm for UAV
navigation in multi-obstacle environments. Their model was
trained in a simulated environment, where the UAV learns
to navigate to a target destination while avoiding obstacles.
However, their virtual environment was simple and did not
consider real 3D moving objects like a human. Further study
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was conducted in [2] where they adopted a DQN model for
UAV navigation. The main objective of the trained UAV is
to visit all mobile targets with the least energy consumption.
Their approach was evaluated in both simulation and real
field and the results show that the DQN agent can achieve
good performances. Nevertheless, DQN algorithms require a
large amount of training data to learn encoding the trained
environment. Shantia et al. proposed a two-stage visual
navigation approach which has been shown to be effective
in both simulated and real-world environments [3]. The first
stage was used to estimate the robot’s position and the second
stage was trained to navigate the robot to a target destination
using the estimated positions. A CNN-based scheme for
automatic obstacle avoidance was investigated in [4]. The
central concept is that a CNN model was trained using the
input image captured by the frontal camera of the UAV
to forecast both the steering angle as well as the collision
probability of the UAV path.

Nevertheless, the approaches mentioned above did not
work in dynamic environments that contain moving obsta-
cles. It should be noted that handling a dynamic environment
is a challenge due to the fact that deep reinforcement
learning models will need a larger number of training trials
to comprehend the navigational environment if obstacles are
relocated. To mitigate this difficulty, this work introduces
an improved approach where a self-supervised stage is
embedded to fine-tune the backbone network of the DQN
agent based on collected data in the replay buffer. In addition,
an obstacle avoidance model is added to reduce UAV
collisions. To our knowledge, no work has been done
on combining self-supervised learning with reinforcement
learning. The subsequent points provide a concise overview

of the primary contribution of this work.
1) Better navigation performance by incorporating a

self-supervised learning stage that enhances the navi-
gation’s performance.

2) Enhanced obstacle avoidance during the UAV naviga-
tion by embedding an obstacle detection model.

3) A cost-effective visual navigation system, which exclu-
sively relies on depth images acquired by a UAV
camera.

4) A comprehensive evaluation of the proposed approach
through navigation in a dynamic environment with both
static and moving objects.

This paper is organized as follows. In Section II, the related
work is described. The proposed approach is explained in
Section III. Section IV details the conducted experiments.
Finally, the conclusions and future works are given in
Section V.

Il. RELEATED WORK

A. UAV NAVIGATION METHODS

Deep reinforcement learning techniques have been utilized
for several UAV applications such as obstacle avoidance [6],
[4], [7] as well as navigation [8]. For example, to help a
UAV avoid crashes, researchers in [6] have developed a
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reinforcement learning strategy based on saliency detection
for a flying obstacle. Their work focused on using a convolu-
tion neural network to get reliable estimates of the positions
of obstacles. In their experiment, they tested their approach in
a semi-physical aircraft simulation with different scenarios
including flying in unpredictable trajectories towards the
UAV, flying in the central positive orientation, or flying
towards the right or left. However, the effectiveness of the
proposed approach is heavily dependent on the accuracy
of the saliency detection algorithm and not the navigation
performance.

A strategy for UAV obstacle avoidance that is based
on CNN was introduced in [4]. They have used Airsim
simulation environment to train the proposed CNN model.
A reward-driven obstacle avoidance approach was demon-
strated in [7] where the implemented U-Net-based network
predicts the subsequent motion of the UAV. Nevertheless,
in both studies, they did not account for moving pedestrians
as a dynamic obstacle which makes navigation more difficult.

Zhang et al. investigated the challenge of navigating within
a multi-obstacle environment [1]. They have proposed to use
of an actor-critic network to extract observational features
from the surrounding environment. They set up ten static
obstacles five cubes and five cylinders for UAVs training.
During the testing phase, the obstacles were moved in a
random manner and the results showed that the proposed
actor-critic network outperformed DDPG and TD3. However,
the researchers did not consider the presence of moving
pedestrians as a dynamic obstacle that increases the difficulty
of navigation.

Indoor localization using tags and a visual-inertial system
for UAV navigation in GPS-denied environments were
studied in [8]. Their concept relies solely on visual cues
manually placed inside the indoor workplace. Unfortunately,
their method is based on visual information, which might be
unreliable to locate landmarks in the presence of occlusion.
A CNN-based navigation model was trained offline using
Udacity dataset images to learn both steering angles and the
probability of obstacles [9].

Additional research was conducted in [3], wherein the
authors explored and developed a two-stage visual navigation
approach. In [3], Initially, the location estimator is trained
using standard mapping positions, while the model-free
reinforced learning (RL) agent learns about the environment
using an approximated maze from the map. In a 2D simulated
world, the RL agent learns how the robot controller affects
its actions. Finally, in 3D, the agent uses CNN position
estimations.

The research in [10] offers asynchronous curriculum
experience replay (ACER) with deep reinforcement learning
to solve the autonomous motion control (AMC) problem for
UAVs in complex and unpredictable dynamic situations. The
ACER exhibits a 5.59% improvement in convergence out-
comes when compared to the twin delayed deep deterministic
policy gradient (TD3) algorithm, which is considered as the
current leading approach.
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Navigation of UAV swarms were examined by many
researchers. For example, a framework of fault-tolerant
cooperation for UAV swarms was suggested in [11]. The
proposed strategy, based on network graph theory and
they have introduced a geometry-based collision avoidance
approach utilizes onboard sensory information to detect
and avoid potential collisions during the mission, ensuring
the safety and integrity of the UAV swarm. Despite the
required computational resources and processing power
in [11] however their approach has many potential appli-
cation such as search and rescue, cooperative exploration,
and target surveillance. Another study [12] introduces
an Information-Fusion based decentralized swarm decision
which was designed to coordinate UAV's swarms in scenarios
where communication is disrupted or fails. They have
achieved this objective by integrating visual perception
with communication-based information, enabling UAVs to
maintain coordinated behaviors even when communication
is interfered. An aspect of their methodology that presents
a limitation pertains to the offline optimization of weight
parameters using a heuristic genetic algorithm, which might
restrict the system’s adaptability to dynamic or evolving
environments.

In 2024, several new UAV navigation methods were intro-
duced. The study in [13] examined the navigation and landing
processes of multiple UAVs within indoor settings. They
have introduced a new approach for enabling the autonomous
landing of UAVSs in unfamiliar indoor environments, leverag-
ing visual SLAM, semantic segmentation, terrain estimation,
and a decision-making model. The paper in [14] introduces
a novel method called Deep Learning-based Autonomous
UAV Exploration (DLAE) to address the challenges of
autonomous exploration for UAVs in complex and unknown
environments. Unlike traditional autonomous ground robot
exploration, DLAE utilizes cameras instead of radar sensors.
To enhance the learning efficiency of autonomous UAV
exploration, the method in [14] incorporates an invalid
action masking scheme. Further recent work was given
in [15] where they have introduced a computer vision-based
collision avoidance system designed for autonomous drones
within indoor environments. The proposed method aims to
ensure safe navigation addressing the challenges of dynamic
surroundings, particularly significant for the operation of
multiple drones in urban settings. Nevertheless, this method
is suitable for small-scale experiments involving two drones,
scalability to larger drone swarms may necessitate further
optimization and testing to ensure effective collision avoid-
ance.

In [16], an extensive review was conducted, delving into
the realm of Al-based approaches to UAVs navigation.
This was further complemented by an additional review
presented in [17], providing deeper insights into the subject
matter. Furthermore, a recent review paper, documented
in [18], provided a comprehensive explanation of path
planning methodologies tailored specifically for autonomous
UAVs.
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In contrast to the aforementioned approaches, this study
presents a new perspective on addressing UAV navigation
complexities within dynamic environments, specifically
targeting the obstacles posed by moving pedestrians and
stationary buildings. The research introduces an advanced
methodology integrating self-supervised techniques and an
obstacle-detection model, detailed in Section II.

B. SELF-SUPERVISED METHODS FOR UAV APPLICATIONS
The concept of self-supervised learning was utilized for
several UAV tasks such as path planning [19], depth
estimation [20], and tracking [21].

In [19] UAV uses self-supervised learning to evaluate
the expected surprise. This means it learns to predict
and assess surprises based on its own experiences and
data, without requiring labeled data or external supervision.
As explained earlier that the traditional reinforcement
learning often requires extensive trial and error, which can
be time-consuming and inefficient. This method, by using
expected surprise and world modeling, allows the UAV to
make more informed decisions, leading to faster learning and
better performance.

Self-supervised learning has been applied for depth
estimation to facilitate UAV obstacle avoidance [20]. The
method leverages the ease of unlabeled data collection and
the adaptability of unsupervised learning, particularly self-
supervised learning, allowing UAVs learn to estimate depth
exclusively from images, without the necessity for ground
truth depth or any supplementary data. This results in a more
autonomous and flexible system capable of efficient and
continuous learning in diverse environments.

For enhancing UAV tracking self-learning was used
in [21]. By utilizing contrasting instances and self-learning
methodologies, their approach independently constructs
meaningful feature representations, bypassing the necessity
for human annotations. This not only reduces the time and
effort involved in manual annotation but also enhances the
scalability and adaptability of the tracking system.

Ill. THE PROPOSED APPROACH
This work proposed an improved deep reinforcement learning
model for autonomous UAV visual navigation in dynamic
environments. Figure 2 depicts the navigation environment
for the simulated UAV, with the aim of flying from the
starting location displayed in Figure 2 (a) to the target point
shown in green. The ideal path is highlighted in green.
Figure 2 (b) visually illustrates a snapshot of a flying UAV
in front of several pedestrians as an obstacle. It should
be noted that this environment consists of two categories
of obstacles: fixed ones, represented by the buildings, and
movable ones, represented by the pedestrians. Furthermore,
the depth image obtained from the current UAV view is
visible in the lower-left corner of Figure 2(b).

The main architecture of the proposed navigation system is
illustrated in Figure 3, and it includes two training strategies
where the first of which is reinforced learning, and the second
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(b)
FIGURE 1. The navigation environment for UAV (a) a top view with the

optimal navigation path, and (b) A snapshot of a navigated UAV with a
depth view, acquired by the UAV camera.

of which is self-supervised learning from the collected depth
images. These learning methods are explained as follows.

A. REINFORCED TRAINING OF DQN

During the reinforced phase, DQN receives information about
the recent action’s reward value as well as the current UAV
scene, as shown by the depth of the scene captured by
the front camera of the UAV. Based on the current state
depth scene the DQN will produce the navigation action that
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FIGURE 2. The action space of the simulated UAV.

TABLE 1. The implemented UAV actions.

No. Action Description
L. Move forward for a duration of 3 seconds.
2. Move forward along an angle of 45 degrees for

a duration of 3 seconds.

3. Move forward along an angle of -45 degrees for
a duration of 3 seconds.

needs to be executed by the UAV which includes forward
movement, moving along an angle of 45 degrees, or moving
along an angle of —45 degrees as described in Table 1 and
illustrated in Figure 1. One should noted that for each action
the movement of the UAV was set to a duration of 3 seconds.
The reason for that is to make sure that the UAV is making
small navigation steps and to avoid the collision of near
obstacles. On the other hand, less than 3 seconds step size
will increase the training time of UAV.

B. DQN ARCHITECTURE

In this study, the DQN model was implemented using a pre-
trained ResNet50 network where the classification layer has
been replaced with a fully connected network of 512 neurons.
However, the last layer contains 3 neurons which will predict
the Q-value (reward) of each action shown in Figure 3.

C. DQN REWARD FUNCTION

The reward function is the most important part of deep
reinforcement learning. The formulated reward function in
this work is defined as follows:

Reward
if collision occurred or UAV
0 exceeds the limit of navigation
area (terminationstate)
Use Equation (2) otherwise
(H
As can be seen in Equation (1), when the UAV collides with
a pedestrian or fixed obstacle, it is considered as a terminal
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DQN_loss = (r; + Amax, Q(Se41,4) — Q(Spap))”
450
@ action
> Pre-trained
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Encoder @
Reinforced Training for DQN —459
-
state reward

transaction
state, action, reward, next state)

Replay buffer

current state which represented as the
depth image ofthe scene

Encoder

Self-supervised Training for DQN

contrastive loss

FIGURE 3. The proposed navigation approach.

state and the simulation should start again from the initial
point shown in Figure 2 (a). Another simulation termination
condition is when the UAV flies in the opposite direction
of the target or to an open area with no pedestrian (go to
left or right direction). Here we set an empirical threshold
for the limit to be 10 units from the optimal path shown
in Figure 2(a). After each step, a decrease in the reward by
—0.1 is applied to encourage the UAV to reach its destination
with minimum steps. If the distance from the goal is less
than 3 units, then terminate the episode and start a new trail.
After each navigation step, the reward value is computed as
the difference between the previous distance to the target and
the current distance after the execution of each action. If the
UAV moves in the opposite direction, then the distance will

VOLUME 12, 2024

be negative. It is defined as follows.
Dlﬁr = (Xtarget - Xold) - (Xtarget — Xnew) (2)

where, X4rge; 18 the location of the target point, X, is the old
location before taking the action, and Xy, is the new location
of UAV after the action.

D. DQN LOSS FUNCTION
The loss function of DQN is computed based on the
Q-learning formula given below:

DON _loss = (r; + Mmaxz(Q (Sr+1,2)—Q (Si, a))” (3)

where r; is the reward received by the DQN agent at time 7,
A is the learning rate parameter that takes a value from O to 1.
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Q(S;, as) is the Q-value of the currently executed action a;
based on given state S; (current depth), however Q (Si41, @)
is the Q-value of the next state S;41. It is worth mentioning
that the DON _loss is used only during the updating step and
it utilizes a replay buffer data that stores the transaction as
tuples of (state, action, reward, next state) as can be seen in
Figure 3.

E. SELF-SUPERVISED TRAINING

In this stage, the DQN backbone will be fine-tuned in a
self-supervised manner based on the depth images stored
in the replay buffer. To accomplish this goal, a triplet of
three images, one positive, one augmented, and one negative,
will provided to the DQN backbone, and a contrastive
loss function will be used to the resultant embedding to
estimate the loss value. Following that, the DQN backbone
weights will be iteratively changed dependent on the
number of self-supervised training epochs. It’s important
to mention that the choice of positive and negative images
will be randomized during the fine-tuning phase. Therefore,
as the training buffer size increases, the likelihood of
obtaining diverse images also increase. The implemented
contrastive loss function is demonstrated in the following
equations.

cos_sim(u, v) = (u.v)/([(luD]-I[vI]) “

where cos_sim is the cosine function that computes the
similarity of two vectors u and v in the embedding
space.

Contrast_loss
= —log(exp(cos_sim(u, v+)/1))/(exp(cos_sim(u, v+)/7)
+ exp(cos_sim(u, v—)/1)) 5)

where u represents the original positive image, v+ is the
augmented image generated by either rotation, scaling, etc
from the positive image as shown in Figure 3. v— is the
negative image. Finally, the t is a hyper-parameter in the
range [0.1 to 0.5] called the temperature coefficient that
determines how much weight to give the computed similarity
score. In this investigation, T was set to 0.1.

F. OBSTACLE DETECTION MODEL

To further enhance the navigation performances of UAVs,
an obstacle detection model has been implemented in this
study. Figure 4 depicts the main idea, which is to feed the
current scene from the UAV’s input camera into another
obstacle detection model so that it can determine if the
object in question is an obstacle. The ResNet50 serves as the
backbone network and it is coupled to a fully connected (FC)
512-neuron softmax classifier that produces two outputs:
Yes or No. To train the obstacle avoidance model, the data
saved in the depth image’s reply buffer that resulted in a
terminal state (crash) is considered an obstacle class. Other
depth images, on the other hand, will be classified as no
obstacle, as seen in Figure 5. As the implemented approach
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Yes
Pre-trained Obstacle
CNN > No
Encoder

FC
FIGURE 4. Obstacle detection model.

(a) obstacle

(b) no obstacle

FIGURE 5. Sample images for training obstacle detection model
(a) obstacle, (b) no obstacle.

reliance on a single depth image rather than a video sequence,
distinguishing between moving and stationary pedestrians
poses a significant challenge. Therefore, all pedestrians will
be perceived as potentially obstacles if their pose toward the
UAV. In addition, leveraging deep reinforcement learning, the
system refines its understanding of these moving obstacles
through trial and error, ultimately determining the safest
distance from a moving pedestrians based on several factors
such as the depth image pixel values and the pedestrian’s
pose. Finally, during the training period, this process
will become automated, and the integrated self-supervised
model will boost the learning rate by encoding generic
features.

A flowchart illustrating the key steps involved in integrat-
ing the navigation model with obstacle detection is presented
in Figure 6.

IV. EXPERIMENTAL RESULTS

A. SIMULATION ENVIRONMENT

To carry out experimentation of the proposed approach,
we have used an existing 3D outdoor environment [22] shown
in Figure 1. This environment was built using an open-source
gaming engine called Unreal Engine. To connect with the
Block environment and control the movement of the UAYV,
we have chosen to utilize the AirSim package. This package
facilitates the integration of a Python-based navigator with
the Unreal Engine through the use of APIs as demonstrated
in Figure 7.
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capturing
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Generate
action
Step 2: using DQN
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CNN
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Step 3: Obstacl7 Encoder
No
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randomly / \:\
rotate - o
Step 4: UAYV to the \
p left or \ /
right by 90
degrees
v
Perform DQN action and
Step 5: UAY navigation for a
period of 3 seconds
FIGURE 6. Flowchart of the main steps.
DQN Navigator Unreal Engine
in Python (3D Block Env)

FIGURE 7. The adopted framework for UAV simulation.

B. PARAMETERS SETTINGS AND EVALUATION MEASURES
The implemented parameters related to deep reinforcement
learning techniques that have been utilized in this study
are given in Table 2. As can be seen, these settings are
related to the maximum training episode; the size of the
replay buffer, the batch training size which specifies how
many samples are input to the model in a single batch,
and the DQN parameters update time which controls the
calling time for self-supervised and the reinforced training
stages.

Moreover, the evaluation measures considered in this study
are the average distance from the goal and the average number
of collisions during the testing time, as well as the behavior of
the loss function during the training time. These measures are
widely utilized in other studies [1] and [5]. It is worth noting
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TABLE 2. Parameter settings.

Parameters value

Max epochs 2000

DQN update time 100 epochs
Batch size 16

Replay buffer size 10000
Learning rate 0.0001
UAV step duration 3 seconds
Self-supervised training epochs 100

that the distance to the goal measure is highly dependent
on the simulated environment and should be appropriately
integrated into the designed reward function.

C. LOSS CURVE ANALYSIS

This section will analyze the benefits of the incorporated
self-supervised block with respect to the loss behavior.
The superior convergence of the proposed self-supervised
DQN is demonstrated by the loss curve in Figure 8, which
yields reduced values. For instance, over the initial one
thousand epochs, the loss value of DQN exceeds one hundred,
as illustrated in Figure 8 (a). However, at epoch one thousand
the loss value approaches zero with the implemented self-
supervised DQN, Figure 8 (b). This is due to the increased
efficacy of UAV scene encoding, which has accelerated the
convergence of the loss curve.

D. NAVIGATION DISTANCE ANALYSIS

The analysis in this section was performed during the testing
phase, subsequent to the training of both the self-supervised
DQN and the DQN. Specifically, the UAV initiated its
navigation from a new beginning point located approximately
halfway along the best path depicted in Figure 2(a). In this
analysis, two metrics for evaluation are used which are the
average distance from the goal and the number of collisions.
Furthermore, a maximum of 10 steps is permitted for each
evaluated model. Table 3 displays the results of an experiment
that was repeated ten times with the average value calculated.
In terms of the average distance from the goal, the data
demonstrate that the proposed self-supervised DQN achieved
a better value of 157 which means the UAV is closer to
the target. Nevertheless, the DQN model yielded a larger
distance, indicating that it is still a long way from the target
point. Nevertheless, the reported data in Table 3 demonstrated
that the DQN has a smaller number of collisions. This is
because the UAV is usually moved to an open area where no
pedestrian is moving. This can be seen in Table 3 where the
last raw shows the objects that the UAV hit during the 10 test
runs. As can be seen, the DQN model moves UAV toward the
Orange_Ball shown in Figure 1 (a). In contrast, the suggested
self-supervised DQN guides the UAV toward the designated
destination, resulting in an increased likelihood of collisions
with pedestrians
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FIGURE 8. The training loss curves for a duration of 2000 epochs for both models (a) and (b).

TABLE 3. Performance analysis during testing phase.

0:8 DQN self-supervised DQN

Obstacle

0.6 The average distance 178 157
from the goal

2 0.4 Average collisions 2 3
©
8 Collied with obstacles Orange_Ball BP_person46
e -0.2 -
z BP_person47 BP_person49
Obstacle No Obstacle BP_persond7
BP_person50

FIGURE 9. The confusion matrix for neural network.

E. PERFORMANCE OF OBSTACLES DETECTION MODEL

To further minimize the occurrence of collisions, a model for concept is that the captured depth image by the UAV is passed
detecting obstacles was integrated into the suggested self- to the obstacle detection model to make a prediction regarding
supervised DQN, as depicted in Figure 4. The fundamental whether the UAV will crash or not. If the prediction is yes, the
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FIGURE 10. Snapshot frames during UAV test phase.

UAV will randomly rotate to the left or right by 90 degrees to
avoid the predicted obstacle.

To train the obstacle detection model, a total of 443 images
for obstacle type and 1374 images for no obstacle were used.
After that, the dataset was split into train with 70% and test
with 30%. Figure 9 displays the outcomes of calculating the
confusion matrix. The trained model achieves an obstacle
detection accuracy of 80% for obstacle classes and 95% for
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no-obstacle classes. In addition, the impact of incorporating
the obstacle detection model into the suggested navigation
system was examined. This experiment has been repeated
10 times and the findings are presented in Table 4. The
integrated obstacle detection model demonstrates that the
UAV can avoid more obstacles while covering a nearly
equivalent distance. The last column in Table 4 lists the
names of the objects that the UAV collided with during all
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TABLE 4. Performance analysis of obstacle detection model.

self-supervised  self-supervised DQN

DQN (with obstacle detection)
The average distance 157 159
from the goal
Average collisions 3 2
Collied with obstacles BP_person46 BP_person46
BP_person49 BP_person50
BP_person47 BP_person49
BP_person50
178
170 172
Z. Z. = o £
5 o o L2, 8%
A A A 2o =EF<
[5) oh 2 g [a) 23z
= £ 5 5o
2 3 2 =
A a

FIGURE 11. The average distance from the goal point for all implemented
models.

trials. As can be seen with the embedded obstacle detection
model UAV was able to avoid more pedestrians. Nevertheless,
avoidance of moving obstacles remains a challenging task
because they can move toward the UAV and hit it from
the side or back. For visual illustration, a snapshot of the
navigation environment, UAV depth view, and classification
results of the proposed detection model is given in Figure 10.
As can be seen, the suggested model clearly identifies a
person in the front as an obstacle with red color.

F. COMPARE WITH OTHER DQN-BASED MODELS

Further analysis has been conducted by evaluating the
performances against other well-known deep reinforcement
learning algorithms such as Double DQN [23] and Dueling
DQN [24]. The underlying principle of both networks is
the utilization of an additional network, referred to as the
target network. It is useful in simulated games to fix the
issue of DQN overestimation. However, this case study is
a simple visual navigation problem where the objective is
to reach a target location in a GPS-denied environment
while avoiding both moving and fixed obstacles. As such,
in comparison to the other versions stated, DQN’s simplicity
and low complexity made it a viable option in this study.

In the analysis, we have examined the average distance
from the goal for the UAV to navigate with a maximum of
10 steps for 10 trials. The results achieved by all algorithms
are plotted in Figure 11. As can be seen, the proposed
self-supervised DQN achieved the highest traveled distance
among all algorithms. This is because of the self-supervised
model which is beneficial to speed up the learning rate. Also,
the obstacle detection model helps to reduce crashes caused
by stationary and moving obstacles.
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It should be noted that self-supervised learning often
useful for dealing with variations and noise in the data.
Therefore, the DQN network learns to be more robust to these
variations, making it less prone to overfitting or errors on
unseen data. In addition, the contrastive learning approaches
makes the backbone to learn from the inherent structure and
relationships within the unlabeled data, improving its ability
to extract meaningful information and encoding a genetic
feature. As such, by learning these generic features, the DQN
backbone becomes better equipped to handle unseen data or
variations within the target domain (i.e. during the navigation
of UAV).

V. CONCLUSION AND FUTURE APPLICATIONS

An improved deep reinforcement learning for autonomous
UAV visual navigation is introduced in this study. This
has been accomplished by incorporating a self-supervised
deep learning stage to enhance the encoding of DQN for
the captured scene by the UAV. Further improvement has
been introduced by implementing an obstacle detection
model. The conducted results confirm the benefits of the
incorporated self-supervised component for speeding up the
learning curve and navigation performances. As compared
with other methods, the numerical results showed that
the proposed self-supervised DQN reported the maximum
traveled distance with a minimum collision rate. This is
because the extracted scene encoding and obstacle detection
capabilities lead to more accurate and efficient navigation,
as the UAV can better understand its surroundings and avoid
collisions.

As a future work, the self-supervised DQN could be used
for indoor visual navigation in GPS-denied environments
to perform several tasks such as searching, inspection,
counting. Additionally, several outdoor applications could
be considered. One such application is navigation through
difficult-to-access areas to collect data for research in fields
like geology, meteorology, and marine biology. This enables
scientists to gather critical information from remote or
hazardous locations. Another important application is in
search and rescue missions, where UAV's can autonomously
navigate challenging terrains and provide real-time visual
data to help locate missing persons more efficiently. Lastly,
in precision agriculture, UAVs can autonomously fly over
fields to monitor crop health, manage irrigation, and detect
pests or diseases, thereby enhancing farming efficiency and
productivity.

In addition, several ideas could be investigated for
improving the proposed approach. For example, incorpo-
rating object detection models like YOLOv7 or DETR to
enhance obstacle recognition accuracy and handles diverse
object types. Further improvements could be explored, such
as implementing a lightweight Deep Q-Network (DQN)
architecture to enhance deployment efficiency and reduce
inference time. Moreover, the integration of additional
sensor inputs, such as thermal cameras, could yield valuable
data across different conditions. By incorporating obstacle
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detection models utilizing ultrasound sensors, the navigation
capabilities and safety of the UAV could be further enhanced.

Finally, the proposed approach could be deployed on a
real UAV and validated in an actual outdoor environment,
ensuring its effectiveness and reliability of the proposed
approach.
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