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ABSTRACT The development of new technological applications is driving the need for deterministic
network communication that exhibits reliable behavior. This is particularly relevant for applications like
automation and autonomous vehicles, which require real-time network responsiveness. This has led to the
development of various technologies, including Time-Sensitive Networking (TSN). Recent studies have
explored the optimization of scheduling and routing in TSN, as this is crucial for meeting TSN’s objectives.
Current methods primarily focus on scheduling Time-Triggered (TT) transmissions, often overlooking the
scheduling of lower-priority traffic types. Many of these methods do not optimize routing, and only a
few consider reliability. In this paper, we present the Optimized Hybrid Deterministic Scheduling and
Routing Plus (OHDSR+) approach. This method prioritizes communications, optimizing both scheduling
and routing of TT communications, while also addressing the requirements of lower-priority best-effort
(BE) communications, and ensuring the reliability of TT communications. We evaluated our approach
using various problem instances. The results demonstrate our approach’s effectiveness in managing different
traffic types and ensuring reliable transmission for TT traffic. Our model achieves significant improvements
compared to the state-of-the-art REU-CP-R method, with reductions in total latency of up to 1.03%, total
response time of up to 34.70%, and scheduling response time of up to 63.97%. Notably, OHDSR+ exhibits
superior scalability, successfully finding solutions for all tested network sizes with a 100% success rate,
while REU-CP-R achieved only an 87.5% success rate. This highlights OHDSR+’s ability to provide optimal
solutions for networks of various sizes with minimal latency and response times.

INDEX TERMS Best-effort (BE) traffic, constraints programming (CP), joint scheduling and routing,
redundancy, real-time communication, reliability, time-sensitive networking (TSN), time-triggered (TT)
traffic.

I. INTRODUCTION
The rise of real-time-based applications has led to increase
the need for technologies capable of providing both
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deterministic and reliable communication in their networks.
Deterministic delivery refers to the guaranteed arrival of data
in a predictable manner, while reliability ensures that this data
is delivered without loss. Addressing these needs, a variety
of technologies have emerged, among which Time-Sensitive
Networking (TSN) stands out as one of themost sophisticated
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and recent advancements. TSN has gained recognition as a
key solution for real-time network requirements in fields like
avionics, industrial automation, and autonomous vehicles,
offering both high levels of determinism and reliability.

As a leading standard established by the Institute of
Electrical and Electronics Engineers Standards Association
(IEEE SA) [1], Ethernet is recognized as one of the most
common standards in the field of general communication
networks, serving as a fundamental technology in network-
ing infrastructure. Despite its widespread use, Ethernet is
not essentially equipped to handle network environments
demanding precise timing and high reliability [2]. This
gap has led to the development of various specialized
protocols, such as Avionics Full-Duplex Switched Ethernet
(AFDX) for the aviation sector, EtherCAT, PROFINET,
and Sercos III for industrial automation, along with CAN
and FlexRay for autonomous vehicle systems. However,
these protocols encounter challenges in terms of adapting to
diverse industrial needs and achieving compatibility with the
Ethernet framework [3].

Following the dissolution of the Audio Video Bridging
Task Group [4], the IEEE 802.1 Working Group [5] formed
a new entity known as the Time-Sensitive Networking Task
Group (TSN TG) [6]. This initiative, launched in 2012 by
the IEEE SA, focused on adapting Ethernet networks to meet
real-time communication requirements. The TSN TG set out
to create a series of standards, leading to the development
of what is now recognized as the TSN technology. These
standards aim to enhance real-time networks, specifically
in areas such as latency, reliability, management, and
synchronization [7], [8]. With its comprehensive suite of
over 60 individual ISO/OSI layer 2 IEEE standards, TSN
is often described as a comprehensive toolkit for IEEE802
networks [9].

The TSN framework categorizes network traffic into
three tiers based on priority: Time-Triggered (TT) traffic,
which holds the highest priority; Audio/Video Bridging
(AVB) traffic, with a comparatively lower priority; and
Best-Effort (BE) traffic, which is assigned the lowest
priority [10]. Despite its top-tier status, TT traffic can still
experience delays due to potential congestion caused by
lower-priority traffic, potentially impacting its latency [11].
TT traffic demands bounded, reliable latency with no jitter.
The IEEE 802.1Qbv standard [12], addresses this need
through the implementation of Time-Aware Shaping (TAS),
a mechanism that organizes the flow of TT traffic based on
a pre-determined Gate Control List (GCL) [13]. For AVB
traffic, which is of a lower priority, the Credit-Based Shaping
(CBS) technique is utilized, as outlined in the IEEE 802.1Qav
standard [14]. BE traffic, being the lowest in priority, does not
require stringent timing. To ensure the smooth functioning of
the TSN network, each component, whether a bridge (BR)
or an end-system (ES), needs to be in sync. The design of the
Gate Control Lists (GCLs) is crucial for the efficient handling
of high-priority TT traffic while accommodating the needs of
lower-priority traffic [15].

Once a transmission begins, regardless of its prior-
ity, it should be completed. To facilitate this, the IEEE
802.1Qbu standard [16] was introduced, which includes a
frame preemption mechanism. This mechanism prioritizes
high-priority traffic in a network by allowing it to interrupt
an ongoing low-priority transmission. The high-priority
transmission takes precedence, and once it is complete,
the low-priority transmission resumes from the point of
interruption.

Typical transmission protocols lack specific protection
against transmission errors. To address this, TSN imple-
mented the IEEE 802.1CB standard [17], which introduces
the Frame Replication and Elimination for Reliability
(FRER) mechanism. In terms of ensuring the reliability of
traffic transmission, FRER is regarded as the sole effective
mechanism put forward by any of the TSN standards [18].

Time synchronization across all network devices and the
synchronization of data streams are crucial for real-time
systems. The IEEE 802.1AS standard [19] tackles the issues
of synchronization and timing, aiding in the prevention of
data loss due to collisions and enhancing the timeliness of
network traffic. This standard employs a global time protocol
to ensure synchronization across all network devices.

Our main contribution is the development of a model
named Optimized Hybrid Deterministic Scheduling and
Routing Plus (OHDSR+). This model is an enhanced version
of our earlier model, OHDSR [20], and it focuses on
managing the routing and scheduling of Time-Triggered (TT)
traffic, while also taking into account Best-Effort (BE) traffic
based on their respective priorities. The OHDSR+ model
particularly addresses the reliability of TT communications
in both routing and scheduling by ensuring that traffic has a
redundant copy using an alternate route, and it also highlights
the time shift between the original and redundant traffic. The
contributions of our paper can be summarized as follows:

• We developed the OHDSR+ model as an enhanced ver-
sion of the Optimized Hybrid Deterministic Scheduling
and Routing (OHDSR) framework.

• OHDSR+ manages the routing and scheduling of
both Time-Triggered (TT) and Best-Effort (BE) traf-
fic, considering their respective priorities using the
Queue-Gating Time (QGT) approach.

• Enhanced Reliability for TT Traffic: OHDSR+ prior-
itizes the reliability of TT communications through:
(1) Redundant Routing: Ensuring traffic has a redundant
copy transmitted via an alternate route. (2) Time Shift
Implementation: Implementing a temporal shift between
the original and redundant traffic to further enhance
reliability and minimize data loss.

The structure of this paper is as follows: Section II
provides a review of related work. Section III outlines the
system models. In Section IV, we introduce our optimization
framework, elaborating on the constraints and objective
functions. The outcomes of our evaluations are discussed in
Section V. Finally, the paper concludes with Section VI.
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II. RELATED WORKS
A variety of scheduling mechanisms have been introduced
in the literature to identify the optimal schedule for TSN
networks, taking into consideration various factors such as
response time, scalability, latency, worst-case latency, and
others. These proposed mechanisms often view scheduling
as a primary factor, reflecting its significance in the standard
scheme introduced by the TSN Task Group, particularly
in the IEEE 802.1Qbv standard, which does not specify
any particular scheduling approach. Additionally, many
mechanisms include joint routing in their scope due to
its impact on scheduling; more optimal routing contributes
to a more effective time-sensitive schedule. Furthermore,
several studies have also considered the reliability of
network communications, acknowledging its crucial role in
minimizing data loss and ensuring high-quality Quality of
Service (QoS).

In the literature, various approaches have been applied to
the problem of joint routing and scheduling. Many studies
have utilized different heuristic algorithms due to their
effectiveness in solving complex problems. However, it is
important to note that heuristic approaches typically aim
for a reasonable solution rather than an optimal one. For
instance, Wang et al. [21] presented an approach based on
Ant-Colony Optimization (ACO), termed Improved ACO
(IACO), which demonstrated reasonable latency and jitter
for network traffic. Pahlevan and Obermaisser [22] employed
Genetic Algorithms (GA) in their approach, focusing on
multicast streams. Their findings suggest that joint routing
enhances scheduling possibilities compared to fixed routing,
thereby improving the schedulability of their solution. In their
subsequent work [23], they developed a Heuristic List
Scheduler (HLS) and compared it to the basic List Scheduler
(LS) approach, achieving a 28% improvement in make span
and increased schedulability. Gavrilut et al. [24], [25] used
a Greedy Randomized Adaptive Search Procedure-based
(GRASP) algorithm, considering both AVB and TT traffic.
Additionally, many researchers have integrated reliability
into their heuristic-based work. For example, a study [26]
introduced a fault-resilient algorithm that effectively balances
reduced financial costs with feasible routing and scheduling
for TT traffic. Another noteworthy heuristic approach [27]
focuses on enhancing load balance on links and throughput,
considering the reliability of redundant streams through
frame replication and elimination functions.

Optimization methods, widely used to identify the best
feasible or optimal solution through various constraints and
specific objectives, have been extensively applied in joint
routing and scheduling problems. Integer Linear Program-
ming (ILP) is one such method, employed in [28], where
factors like the number of streams — more impactful on
response time than topology size — were considered. Some
studies utilizing ILP, like Yu and Gu [29], claim their work
increases schedulability and minimizes response time com-
pared to other relatedworks. Schweissguth et al. [30], [31] are

noted for being among the early works considering multicast
streams in their ILP-based approach. Another optimization
method, Satisfiability Modulo Theories (SMT), was the basis
of Xu et al. [32] approach, which enhanced scalability in
large-scale networks while reducing complexity.

Beyond heuristic and optimization methods, some recent
works, like Yang et al. [33], have started adopting machine
learning to solve joint routing and scheduling problems,
considering AVB and BE traffic alongside TT traffic.
It is worth noting that task scheduling has been addressed
from various perspectives. Notably, Ali et al. [34] and
Tariq et al. [35] focused on energy-efficient task scheduling
in real-time applications on heterogeneous Network-on-Chip
(NoC) architectures.

Reliability has also been a key consideration in many
works using optimization techniques. For instance, [36]
addresses unexpected link failures in TT traffic, using an
ILP solver to mitigate their impact on network schedul-
ing. Similarly, [37] developed an ILP-based scheme for
large-scale networks, computing multipath routing with
reliability constraints and no-wait schedules. Balasubrama-
nian et al. [38] proposed Fed-TSN, a novel framework that
leverages federated learning to optimize fault recovery in
TSN within industrial IoT settings. Their approach addresses
the limitations of traditional protection mechanisms, par-
ticularly in scenarios with multiple correlated link failures.
Fed-TSN encompasses three key components: the TSNu1
algorithm, which utilizes SDN for path protection in the
case of independent failures; the TSNu2 algorithm, which
employs heuristics to minimize the joint failure probability
of primary and backup paths in scenarios with correlated
failures; and a federated learning mechanism to intelligently
predict optimal recovery paths and TSN gate schedules.
Through simulation, the authors demonstrated that Fed-TSN
achieves higher bandwidth utilization compared to bench-
mark approaches, particularly in the presence of multiple link
failures.

Another study by Feng et al. [39] introduces ReT-FTS,
a novel approach to enhancing the reliability of TSN by incor-
porating re-transmission mechanisms into the scheduling
process. The researchers developed analytical techniques to
evaluate network reliability under various conditions, includ-
ing scenarios where specific AVB streams are intentionally
dropped. Their findings indicate that the strategic dropping
of streams does not necessarily improve overall reliability.
To address this, a novel scheduling algorithm is proposed
that balances the trade-off between reliable communication
and efficient resource utilization within TSN. Extensive
evaluations, utilizing both synthetic and realistic network
scenarios, validate the efficacy of ReT-FTS in ensuring both
the reliability and schedulability of TSN.

A novel method to enhance the reliability TSN by
addressing limitations in the FRER mechanism introduced
by Hu et al. [40]. This method incorporates a path reliability
model that considers both link and node characteristics,
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enabling the selection of highly reliable paths. Further-
more, the authors developed the Edge-Disjoint Path Pairs
Selection (EDPPS) algorithm to identify two such paths
for redundant data transmission, ensuring delivery even
in the event of failures. Evaluations of the FRER-EDPPS
approach demonstrate improved path reliability and reduced
delay jitter, especially under high network loads, compared
to the conventional FRER and FRER-MPC mechanisms.
Min [41] investigated the complex interplay of multipath
routing and TAS scheduling within the FRER mechanism
TSN. The authors propose the Member Wait-and-Forward
(MWF) technique to optimize resource utilization following
frame elimination and address potential MWF-induced
deadlock issues with a topological sorting solution. Further,
they introduce a Redundancy-Weighted Multipath Routing
(RWMR) algorithm to enhance transmission reliability,
and a Last Arrival Time-based TAS Scheduler (LATS),
augmented with metaheuristic optimization, to improve
scheduling performance. Extensive evaluations highlight the
efficacy of these strategies, demonstrating increased support
for concurrent flows, reduced resource utilization, and
enhanced overall schedulability, while effectively managing
the complexities inherent in routing and schedulingwithin the
FRER framework.

Constraint Programming (CP) is another popular method
in this field. Vlk et al. [42] introduced two CP-based models
aiming to improve schedulability in large-scale networks.
A notable CP-based approach, considering reliability, was
introduced in [43]. This method applied redundancy to
streams and imposed a routing constraint to ensure different
paths for redundant streams. In our previous work [20],we
introduced a joint routing and scheduling approach based on
CP, accommodating both TT and BE traffics and handling
multicast streams. This paper will extend our previous work
by incorporating considerations of reliability and urgent
traffic.

III. SYSTEM MODEL AND PROBLEM DEFINITION
In this section, we will delve into our system model and
examine its components for a comprehensive understanding.
We will begin with an exhaustive description of the network
model, followed by an in-depth look at the application model.
Next, the bridge model will be described in detail. Finally,
we will conclude this section by explaining the problem. For
your convenience, Table 1 lists all the notations used in this
discussion, along with their descriptions.

A. SYSTEM MODEL
In our research, the network topology is depicted as a directed
graph G =< V, E >, which includes nodes (V) and edges
(E). This network comprises two varieties of nodes. The
first category encompasses End-Systems (ES), which are
devices that transmit (termed ‘talkers’) and receive (referred
to as ‘listeners’) data. An end-system can simultaneously
serve as both a talker and a listener for various data types,
representing either users or servers within the network. The

TABLE 1. Notations.

second type of node is the Bridges (BR), which are devices
linking multiple network nodes together. The edges, denoted
as (υa, υb), are the connections that link two distinct nodes.
These connections might occur between end-systems and
bridges or between two bridges. They facilitate bi-directional
and full-duplex communication. The network functions in
a synchronized manner, conforming to the Time-Sensitive
Networking (TSN) standards, ensuring cohesive operation
among all nodes.

Our system model, symbolized as a Directed Acyclic
Graph (DAG), is composed of a set of applications, each
denoted as δk ∈ 1. Within each application, there is a
collection of tasks representing the operations executed at the
end-systems. Each task, identified as τj, is part of the overall
task set T for all applications. Another crucial element of each
application is the streams, labeled σi and belonging to the
set S. These streams facilitate data communication between
the end-systems and traverse the bridges by passing through
the edges that connect the nodes. The functioning of these
streams is closely linked to the operation of the tasks within
the same application.
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Applications are characterized by their periods, with each
application having its unique period 0δk . The Hyperperiod
(HP), which is the time span over which the network
communication execution repeats, is determined by the
least common multiple (lcm) of these application periods.
In our discussion, we primarily use microseconds (µs) and
milliseconds (ms) as our time units.

Each task is characterized by its own period, 0τj , indicating
the duration of its execution. The Worst-Case Execution
Time (WCET) for a task is denoted as ωτj . Additionally, the
end-system where a task is executed is indicated as esτj . Tasks
can be categorized as either talker end-system tasks or listener
end-system tasks, meaning they are executed at either the
sending or receiving device. These tasks are associated with
the timing of the corresponding streams, with the talker task’s
end-time labeled as τσitalker being crucial for initiating the data
stream transmission.

Streams in our model facilitate communication between
two tasks and can be either unicast or multicast, potentially
reaching multiple destinations with listener tasks T σilistner .
Listener tasks initiate after the receiving end-systems get
the incoming streams. Similar to tasks, each stream has
its own period, 0σi , within which it should be received
by the destination end-systems. These streams also have a
size constraint, where they must be less than or equal to
1500 bytes, aligning with the Maximum Transmission Unit
(MTU) limit.

The TT streams in our system can either be redundant,
traversing two separate routers, or non-redundant, passing
through a single route. In contrast, BE streams are always
transferred along a single route. The redundancy status
of each stream is indicated by the parameter 5σi . When
5σi = 1, it signifies that the stream is redundant
and takes an alternative path. Conversely, when 5σi =

0, it indicates that the stream is not redundant, lacking
any alternative routing path. Streams traversing from one
end-system to another, navigate through one or more bridges.
These bridges are specifically designed to function in
networks that exhibit Time-Sensitive Networking (TSN)
characteristics. Each bridge, denoted as brn ∈ BR, plays
a role in managing and directing different types of traffic
streams towards the subsequent node, prioritizing them
accordingly.

In our model, all bridges share a uniform design, featuring
eight egress ports. Each of these ports is equipped with a
queue, designated to temporarily store the streams. These
queues, represented as qbrnφ ∈ Qbrnare differentiated by their
types ρqφ , which are determined based on the type of stream
ρσi stored within.

When allocating streams to queues, if multiple queues
share the same type, the new stream is assigned to the
queue with the least accumulation. In cases where all relevant
queues have an equal number of streams, the new stream
is placed in the first-order queue. To enhance clarity in our
documentation, after the initial mention of a bridge-specific
notation (such as brn), subsequent references will omit the

bridge identifier. For example, the first queue will be referred
to simply as q0 instead of qbrn0 , starting from its second
mention. This approach is adopted for clearer illustration and
ease of understanding.

Each queue is paired with a gate, denoted as gq ∈ Gq, that
regulates the status of the egress ports and controls the flow
of traffic streams exiting the queue. The state of these gates,
symbolized as ψg, is governed by a predefined set known as
Gate Control Lists (GCLs). The gates can be either closed,
which is their default state indicated by zeros ‘‘0’’, or open,
represented by ones ‘‘1’’.

The GCL features an eight-digit binary entry that reflects
the status of all gates, with each digit corresponding
to the gate status of one of the eight queues. These digits
are arranged from right to left in order of the queues. The
entries in the GCL are dynamic, altering according to the gate
statuses, with the moments of these changes termed as gating
times, denoted as tϕ ∈ 8.
Asmentioned earlier, queues are categorized into two types

based on the stream type they accommodate. This leads to the
classification of Time-Triggered (TT) and Best-Effort (BE)
queues. In our model, the first two queues (q0 and q1) are
designated as TT queues, indicated by ρq0 = ρ

q
1 = TT ,

while the last two queues (q6 and q7) are classified as BE
queues, noted as ρq6 = ρ

q
7 = BE . The remaining queues are

idle, not assigned to any specific traffic type, and are tagged
as ‘‘ N/U ’’, signifying that they are not used in the current
setup.

In this paper, we will utilize the Queue-Gating Time
(QGT), denoted as κqϕ ψ , to control gate statuses at each
specified gating time. This concept was thoroughly discussed
in our prior work [20], but a concise explanation will be
provided here. We consider two gating times: t1 = 0µs
and t2 = 500µs, with the gate status entry ‘‘11000011’’
designated at t1 and ‘‘00000000’’ at t2. This indicates that the
gates for the first two and the last two queues will be open
at 0µs, and all gates will close at 500µs. As an example, for
queue q0 at gating time t1 = 0µs, which has an open gate
status ψ0 = 1, the QGT is determined as κ01 1 = 0µs.

B. PROBLEM DEFINITION
Scheduling is a critical aspect of Time-Sensitive Networking
(TSN), as strongly emphasized in its core standards. The
optimal scheduling of data streams and processing tasks
is essential for real-time systems, particularly those that
demand low latency and zero data loss. Optimal routing for
time-sensitive data streams plays a significant role in enhanc-
ing scheduling efficiency, thereby further reducing latency
in routed streams. Reliability, a key focus of TSN standards,
is essential for ensuring dependable system communications
and preventing data loss. Together, an optimized and reliable
schedule, paired with an efficient routing strategy within
the system model, contributes significantly to achieving the
goals of TSN, such as seamless real-time communication and
enhanced data integrity.
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TSN systems typically consist of multiple end-systems
and bridges, interconnected by various links. Tasks executed
on these end-systems generate data streams, which are then
routed through the bridges from one end-system to another.
In every TSN system model, the reliable routing of these
streams is crucial, as is the effective scheduling of tasks and
streams. Our primary objective is to achieve this withminimal
response time and latency, while simultaneously ensuring the
reliability of the routed streams. This dual focus on speed and
reliability is fundamental to the effective functioning of any
TSN system.

FIGURE 1. The network topology of the exemplary problem instance
illustrates the route taken by each stream.

C. EXEMPLARY PROBLEM INSTANCE
Our exemplary instance is designed to illustrate the system
model of our approach. As shown in Fig 1, our network
topology includes four end-systems interconnected with four
bridges via links, each operating at a speed of �(υa,υb) =

10Mbps. The network hosts three applications, denoted
as 1 = {δ1, δ2, δ3, each comprising a single stream
and a varying number of tasks. Specifically, the first two
applications consist of two tasks each, while the third
application includes three tasks. Each stream, σi ∈ S,
is defined by a size Lσi ; the first two streams, categorized
as Time-Triggered (TT) streams, are each 65Bytes, while the

third stream, a Best Effort (BE) stream, is 35Bytes. The first
and third streams are designated as non-redundant, with their
stream redundancy status being 5σi = 0. This means that
these streams, both the first and the third, do not take alternate
paths and are routed through a single route. On the other
hand, the second stream is set as redundant, indicated by a
stream redundancy status of 5σi = 1. Consequently, this
stream possesses an alternative stream that follows a different
path, offering an additional layer of reliable routing. This
increased redundancy enhances the overall reliability of the
stream, ensuring better robustness in the network.

The tasks, τj ∈ T , are executed on the end-systems
(ESs). These occur either at the talker ES, where they
generate streams upon completion, or at the listener ES,
where tasks are executed upon receiving the corresponding
streams. The Worst-Case Execution Time (WCET) ωτj for
tasks in the first two applications is set at 35µs, while
for the third application, it is 25µs. We have synchronized
the deadlines of the streams and tasks with their respective
periods, each fixed at 1000µs, ensuring consistency across
tasks and streams within the applications. Consequently,
the Hyperperiod (HP) for our applications is determined as
HP = lcm {δ1, δ2, δ3} = lcm{1000, 1000, 1000} = 1000µs.
Table 2 provides a detailed overview of the parameters related
to the applications, streams, and tasks within our exemplary
problem instance.

TABLE 2. The applications, streams, and task parameters of the
exemplary problem instance.

Each bridge in our network configuration is equipped with
eight queues. The first two are allocated for TT streams, the
last two for BE streams, while the remaining four middle
queues are presently unused, as depicted in Fig 2.

Aligned with the established period time, we have defined
four gating times to signify moments when the gate statuses
undergo changes. These changes, as elaborated in Fig 2,
correspond to four distinct gate status modifications in
accordance with the Gate Control List (GCL) Entry. The
initial change takes place at 0µs, where the Time-Triggered
(TT) gates g0 and g1 are opened (ψ0 = ψ1 = 1), while all
other gates remain closed. Subsequently, at 450µs, there is a
transition marking the closure of TT gates (ψ0 = ψ1 = 0).

The third and fourth alterations are related to the Best
Effort (BE) gates g6 and g7. These gates are opened (ψ6 =

ψ7 = 1) at 650µs and then closed (ψ6 = ψ7 = 0) at 1000µs.
In line with the GCL entry detailed in Fig 2, the Queue-Gating
Time (QGT) κqϕ ψ is initially set to ‘‘0µs ’’ for all eight
queues at the first gating time t1 = 0µs. For the subsequent
second, third, and fourth gating times, the QGT for all queues
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FIGURE 2. A simplified TSN bridge in the exemplary problem instance
features queues and gates, along with a Gate Control List (GCL) entry.

is assigned as κq2 ψ = t2 = 450µs, κq3 ψ = t3 = 650µs,

and κq4 ψ = t4 = 1000µs, respectively.

The transmission schedule for our exemplary problem
instance is detailed in Fig 3. The first application features a
TT transmissionwith a unicast stream, as depicted in Fig 3(a).
Following this, we have the transmission of Application 2,
which involves a TT stream with a stream redundancy
status of 5σi = 1. This indicates that the stream must
be redundantly routed through two different paths, with
a temporal shift between the original stream σ2A and its
redundant counterpart σ2B. As shown in Fig 3(b), σ2B follows
a distinct route from σ2A and commences transmission
after σ2A. This variation in path and transmission start time
enhances the reliability of the streams and reduces the
probability of data loss. Upon the arrival of either the original
or the redundant stream at the listener end-system, the
listener task is initiated, and the other stream is disregarded,
as the data has already been received. Fig 3(c) illustrates
the schedule of Application 3, which features a multicast
BE stream transmitting from one talker end-system to two
distinct listener end-systems.

IV. OPTIMIZATION FRAMEWORK
This section presents our approach to optimizing scheduling
and routing while incorporating the reliability of network

FIGURE 3. The network schedule for the exemplary problem instance
includes: (a) transmission of Application 1 (δ1) for a unicast
time-triggered (TT) stream, (b) transmission of Application 2 (δ2) for a
unicast redundant TT stream, and (c) transmission of Application 3 (δ3)
for a multicast best-effort (BE) stream.

transmissions. Identifying the optimal route and schedule in
time-sensitive networks is typically classified as an NP-hard
problem, given the increasing complexity of these challenges
in proportion to network complexity. In our framework,
we employ Constraint Programming (CP) as the paradigm
to address these optimization challenges. This approach
represents a development of our previous work, ‘‘Optimized
Hybrid Deterministic Scheduling and Routing’’ (OHDSR)
[20]. In this paper, we introduce an enhanced version of this
approach, designated as OHDSR+. The OHDSR+model not
only encompasses the scheduling and routing features of its
predecessor but also integrates additional enhancements and
focuses explicitly on the reliability aspects of the network.
Figure 4 provides an overview of our OHDSR+ model.

A. CONSTRAINTS
Identifying the optimal solution for any optimization problem
invariably involves navigating through a range of constraints
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FIGURE 4. Overview of our OHDSR+ model.

that must be satisfied. Each optimization framework is
characterized by its unique set of variables, representing the
elemental components of the problem at hand. The inter-
relationships among these variables are established through
constraints, which function as limitations or boundaries
governing the solution space. In this section, we will delve
into the specific constraints employed in our approach,
outlining their roles and how they shape the optimization
process.

1) ROUTING CONSTRAINTS
The first category of constraints in our model pertains to the
routing of streams. These constraints are a continuation of
our previous work [20] and are influenced by the research
presented in [43] and [44]. In our model, the route of
each stream, denoted as σi, can be established by tracing a
reverse path from the listener end-system back to the talker

end-system. As the routed stream traverses the network,
it passes through one or more intermediary nodes, in addition
to the sender and receiver nodes. For each node υa on this
path, we denote a possible successor node as Zσiυa . The value
assigned to this potential successor node varies based on its
position and function: it is set to ‘nil’ if the node does not lie
on the stream’s path or is not a successor; it is equal to υa if
the current node is the sender node; and it takes the value of
υb for the direct successor of the sender node υa.

In order of find the route of each stream, the successor
nodes need to be identified. The successor node of the node
υa along the path of the stream σi, denoted as Z

σi
υa . This can be

established through a reverse route, beginning the procedure
at the receiver nodes and progressively constructing it as a
tree structure. The possible values of Zσiυa is: {υa} ∪ υb ∈

V where (υa, υb) ∈ E} ∪ {nil}.
Referring to the exemplary instance in section III-C, let us

consider one of the destinations of the multicast stream σ3.
The path for this stream is delineated as: [es3 −→ br3 −→

br2 −→ es1]. Consequently, the possible successor node Z
σ3
υa

is determined as follows: it will be es3 if υa equals es3, and
br3 if υa is br3. Similarly, Zσ3υa will equal br3 if υa is br2,
and br2 if υa is es1. For any node υa that is not on the path
of stream σ3 (such as es2, es4, br1, and br4), Z

σ3
υa will be

assigned as ‘‘nil’’. Furthermore, the length of the path from
node υa to the talker-node of stream σi is denoted as ϒσiυa ,
with its permissible range defined as {0 ≤ ϒ

σi
υa ,≤ |BR| + 1}.

The specific routing constraints relevant to this scenario are
elaborated in equations 1 to 7, categorized into three groups.

a: STREAM PATH INTEGRITY CONSTRAINTS
The selection of a route path is contingent upon the
relationships between each node and its adjacent predecessor
and successor nodes. To define these relationships, stream
path integrity constraints are articulated through four distinct
equations. Given that our path selection process is conducted
in reverse order, it begins with the listener end-system nodes.
According to this approach, any listener end-system must be
associated with a successor node, which is essentially the last
bridge responsible for transmitting data to the listener. This
principle is encapsulated in (1).

∀σi ∈ S,∀υa ∈ es⟨τσilistener ⟩,where τ
σi
listener ∈ T σilistener :

Zσiυa ̸= nil (1)

∀σi ∈ S,∀υa ∈ es⟨τσitalker ⟩ :

Zσiυa = υa (2)

∀σi ∈ S,∀υa ∈ ES except
{
es⟨τσilistener ⟩andes⟨τ

σi
talker ⟩

}
,

where τσilistener ∈ T σilistener :

Zσiυa = nil (3)

∀σi ∈ S,∀υa, υb ∈ V :

Zσiυb = nil ⇐⇒ Zσiυa ̸= υb (4)

The network is composed of a series of end-systems and
bridges. According to our model, aside from the listener
and talker end-systems, no other end-system will possess a
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successor node. Notably, the talker end-system is defined to
have itself as its successor. These concepts are detailed in (2)
and (3). With the understanding that the listener end-system
has a designated successor, it becomes necessary to impose
constraints on the other nodes along the paths. Equation (4)
addresses this by ensuring that each node with a successor
must also have a predecessor. This constraint is crucial for
maintaining the integrity and continuity of the path from the
talker to the listener within the network.

b: STREAM PATH LENGTH CONSTRAINTS
In the context of reverse path selection, the talker end-system
is assigned a predecessor node, which is typically the first
bridge that forms part of the stream’s path and connects to the
talker end-system. As previously mentioned, each node along
the path that has a predecessor must also have a successor.
In the case of the talker end-system, it is designated as its
own successor, as it represents the terminal node in the path.
Consequently, the length of the path for the talker end-system
is deemed to be zero, a concept that is further elucidated
in (5).

∀σi ∈ S,∀υa ∈ es⟨τσitalker ⟩ :

Zσiυa = υa,

ϒσiυa = 0 (5)

∀σi ∈ S,∀υa ∈ V exceptes⟨τσitalker ⟩ :(
Zσiυa ̸= nil

)
H⇒

(
ϒσiυa = ϒZ

σi
υa

+ 1
)

(6)

Implementing an acyclic path constraint is crucial in
any optimization model that involves routing. This can be
achieved by ensuring that the length of any node along the
path is exactly one more than the length of its successor
node. This principle is fundamental to preventing cycles
within the routing paths. The mathematical formulation of
this constraint is demonstrated in (6).

c: STREAM PATH RELIABILITY CONSTRAINT
One of the most critical aspects of this work is the reliability
of communications. To enhance the transmission reliability
of certain TT streams across the network, redundancy will
be applied. For each stream designated with a stream
redundancy status of 5σi = 1, we will enforce the constraint
outlined in (7). This constraint ensures that for any stream
where redundancy is applied, the redundant stream σiB
will choose a path different from the original stream σiA.
It achieves this by stipulating that the successor node for the
redundant stream must not be the same as that of the original
stream, a rule that applies to all nodes involved.

∀σi ∈ S,5σi = 1,∀υa ∈ V except es⟨τσitalker ⟩ :

ZσiAυa ̸= ZσiBυa (7)

2) SCHEDULING CONSTRAINTS
Scheduling constraints are vital for ensuring the optimality of
our framework. These constraints are designed to ensure that

the scheduling of streams and tasks is conducted in a manner
that aligns with the deterministic goals of Time-Sensitive
Networking (TSN). In this section, we will delve into the
specific scheduling constraints applicable to both streams and
tasks within our model. To facilitate a clearer understanding
and organization, we have categorized these constraints into
six distinct groups, each grouping together constraints with
similar purposes.

a: TIMING CONSTRAINTS
In scheduling, it is crucial to establish timing boundaries
for stream and task variables. A key variable is the stream
duration, which needs to be set for each stream. The duration
constraint of the stream, as shown in (8), varies from one
link to another, depending on the link speed and the stream
size. Other variables determined by the timing constraints
include the end times of streams and tasks. As depicted
in (9) and (10), the end times for both streams and tasks are
calculated by adding an offset to the duration of each.

∀σi ∈ S,∀ (υa, υb) ∈ E ∩ Rσi :

ε
σi
(υa,υb)

=

⌈
Lσi

�(υa,υb)

⌉
(8)

ζ σ(υa,υb) = ησ(υa,υb) + εσ(υa,υb) (9)

∀τj ∈ T :

ζ τυa = ητυa + ωτj (10)

b: IN-LINKS TIMING CONSTRAINT
Ensuring that each routed stream follows the correct sequence
of links is crucial for maintaining the intended transmission
path. Equation (11) establishes a constraint on the timing of
each stream across two sequentially connected links on its
path. The constraint specifies that the offset of the stream on
any given link must be equal to or greater than the end-time
of that stream on the preceding link.

∀σi ∈ S,∀ (υa, υb) , (υb, υc) ∈ E ∩ Rσi , υa = Zσυb :

ζ σ(υa,υb) ≤ ησ(υb,υc) (11)

c: PRIORITY SCHEDULING CONSTRAINTS
The presence of various stream types, each with different
priorities, necessitates prioritizing scheduling times based
on these priorities. Since bridge nodes are pivotal in
stream transmission, having queued at the bridges’ queues,
it becomes essential to manage the opening and closing times
of these queues. Equations (12) and (13) detail the constraints
for opening and closing the queues’ gates in accordance
with their specific Queue-Gating Time (QGT), denoted as
κ
q
ϕ ψ . These constraints affect the offset and end-time of
each stream, ensuring transmission occurs during the open
window of its respective queue at the bridge.

∀σi ∈ S,∀brn ∈ BR,∀qbrnφ ∈ Qbrn ,

tbrnϕ ∈ 8brn , ρσi == ρ
q
φ :

η
σi
brn ≥ κq

brn

ϕ 1 (12)
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ζ
σi
brn ≤ κq

brn

ϕ 0 (13)

d: NO OVERLAP CONSTRAINTS
Achieving a deterministic network behavior is a key
objective, and avoiding overlaps in streams or tasks
is essential for this. Equation (14) addresses this by
preventing overlaps in streams that traverse a shared
link in their routes. This constraint ensures that dif-
ferent streams use the link in distinct timeframes, thus
avoiding simultaneous transmission. Similarly, potential
overlaps in tasks executing on the same end-system
node are addressed by (15). This constraint ensures that
tasks are executed in separate timeframes, preventing any
overlapping.

The concept of frame isolation in Time-Sensitive Net-
working (TSN) networks, first introduced in [45], plays a
crucial role in this context. It specifically aims to prevent
time frame overlaps for incoming streams to the same node,
but from different links. These streams eventually share the
same egress link from the node. Equation (16) outlines this
constraint, and we provide a detailed explanation of it in our
work [20].

∀σ1, σ2 ∈ S, σ1 ̸= σ2,∀ (υa, υb) ∈ Rσ1 ∩ Rσ2 ,

∀α ∈

{
0, · · · ,

lcm
(
0σ1 , 0

σ
2

)
0σ1

}
,

∀β ∈

{
0, · · · ,

lcm
(
0σ1 , 0

σ
2

)
0σ2

}
:((

α × 0σ1 + ζ
σ1
(υa,υb)

)
≤

(
β × 0σ2 + η

σ2
(υa,υb)

))
∨

((
β × 0σ2 + ζ

σ2
(υa,υb)

)
≤

(
α × 0σ1 + η

σ1
(υa,υb)

))
(14)

∀τ1, τ2 ∈ T , τ1 ̸= τ2,

∀α ∈

{
0, · · · ,

lcm
(
0τ1 , 0

τ
2

)
0τ1

}
,

∀β ∈

{
0, · · · ,

lcm
(
0τ1 , 0

τ
2

)
0τ2

}
,((

α × 0τ1 + ζ τ1υa

)
≤

(
β × 0τ2 + ητ2υa

))((
β × 0τ2 + ζ τ2υa

)
≤

(
α × 0τ1 + ητ1υa

))
(15)

∀σ1, σ2 ∈ S, σ1 ̸= σ2,∀(υb, υc) ∈ Rσ1∩Rσ2 ,
∀ (υa1, υb) ∈ Rσ1 ,∀ (υa2, υb) ∈ Rσ2 ,
υa1 = Zσ1υb , υa2 = Zσ2υb ,

∀α ∈

{
0, · · · ,

lcm
(
0σ1 , 0

σ
2

)
0σ1

}
,

∀β ∈

{
0, · · · ,

lcm
(
0σ1 , 0

σ
2

)
0σ2

}
:((

α × 0σ2 + η
σ2
(υb,υc)

)
≤

(
β × 0σ1 + η

σ1
(υa1,υb)

))
∨

((
β × 0σ1 + η

σ1
(υb,υc)

)
≤

(
α × 0σ2 + η

σ2
(υa2,υb)

))
(16)

e: TASK-STREAM COORDINATION CONSTRAINTS
It is crucial to define the relationship between streams and
tasks. This interaction occurs at the end-system where tasks
are executed. Streams are either sent from an end-system
(talker) or received by one (listener). For outgoing streams
from a talker, Equation (17) stipulates that the offset of the
stream must be greater than or equal to the end-time of the
talker’s task. Conversely, for incoming streams to listeners,
Equation (18) specifies that the end-time of the stream should
be less than or equal to the offset of the task being executed
on the listener.

These constraints apply specifically to streams and tasks
that are part of the same application, meaning the stream is
the communication link between the talker and listener tasks.
This ensures that the data flow aligns with the task execution
timings, maintaining the intended sequence and timing of
operations within the system.

∀τj ∈ T ,∀σi ∈ S, τj = τ
σi
talker ,

∀ (υa, υb) ∈ E ∩ Rσi , υa == esτj :

ζ τυa ≤ ησ(υa,υb) (17)

∀σi ∈ S,5σi = 0,∀τj ∈ T , τj ∈ T σilistner ,

∀ (υa, υb) ∈ E ∩ Rσi , υb == esτj :

ζ σ(υa,υb) ≤ ητ (18)

f: STREAM SCHEDULE RELIABILITY CONSTRAINTS
Earlier in the discussion on routing constraints, we introduced
the stream path reliability constraint in (7), which mandates
different paths for the original and redundant streams.
Building upon this, in (19), we introduce an additional
constraint designed to enforce a temporal shift between
the original and redundant streams. This is achieved by
establishing a rule: the offset time for the redundant stream
σiB at link (υa, υb) should be greater than or equal to the
end-time of the original stream σiA on a different link (υa, υc).
Both of these links connect the talker end-system (υa) to two
different bridges (υb) and (υc).

∀σi ∈ S,5σi = 1,

∀ (υa, υb) , (υa, υc) ∈ E ∩ Rσi , υa == es⟨τσitalker ⟩ :

η
σiB
(υa,υc)

≥ ζ
σiA
(υa,υb)

(19)

∀σi ∈ S,5σi = 1,∀τj ∈ T , τj ∈ T σilistner ,

∀ (υa, υc) , (υb, υc) ∈ E ∩ Rσi , υc == esτj :{
ζ
σiA
(υa,υc)

≤ ητ , if ζ σiA(υa,υc)
≤ ζ

σiB
(υb,υc)

ζ
σiB
(υb,υc)

≤ ητ , if ζ σiB(υb,υc)
< ζ

σiA
(υa,υc)

(20)

With two different copies of the streams identified by
5σi = 1 and a temporal shift between them, it’s crucial to
ensure that the listener task is initiated upon the receipt of
either stream, while disregarding the other. This concept is
introduced in Equation (20). The listener task’s offset is timed
to start after the end-time of the original stream σiA at the
link connecting the listener node (υc) to the last bridge (υa)
from which this stream originates. This approach is applied
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if the original stream σiA arrives earlier than the redundant
stream σiB, which originates from a different bridge (υb) and
uses a different link to the listener node. The same principle
applies in reverse: if the redundant stream σiB arrives first,
the listener task will commence upon its receipt, ignoring the
original stream σiA.

B. OBJECTIVE FUNCTIONS
In optimization-based problems, objective functions are
vital for achieving the best results. Our framework model
introduces two such functions. The first objective function
aims to minimize the total length of the routing paths for
the streams. By doing so, it ensures that streams travel the
shortest possible path from their source to their destination,
as detailed in (21). This approach reduces the distance each
stream must cover, potentially leading to faster and more
efficient communication.

min
∑

σi∈S

∑
∀υa∈V except {es⟨τ

σi
listener ⟩}

(Zσiυa ! = nil) (21)

min
∑

δk∈1

(
ζ τlistner − ητtalker

)
,

where τlistner , τtalker ∈ Tk (22)

The communication journey in the network starts with
a task executed on the talker end-system, followed by a
stream transmitted from this talker, passing through various
bridges, and finally reaching the listener end-system where
the corresponding listener task is executed. This entire
process, spanning from the offset of the talker’s task to
the end-time of the listener’s task, defines the latency of
the communication. Minimizing this latency is crucial to
ensure rapid communication. The second objective function,
introduced in (22), focuses on minimizing the total latency
of all transmissions. This is key to achieving a more optimal
scheduling that aligns with the goals of Time-Sensitive Net-
working (TSN). By reducing the overall latency, the network
becomes more efficient, capable of handling communication
tasks in a timely and effective manner.

V. EXPERIMENTAL EVALUATION
The optimization framework presented will be evaluated
in this section through the application of various problem
instances. These instances will demonstrate its performance
across multiple aspects.

A. PROBLEM INSTANCES AND EXPERIMENTAL SETUP
To evaluate the framework proposed in this paper, we will
use eight distinct problem instances inspired by the network
topologies of real-time applications. These instances vary in
the number of bridges and end-systems, as detailed in Table 3.
Half of the instances have an equal number of end-systems
and bridges, while the other half have twice as many
end-systems as bridges. This approach allows us to observe
the impact of varying node type ratios on performance.

In the creation of network topologies for our instances,
we devised an algorithm using the Python programming

TABLE 3. Problem instance.

language and employed the NetworkX library [46], which
assists in creating networks and network graphs. During
the network construction of our instances, we ensured
that no links connected two end-systems directly; the only
permissible links were between bridges, and between a bridge
and an end-system.We established aminimumof two random
links between each bridge and the other bridges, and between
an end-system and the bridges. This approach provided more
potential paths from each node, aiding in the redundancy of
the streams. The maximum number of links between each
end-system and the bridges was set at four. Referring to
links between a node and other nodes, it is understood that
each link connects the node to one other node. Therefore,
if an end-system has three links to bridges, it means this
end-system is connected to three different bridges. The links
are full-duplex, bi-directional, and have a transmission speed
of 1 Gbps.

The instance creation algorithm generates two types of
streams: TT and BE streams, with a ratio of 2:1 for TT to
BE streams. The number of TT streams for each problem
instance scenario is deterministically assigned as an input
parameter to the problem instance generation algorithm. For
each application, one out of every four streams are randomly
designated as multicast streams, while the remaining three
are designated as unicast streams. Redundancy is applied
stochastically to TT streams only; BE streams do not utilize
redundancy. We have established three different redundancy
scenarios based on the percentage of redundant TT streams.
In the first scenario, 40% of the TT streams are redundant,
while in the second scenario, this increases to 70%. The third
scenario involves 100% of the TT streams being redundant.
Each application contains only one type of stream, either
TT or BE, with a minimum of four streams per application.
The number of streams in each application influences the
number of tasks, resulting in a range of 33 to 174 tasks for
each instance. The number of tasks for each application is
initialized stochastically. Each instantiation of the problem
instance scenarios will result in a varying number of tasks.
The Worst-Case Execution Time (WCET) of the tasks will
be at maximum equal to three percent of their period,
while the stream size, including frame overhead, will also
be at maximum equal to the Maximum Transmission Unit
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(MTU) of 1500Bytes. The period of the tasks, streams, and
applications is set at 1000µs.

The bridges in our system are equipped with eight queues,
each with a gate that opens and closes according to a
predetermined GCL. The gates for the TT queues, which are
the first two queues, open at the beginning of the Hyperperiod
and close between 45% and 60% of the Hyperperiod.
Conversely, the gates for the BE queues, which are the 7th and
8th queues, open between 60% and 70% of the Hyperperiod
and close at the end of the Hyperperiod.

To set up our work, we utilized the CP-SAT Solver [47],
a component of the Google OR-Tools suite. This solver
employs Constraint Programming (CP) techniques to solve
problems. We conducted the evaluation of the presented
problem instances on a system powered by an Intel Core
i7-11370H CPU, which runs at 3.30 GHz and is equipped
with 8 CPUs and 8GB of memory.

B. LATENCY EVALUATION
Evaluating any TSN model hinges crucially on two key
aspects: achieving optimal or feasible latency, and determin-
ing the worst-case latency (WCL) within the network. In this
section, we will assess these parameters for all transmissions,
encompassing both TT and BE applications. The Quality of
Service (QoS) for real-time networks is primarily gauged by
maintaining low latency and minimizing worst-case latency,
ensuring efficient and reliable network performance.

For a comprehensive evaluation, we varied the redundancy
percentage of the TT streams. Initially, a 40% redundancy
was applied to the eight different problem instances of
the TT streams. Subsequently, we increased this to 70%
and finally to 100% redundancy. Table 4 presents the total
latency of all network transmissions for the OHDSR+

model. The evaluation results indicate low latency across
different redundancy percentages, with total latency being
almost similar in some instances, even reaching a unified
total latency. This was achieved by considering the first
arrival among the redundant TT streams (whether original or
redundant) and disregarding the other.

TABLE 4. The total latency for the problem instances run on the OHDSR+

model, when applying 40%, 70%, and 100% redundancy to the
Time-Triggered (TT) streams.

The Worst-case latency (WCL) for both TT and BE
streams, considering a 40% redundancy of the TT streams,
is shown in Table 5. These results demonstrate that the

opening and closing of the gates, based on the priorities of
the streams, result in a nearly identical WCL for both TT and
BE streams.

TABLE 5. The worst-case latency for Time-Triggered (TT) streams and the
worst-case latency for Best-Effort (BE) streams in the problem instances
run on the OHDSR+ model, when applying 40% redundancy to the TT
streams.

In our research, we ran problem instances on our model
that were also tested in previous related work. This work,
which offers an open-source model, was presented by
Reusch et al. [43]. We refer to this work as ‘‘REU-CP-R’’
for comparison purposes. Similar to our approach, REU-
CP-R addressed reliability by tackling the joint scheduling
and routing problem using a Constraint Programming (CP)
based solver. Table 6 presents the total latency results for our
problem instances when run on REU-CP-R across different
redundancy percentages of Time-Triggered (TT) streams.

TABLE 6. The total latency for the problem instances run on the
REU-CP-R model, when applying 40%, 70%, and 100% redundancy to the
Time-Triggered (TT) streams.

The results indicate that the REU-CP-R model achieved
commendable total latency across all three scenarios. How-
ever, when compared with our OHDSR+ model, it becomes
evident that OHDSR+ consistently achieves better mini-
mization of total latency across all scenarios and instances.
The extent of improvement in latency minimization with
OHDSR+ varies, ranging from a 0.06% reduction in total
latency for the 40% TT streams redundancy scenario in
the 12B12E problem instance, to a 1.03% improvement for
the 100% TT streams redundancy scenario in the 06B12E
problem instance. Table 7 illustrates the percentage reduction
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in total latency of the OHDSR+ model compared to the
REU-CP-R model.

TABLE 7. The total latency minimization percentages of the OHDSR+

model compared to the REU-CP-R model for the problem instances, when
applying 40%, 70%, and 100% redundancy to the Time-Triggered (TT)
streams.

It is important to note, as indicated in Tables 6 and 7, that
for the 24B48E problem instance, the result is marked as ‘‘/’’.
This denotes that the REU-CP-R model was unable to solve
this instance for any of the redundancy scenarios. It returned
an ‘‘UNKNOWN’’ value from the CP-SAT solver, indicating
that no solution was found.

C. RESPONSE TIME EVALUATION
The time required for any optimization-based model to solve
a specific problem and achieve an optimal or feasible solution
is a critical factor. In our study, this time is referred to
as the response time. We denote the total time taken to solve
the problem as the ‘total response time.’ When discussing
the time required for scheduling and routing, these terms
will precede ‘response time’ to specify the duration needed
for each model to address its respective problem. Similar to
our latency evaluation approach, we assessed each problem
instance with varying redundancy percentages of the TT
streams: starting at 40%, then 70%, and finally evaluating the
model’s capability to handle 100% redundant TT streams.

Table 8 illustrates the total response times of our model
for each problem instance under varying percentages of
redundancy. The results indicate that the network’s scale,
along with the number of applications, tasks, and streams,
significantly impacts the total response time. For instance,
comparing the first two instances, we observe that while both
have six bridges, the second instance includes an additional
six end-systems, totaling twelve. Furthermore, this instance
comprises nine more tasks, two additional TT streams, and
one extra BE stream compared to the first. This leads to a
substantial increase in response time for the second instance,
almost tripling in the 40% TT redundancy scenario.

The redundancy percentage also plays a crucial role in
determining the total response time. Taking the first instance
as an example, the total response time increases by 17.15%
and 44.96% for 70% and 100% redundancy of the TT streams,
respectively, compared to the 40% scenario. Additionally,

TABLE 8. The total response time for the problem instances run on the
OHDSR+ model, when applying 40%, 70%, and 100% redundancy to the
Time-Triggered (TT) streams.

there is a 23.74% increase in response time when comparing
the 100% redundancy scenario to the 70% scenario.

Although it is generally expected that larger-scale networks
and instances with higher redundancy percentages will have
longer total response times, this is not an absolute rule. The
performance of a model solving a combinatorial optimization
problem can be influenced by various factors, including the
constraints, the problem’s structure, and the complexity of
the instances themselves. For example, instances created
randomly could result in less complex network connections
in larger-scale networks compared to smaller ones.

The impact of redundancy percentage on response time
is another example. While a higher redundancy percentage
typically leads to longer response times, this isn’t always
the case. As depicted in Fig 5, the instance with 18 bridges
and 18 end-systems (18B18E) actually shows a shorter
total response time for the 100% TT redundancy scenario
compared to scenarios with lower percentages. Conversely,
in the instance with 18 bridges and 36 end-systems (18B36E),
the 70% TT redundancy scenario exhibits a shorter total
response time than both the higher and lower percentage
scenarios.

FIGURE 5. The total response time for the problem instances run on the
OHDSR+ model, when applying 40%, 70%, and 100% redundancy to the
Time-Triggered (TT) streams.

These variations can be attributed to multiple factors,
such as the simplification of the problem, the search space,
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and the specific structure of the instance under a particular
redundancy scenario. When combined with the randomly
created connections, these factors can sometimes make it
easier for the model to solve a scenario with a higher
redundancy percentage compared to others.

The response times of the scheduling and routing models
are key in assessing the efficiency of each model indepen-
dently. The OHDSR+ model, for example, demonstrates a
notable response time in the scheduling model, reaching a
maximum of 764.9 milliseconds for the 24B48E instance
under a 100% TT redundancy scenario, as highlighted in
Table 9. In contrast, as depicted in Table 10, the routing
model exhibits a higher response time. This increased
duration is attributed to the inherent complexity of rout-
ing problems, which involves complicated constraints and
a large search space necessary to identify the optimal
solution.

TABLE 9. The scheduling response time for the problem instances run on
the OHDSR+ model, when applying 40%, 70%, and 100% redundancy to
the Time-Triggered (TT) streams.

TABLE 10. The routing response time for the problem instances run on
the OHDSR+ model, when applying 40%, 70%, and 100% redundancy to
the Time-Triggered (TT) streams.

Specifically, the longest routing response time recorded is
944,054.5 milliseconds, or approximately 15.7 minutes, for
the 100% TT redundancy scenario in the 24B48E instance.
This is in stark contrast to the scheduling response time
for the same instance and redundancy scenario, which is
only 688.8 milliseconds, less than a second. This significant
difference underscores the complexity and challenges asso-
ciated with the routing model compared to the scheduling
model.

In our research, we compared our problem instances with
the REU-CP-R model [43], a previous related work, for
benchmarking purposes. The related work uses the term
‘‘optimization time’’ to refer to what we call ‘‘response time.’’
In our paper, we will use ‘‘response time’’ consistently to
describe both works.

The OHDSR+ model demonstrated superior performance
across all instances and in every TT redundancy scenario.
An exception was the 24B48E problem instance, which
the REU-CP-R model could not solve, as further explained
in section V-D. The comparative analysis for the 40% TT
redundancy scenario is presented in Fig 6. The results reveal
that our model, OHDSR+, achieved shorter response times
in comparison to the REU-CP-R model for all the instances
evaluated. The greatest reduction in response time was
19.66% for the 12B12E instance, while the smallest reduction
was 6.80% for the 12B24E instance, which corresponded to
a 998ms faster processing in favor of OHDSR+.

FIGURE 6. The total response time comparison between our proposed
OHDSR+ model and the related work REU-CP-R [43] model when
applying 40% redundancy to the Time-Triggered (TT) streams.

In Fig 7, a comparative analysis of the total response time
results for the 70% TT redundancy scenario is showcased,
highlighting the performance of our model, OHDSR+,
against the REU-CP-R model. This comparison reveals that
our model significantly outperforms the REU-CP-R model in
most instances. Notably, in the 06B06E instance, OHDSR+

achieves a remarkable 34.70% reduction in total response
time, marking the best minimization for this scenario. This
demonstrates a clear advantage of our model in handling
complex scheduling and routing optimization problems
efficiently.

However, the comparison also shows varied performances
across different instances. The least improvement using
OHDSR+ is observed in the 18B18E instance, where the
response time is reduced by only 1.60%. Despite being
the minimal improvement, it’s significant to note that this
performance is still 1986 milliseconds faster compared to
the REU-CP-R model, underscoring that even the lesser
achievements of OHDSR+ are superior to the outcomes of
the REU-CP-R model.
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FIGURE 7. The total response time comparison between our proposed
OHDSR+ model and the related work REU-CP-R [43] model when
applying 70% redundancy to the Time-Triggered (TT) streams.

The comparative analysis in Fig. 8 highlights the strengths
of OHDSR+ across various scenarios and demonstrates its
consistent efficiency over the REU-CP-R model, particularly
in scenarios with 100% TT redundancy. Notably, OHDSR+

achieves an 18.92% reduction in the 24B24E instance.
This detailed comparison further supports the evidence
of OHDSR+’s effectiveness in optimizing response times
across diverse network configurations.

FIGURE 8. The total response time comparison between our proposed
OHDSR+ model and the related work REU-CP-R [43] model when
applying 100% redundancy to the Time-Triggered (TT) streams.

In addition to evaluating the total response time of our
model and demonstrating its superior performance compared
to related work, our study also focuses on scheduling, a key
aspect of TSN standards. We conducted an evaluation of
the scheduling model to compare its performance with the
REU-CP-R model. Our findings indicate that our scheduling
model, OHDSR+, outperforms the REU-CP-R model across
all instances and in various redundancy scenarios.

This superior performance is evident in Fig 9, which
presents a comparison of all instances with a 40% redundancy
applied to the TT streams. The scheduling response time
of our model shows a significantly better outcome, with
reductions of up to 63.97%. This most notable reduction
occurs in the 18B36E instance.

FIGURE 9. The scheduling response time comparison between our
proposed OHDSR+ model and the related work REU-CP-R [43] model
when applying 40% redundancy to the Time-Triggered (TT) streams.

Furthermore, in the 06B06E instance, where the improve-
ment is relatively lower, the scheduling response time is
still 41.07% less than that of the REU-CP-R model. This
reduction is particularly noteworthy when compared to the
total response time, which shows a lesser improvement
of only 6.80% for the same redundancy scenario. These
results underscore the effectiveness of the OHDSR+ model,
particularly in scheduling optimization, which is a crucial
component of TSN standards implementation.

Figures 10 and 11 present the scheduling response times
for the 70% and 100% TT stream redundancy scenarios,
respectively. In these scenarios, a notably low scheduling
response time is observed for the OHDSR+ model compared
to the REU-CP-R model.

FIGURE 10. The scheduling response time comparison between our
proposed OHDSR+ model and the related work REU-CP-R [43] model
when applying 70% redundancy to the Time-Triggered (TT) streams.

For the 70% redundancy scenario, the difference in
scheduling response time between OHDSR+ and REU-CP-R
varies significantly, with OHDSR+ showing improvements
ranging from 41.26% to 63.25%. This trend of superior
performance is also evident in the 100% redundancy scenario,
where OHDSR+ outperforms REU-CP-R by a margin of
45.42% to 63.73%.

A particularly notable point in these comparisons is
the case of the 24B48E instance. This instance was only
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FIGURE 11. The scheduling response time comparison between our
proposed OHDSR+ model and the related work REU-CP-R [43] model
when applying 100% redundancy to the Time-Triggered (TT) streams.

successfully solved by our model, OHDSR+, as shown in the
comparative analysis. The REU-CP-R model failed to find
a solution for the routing model, and consequently, it could
not address the scheduling model for this instance. This
distinct outcome highlights the robustness and efficiency of
the OHDSR+ model, especially in more complex scenarios
where the challenge is significantly higher.

FIGURE 12. The scalability comparison between our proposed OHDSR+

model and the related work REU-CP-R [43] model.

D. SCALABILITY EVALUATION
To develop a feasible solution for our problem, it is crucial
to evaluate scalability, which is one of the important aspects
in TSN scheduling and routing optimization. Just as it is
important to assess time, as we did in the two previous
sections by evaluating the latencies of transmissions and the
response time of the models, scalability is also an important
evaluation metric. Scalability can be assessed by evaluating
the model’s ability to find feasible solutions for network
topologies of varying scales or for different numbers of
streams and tasks. The former is evaluated by testing the
model with larger network topology sizes, increasing the
number of devices, including bridges and end-systems, and
observing the impact of larger scale networks on solution
finding. The latter involves applying varying numbers of
streams and tasks to a network topology of the same size
and incrementally increasing these numbers to determine if
the model can still find a feasible solution. As observed
in our problem instances in Table 3, which feature various

network topology sizes and numbers of streams and tasks,
applying these instances to our model, OHDSR+, and the
related work model, REU-CP-R, showed that our model was
able to successfully find a solution in all instances with a
100% success rate. In contrast, the REU-CP-R model found
solutions for all instances except the 24B48E instance and for
all three different redundancy scenarios, achieving an 87.5%
success rate. Fig 12 illustrates the scalability results, where a
‘‘1’’ indicates that the solver found a solution for the instance
with the specified number of bridges and end-systems, a ‘‘0’’
indicates no solution was found for this instance, and an
empty space indicates the absence of an instance with that
specific number of devices.

VI. CONCLUSION
The scheduling and routing problem in Time-Sensitive Net-
working (TSN), with a focus on reliability, has been explored
in this paper through the introduction of the OHDSR+model.
This model, based on constraint programming, addresses
both Time-Triggered (TT) and Best-Effort (BE) traffic. Our
work aims to schedule these different traffic types according
to their priorities, controlled by a predefined Gate Control
List (GCL) that manages the gate statuses assigned to the
queues. Moreover, the reliability of TT traffic was considered
by incorporating redundant paths for reliably transmitting
TT traffic, along with a time shift to ensure a temporal
difference between the original traffic and its redundant
counterpart, thereby increasing traffic reliability and reducing
the likelihood of data loss. The evaluation of our model
demonstrates notable performance in terms of time and
scalability. OHDSR+ achieves better results compared to
similar approaches that consider reliability in scheduling
and routing problems, evidenced by reduced latency times
and improved response times. Another significant aspect of
our model’s performance is its scalability, which surpasses
similar works by more effectively optimizing larger scale
problem instances. Future research will focus on developing
a more robust and resilient system by integrating security
considerations directly into the scheduling and routing
algorithms. This will involve exploring methodologies
for securing redundant communication channels, includ-
ing implementing encryption and authentication protocols
specifically designed to prevent unauthorized access and data
manipulation. Building upon the foundation established in
this work, future research efforts aim to create a secure and
resilient TSN ecosystem capable of effectively meeting the
growing demands of real-time applications in an increasingly
interconnected world.
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