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ABSTRACT Using a 3-D monolithic stacking memory technology of crystalline oxide semiconductor
(OS) transistors, we fabricated a test chip having AI accelerator (ACC) memory for weight data of a
neural network (NN), backup memory of flip-flops (FF), and CPU memory storing instructions and data.
These memories are composed of two-layer OS transistors on Si CMOS, where memories in each layer
correspond to a bank. In this structure, bank switching of the ACC memory and the FF backup memory
work together, and thus inference of different NNs is switched with low latency and low power so that
the power gating standby time can be extended. Consequently, a 92% reduction in power consumption
is achieved in inference at a frame rate of 60 fps as compared with a chip using static random access
memory (SRAM) as the ACC memory.

INDEX TERMS Oxide semiconductor, IGZO, monolithic stacking, endpoint AI, power gating, context
switching.

I. INTRODUCTION
Recently, in view of information security in various AI appli-
cations, not a traditional AI system that calculates uploaded
data on a cloud but edge AI that completes processing within
a closed network has been highly demanded [1], [2], [3], [4].
The edge AI that can complete inference in a device is called
end point AI. For the end point AI, which is often used for
data analysis or the like of Internet of things (IoT) devices,
a small chip area and low power consumption are highly
demanded. In order to perform various types of data analysis,
highly flexible AI processing with frequent switching of
neural networks (NNs) is further required (Fig. 1).

For highly efficient AI processing, AI accelerators (ACCs)
that perform fast NN inference have been studied. The power
efficiency of ACC decreases due to an increase in power

and processing time for transferring NN weight data and
temporary data. As a countermeasure, it is known to be
effective to place local memory for those data near the
ACC [5], [6], [7], [8]. Among the data stored in the local
memory, weight data need not be rewritten as long as no
change is made in the NN. Thus, memory being capable of
long-term data retention and having no increase in standby
power with increasing storage capacity is suitable as the local
memory. However, static random access memory (SRAM),
which is capable of high-speed data reading and writing
but has high leakage current, is used as the ACC’s local
memory in many cases [9], [10], [11], [12], [13], [14],
[15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25],
[26], [27], [28], [29], [30], [31], [32]. Various configurations
of ACC chips including SRAM local memory, which have
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FIGURE 1. Requirements of endpoint AI.

low power consumption and high AI processing capability,
are reported [32]. However, increasing the scale of AI
processing requires increasing the capacity of SRAM in order
to process it efficiently, causing problems such as increased
chip size and standby power. For example, when an IoT
device continuously processes multiple NNs with different
weight data, it is difficult to meet the needs for a small chip
size and low power consumption.
Transistors using crystalline oxide semiconductor (OS)

such as indium–gallium–zinc oxide (IGZO) have extremely
low off-state current [32]. Thus, a charge-holding memory
composed of OS transistors has much longer retention
time than dynamic random access memory (DRAM) [32].
Furthermore, since multiple layers of memory composed of
OS transistors (OS memory) can be 3-D stacked, memory
capacity can be increased without the chip area increase [32].
Moreover, OS transistors have high compatibility with Si
CMOS processes and thus can be monolithically stacked
over Si FETs. A normally-off (Noff) CPU using OS memory
as flip-flop (FF) backup memory to enable instant power
gating (PG) has been reported [32].
We fabricated a test chip, which achieves all of a small

area, low power consumption, and AI processing with instant
context switching between two NNs, by adding a highly
power-efficient ACC to an Noff CPU and stacking two layers
of OS memory over Si CMOS, where the OS memory in
each layer corresponds to a bank, with use of the monolithic
stacking technology [32].

II. CONCEPT
Fig. 2 is a concept view of the structure we propose. The
ACC memory for NN weight data, the FF backup memory,
and the CPU memory storing instructions and data are each
3-D stacked using the monolithic stacking technology of OS

FIGURE 2. 3-D bank memory system.

transistors, thereby suppressing the increase in chip size due
to the area of memories. Each memory is composed of OS
transistors, and thus can retain data for a long period, so
that standby power can be reduced by PG. Since the OS
memory in each layer corresponds to a bank, not only weight
data but also data stored in the FF with the OS memory
(OSFF) can be quickly switched to data for another NN by
context switching, thereby enabling fast switching between
two NNs. We consider that these functions enable a small
and power-saving chip that can perform AI processing with
switching multiple NNs.

III. CHIP CONFIGURATION
Fig. 3a shows the configuration of the test chip fabricated
as a proof of this concept. The chip is composed of an Noff
CPU including Cortex-M0 (CORE), two layers of 4 KB CPU
memory, a power management unit (PMU), and peripheral
circuits connected to a BUS, and an ACC including
128 multiply accumulate (MAC) processing elements (PEs)
and two layers of 32 KB OS memory. These circuits are
placed as shown in a die photo of Fig. 3b. The ACC memory
is stacked in regions where the PEs are lined up, with less
area overhead for the PEs. All logic circuits except the PMU
placed in the upper left of Fig. 3b use OSFF as registers,
and thus are capable of PG. Fig. 3c is a cross-sectional
view of the test chip, and a portion surrounded by a red
frame corresponds to the OS memory cell. This chip was
fabricated through the OS/OS/Si process [32] where two
layers of 200-nm-node OS are stacked over 130-nm-node
Si CMOS. The cross-sectional view shows that the two OS
transistor layers are stacked directly over the Si back end of
line (BEOL) interconnect layer and this allows incorporating
more memory banks without increasing the area.

IV. CIRCUIT
The ACC shown in the block diagram in Fig. 4a supports a
binary NN (BNN) for low-power AI operation. In addition
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FIGURE 3. (a) Chip configuration, (b) Die photo, and (c) Cross-section.

to a mechanism for changing the number of parallel-driven
PEs in accordance with the NN, the ACC includes a control
logic circuit having a mode change function for memory
operation and AI processing and including a Serializer-
Deserializer (SerDes). In consideration of the trade-off
between a reduction in driver area and an improvement
in latency due to the memory block division number, a
block-by-block arrangement has been adopted in which eight
blocks, each comprising 16 PEs sharing two layers of 4 KB
memory, are arranged. This allows parallel driving of 128
PEs (16 PEs × 8 blocks) at the maximum. The PE shown in
Fig. 4b executes eight MAC operations of a binary input and
a binary weight by XNOR-Popcount in parallel [32]. The
MAC operations are executed in one PE clock (PECLK),
and the results are temporarily stored in an accumulator.
The stored data is added to MAC operation results of
input data in the next clock period, and then stored in the
accumulator again. In the case of a fully connected network
with 784 inputs (neurons) as shown in Fig. 4c, the eight
parallel operations are repeated 98 times, the threshold value
processing (biasing) is performed in 11 PECLKs, and then
1 PECLK is consumed to output result, so that operation
in a first-layer network is completed. In the case of a fully
connected network with three hidden layers, inference is
possible in 194 PECLKs as shown in Fig. 4d.

FIGURE 4. (a) Block diagram of ACC, (b) Circuit diagram of PE, (c) Fully
connected NN, and (d) Timing chart of inference.

Fig. 5a shows the OSFF schematic. The OSFF is a circuit
where a register data backup memory is stacked directly over
a Si CMOS scan FF without area overhead. The register
data backup memory is composed of the following four
elements: a backup control OS transistor connected to an
FF output (Q); a restore control OS transistor connected to
a selector input; a scan control OS transistor connected to
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FIGURE 5. Circuit diagram of (a) OSFF and (b) OS memory.

an FF scan data input (SD); and a data retention capacitor.
Taking advantage of monolithic stacking, fine-grained and
random arrangement is possible for the OSFFs. In the register
data backup memory in each layer, register data of a scan
FF is backed up in response to a backup signal BK [0] or
BK [1] of the layer corresponding to context switching, and
then the backup data can be restored through the selector
input in response to a restore signal RE [1] or RE [0].

Fig. 5b is a circuit diagram of the OS memory used as the
ACC memory and the CPU memory. Since a memory layer
to be accessed by the ACC or CPU is determined by a layer
selection driver formed using only OS transistors, there is
no need to increase the address size of the Si CMOS read
and write circuits. Furthermore, the layer selection drivers
can be directly stacked using the same mask pattern, thereby
increasing neither area nor power consumption of the Si
CMOS circuit even with the increased number of layers.
The layer selection driver is composed of a layer selection
control OS transistor connected to an EN signal, a buffer OS
transistor connected to a word line of the OS memory, and
an OS transistor that pulls down the word line in response
to an ENB signal, and employs a bootstrap circuit to inhibit
a Vth drop of the word lines (RWL and WWL) caused by
the use of an NMOS transistor as the buffer OS transistor.
The OS memory cell is composed of 3Tr1C [32] and has a
retention capacity of 2.4 fF and a cell size of 4.304 µm2.

FIGURE 6. Timing chart of context switching.

Like the layer selection drivers, the OS memory cells can
be stacked using the same mask pattern.
Fig. 6 shows a timing chart of NN switching with context

switching and PG, which can be achieved by the above
circuits. First, with layer selection signals EN [0] and ENB
[0] corresponding to Bank 0 of the ACC memory, the weight
data of the first NN is written to the OS memory in the
first layer. This makes the system to be ready for starting
AI processing using the weight data stored in Bank 0. The
register data in this state is stored as context 0 in the OS
memory in the first layer of the OSFF in response to the
signal BK [0]. Next, similar processing is performed on the
second NN, and the obtained OSFF register data is stored as
context 1 in the OS memory in the second layer. Then, it is
possible to fall in a sleep mode with PG. In restoration from
PG, either of the context data needs to be written back to the
FF input. When the context 0 is written back in response to
the signal RE [0], AI processing can be performed on the first
NN immediately after the restoration. After this processing,
the context 1 is written back in response to the signal RE [1],
so that AI processing can be performed on the second NN
with quick switching. Owing to long-term retention of the
NN weight data by the OS memory, weight data rewriting
is unnecessary and subsequent processing can be performed
with flexible and low-latency switching between PG, the first
NN processing, and the second NN processing.

V. MEASUREMENT RESULT
The ACC performance, power consumption in each operation
mode, the static characteristics of OS transistors, and the
data retention characteristics of OS memories were evaluated
using the test chip.
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FIGURE 7. ACC performance.

A. ACC PERFORMANCE
The chip evaluation reveals that the energy and processing
time for MNIST inference using the ACC were 0.21 µJ
and 350 µs, respectively, indicating that ACC incorporation
enables inference in accordance with the frame rate of
imaging data (e.g., 60 fps and 16 ms), even in a low-
performance and low-power microcontroller. The ACC’s top
energy efficiency was 4.73 TOPS/W (PECLK: 555 kHz,
system clock: 10 MHz, including ACC control logic power).
The critical pass of the system is memory reading for
inference, and the classification accuracy degrades over the
maximum frequency. Increasing the operation speed of the
OS memory would further improve the performance (Fig. 7).

B. POWER CONSUMPTION
Fig. 8 shows the measurement results of power consumption
in each of data writing from an external memory to the ACC
memory, inference using ACC, clock gating (CG), and PG.
In an active mode, the power consumption for writing data
to ACC memory was the largest, which was 595.8 µW, due
to large power consumption by the CORE and ACC memory
driver circuits. The power consumption of ACC inference
was 464.5 µW, which is smaller than that of writing data
to the ACC memory because the power consumption of
the ACC is increased by the PE operation, but the power
consumption of the CORE is greatly reduced. In a standby
mode, the power consumption was 5.0 µW in CG and 0.35
µW in PG. Since circuits other than the PMU are powered
off in PG, almost only the PMU consumes power.
We also measured power for backup and restoration in

PG. In backup and restoration, energy is mainly used to
drive the gate of the OS transistor; thus, the energy can
be calculated from charge and discharge power and the
execution time of 200 ns when backup and restoration are
performed concurrently on 4,045 FFs. The results are 510
fJ/bit in backup and 111 fJ/bit in restoration. Although
instantaneous power at the time of the backup and restoration
in 4,045 FFs becomes a large value on the mW order, the
actual energy consumption integrated with respect to time
is negligibly small because the execution time of 200ns is
short (see Section VI).

FIGURE 8. Power consumption and breakdown.

FIGURE 9. Id –Vg characteristics and data retention.

C. ID-VG CHARACTERISTICS & MEMORY RETENTION
Fig. 9 shows the Id–Vg characteristics of the OS transistors
in the first and second layers, which are measured from a test
element group of the OS transistors in the OS memory cells
placed at the periphery of the chip. These OS transistors are
fabricated through the same process as “3D-Stacked CAAC-
In-Ga-Zn Oxide FETs with Gate Length of 72 nm” [32]:
the OS transistors in the first and second layers each have
a channel length of 200 nm and c-axis aligned crystalline
In-Ga-Zn oxide (CAAC-IGZO) as a channel material. The
threshold voltage is approximately 1.1 V, showing that the
OS transistors have normally-off characteristics. The off-
state current of the transistor shown in the graph is the
lower measurement limit, and is actually very small [32].
The graph also shows that stacking does not cause variation
in transistor characteristics. Such transistor characteristics
contribute to data retention by the ACC memory. Fig. 10
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FIGURE 10. Data retention of 32 KB ACC memory.

shows the retention characteristics of the 32 KB memory
cells in the ACC memory, which were measured excluding
0.03% of the memory cells with initial defects. The results
show that the capability of data retention in 99% of the
memory cells is 11 hours at 25 ◦C, 1 hour at 50 ◦C, and
5 minutes at 85 ◦C. This allows a low refresh rate that makes
the data refresh energy negligibly small compared with the
inference energy.

VI. DISCUSSION
In order to verify the effectiveness of our OS/OS/Si test chip
for area reduction and power saving, the OS/OS/Si, OS/Si,
and Si (SRAM) structures are compared.

A. ACC BLOCK SIZE VS INCREASING MEMORY BANK
First, the chip area is considered. Fig. 11 shows the ACC
block size when SRAM or OS memory is used for NN
weight data with a varying number of memory banks. The
SRAM size is calculated by an SRAM generator for 130
nm technology. The OS memory cell, which can be stacked
over the Si CMOS circuit, can suppress an increase in Si
circuit area. Furthermore, Si read and write circuits can be
shared by all layers of OS memory in the structure utilizing
the monolithic stacking technology of OS transistors, so that
the memory capacity can be increased without increasing the
area and power consumption of the Si circuit. Accordingly,

FIGURE 11. Comparison of implementation size.

FIGURE 12. Intermittent operation.

it is estimated that the ACC block can be significantly
downsized as compared with the Si (SRAM) structure.

B. POWER CONSUMPTION OF INTERMITTENT
OPERATION
Next, power consumption is considered. Fig. 12 shows
intermittent operation of the Si (SRAM), OS/Si, and
OS/OS/Si structures assuming processing where data is
obtained at regular intervals. Processing of one operation
cycle is performed in the following manner: data analysis is
performed using first NN, data analysis is performed using
second NN, and then the system is kept in a standby mode
until the end of the cycle time. The SRAM, which is a
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TABLE 1. Power consumption of each configuration and each operation.

TABLE 2. Operation time of each configuration.

volatile memory, cannot perform PG and only uses CG to
save standby power. The OS/Si and Si (SRAM) structures
require weight data rewriting before inference, whereas the
OS/OS/Si structure, which can quickly switch NN weight
data by context switching, does not require weight data
loading from an external memory. When PG or context
switching is performed, it is necessary to take into account
the power consumption due to the backup and restoration
processing of all registers’ data.
Time average power consumption of the intermittent

operation in Fig. 12 is estimated by averaging power Px with
a weight of execution time Tx in each operation, as shown
in (1).

PAVE =
∑

x Px × Tx
∑

x Tx
x = Wwrite, Inference,CG,PG,Backup,Restore (1)

Table 1 and Table 2 show PX and TX in each structure,
which are used in (1). Note that the ACC power in the Si
(SRAM) structure is obtained by replacing the OS memory
power of the test chip with SRAM power calculated by
an SRAM simulator. Standby time TCG and TPG are each
a variable that increases with cycle time Tcycle of the
intermittent operation, and is obtained by subtracting active
time Tactive from Tcycle, as shown in (2).

TCG,PG = Tcycle − Tactive (2)

Tactive varies between the Si (SRAM), OS/Si, and
OS/OS/Si structures as shown in (3). In the OS/OS/Si
structure, TBackup and TRestore are much smaller than TWwrite,
and accordingly Tactive is shortened, that is, the standby time
TPG is extended.

Tactive =
⎧
⎨

⎩

2(TWwrite + TInferece) (Si only)
2(TWwrite + TInferece) + TBackup + TRestore (OS/Si)
2
(
TInference + TBackup + TRestore

)
(OS/OS/Si)

(3)

Fig. 13 shows a graph based on (1) to (3) and Table 1
and Table 2, where a horizontal axis represents Tcycle and

a vertical axis represents power consumption. The standby
time of CG and PG increases with increasing cycle time;
thus, when the cycle time is as long as 1,000 ms, the structure
including the OS memory capable of PG consumes less
power. On the other hand, when the cycle time is as short as
16 ms (60 fps), the power consumption of the OS/Si structure
and the Si (SRAM) structure exceeds 100 µW because
the standby time is shortened and the power for writing
weight data to memory becomes dominant. By contrast, the
average power consumption of the OS/OS/Si structure, where
operation can be performed with instant switching between
two NNs only by weight data switching by context switching,
is as low as 21.71 µW, achieving a 92% reduction from
276.44 µW of the Si (SRAM) structure. The results show
that our OS/OS/Si structure can reduce power consumption
in any cycle time, and verify the effectiveness of the test
chip for processing two NNs while achieving a small area
and power saving.

VII. CONCLUSION
We fabricated an Noff CPU incorporating a power-saving
ACC with use of our OS/OS/Si process technology, where
two OS memory layers can be stacked over Si CMOS.
ACC memory cells for storing NN weight data are formed
over the ACC formed of Si CMOS utilizing the monolithic
stacking technology of OS transistors, thereby minimiz-
ing an increase in Si circuit area due to local memory
implementation. Forming two OS memory layers as bank
memories corresponding to context switching eliminate the
need for rewriting ACC memory in switching two NNs,
contributing to longer PG duration time. Consequently,
power consumption can be reduced compared with the
structure employing SRAM as the ACC local memory.
These results reveal the potential of our OS/OS/Si process

technology for end point AI achieving all of a small chip
area, low power consumption, and AI processing with
multiple NNs switching.

a) Including simulation values with SRAM generators
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FIGURE 13. (a) Power consumption (b) Power breakdown at 16ms cycle,
and (c) Power breakdown at 1000ms cycle.
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