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ABSTRACT The developments in the nascent field of artificial-intelligence-of-things (AIoT) relies heavily
on the availability of high-quality multi-dimensional data. A huge amount of data is being collected in
this era of big data, predominantly for AI/ML algorithms and emerging applications. Considering such
voluminous quantities, the collected data may contain a substantial number of outliers which must be
detected before utilizing them for data mining or computations. Therefore, outlier detection techniques
such as Mahalanobis distance computation have gained significant popularity recently. Mahalanobis
distance, the multivariate equivalent of the Euclidean distance, is used to detect the outliers in the
correlated data accurately and finds widespread application in fault identification, data clustering, single-
class classification, information security, data mining, etc. However, traditional CMOS-based approaches
to compute Mahalanobis distance are bulky and consume a huge amount of energy. Therefore, there is an
urgent need for a compact and energy-efficient implementation of an outlier detection technique which
may be deployed on AIoT primitives, including wireless sensor nodes for in-situ outlier detection and
generation of high-quality data. To this end, in this paper, for the first time, we have proposed an efficient
Ferroelectric FinFET-based implementation for detecting outliers in correlated multivariate data using
Mahalanobis distance. The proposed implementation utilizes two crossbar arrays of ferroelectric FinFETs
to calculate the Mahalanobis distance and detect outliers in the popular Wisconsin breast cancer dataset
using a novel inverter-based threshold circuit. Our implementation exhibits an accuracy of 94.1% which
is comparable to the software implementations while consuming a significantly low energy (27.2 pJ).

INDEX TERMS Crossbar array, deep learning, ferroelectric FETs, Mahalanobis distance, outlier detection.

I. INTRODUCTION
The recent developments in the field of machine learning and
artificial intelligence platforms have led to a transition from
the compute-centric paradigm to the data-centric paradigm
in this era of artificial-intelligence-of-things (AIoT) and big
data [1], [2], [3], [4], [5], [6]. Most machine learning and
deep learning techniques rely heavily on data availability
for training and testing of the models [7], [8]. Since data is
collected in huge volumes, it may contain some entries that
are erroneous or significantly different from most entries.
These entries are popularly known as outliers and degrade

the accuracy and reliability of the models. Therefore, their
detection becomes crucial prior to processing or utilizing
the data. Moreover, the outliers often provide a useful
insight into the data and should be analyzed carefully before
discarding from the dataset [9].
Detecting outliers in one-dimensional data exploiting

techniques such as three standard deviations, box plots, etc.,
is not a complicated task. However, in the case of multi-
dimensional data, which is more prevalent in ML/DL models,
detecting outliers is a complex task. In multi-dimensional
data, even the probability of the occurrence of an outlier is
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higher. Although Euclidean distance can be utilized to detect
outliers in the multi-dimensional data, it fails miserably when
the variables in the data are related to each other such that
change in the value of one variable causes a change in the
values of other variable(s). In such complex cases where
data is correlated, and the data dimensions are not equally
weighted, one of the most promising methods to detect
outliers is by computing the Mahalanobis distance [10]. This
approach relies on finding the distance between the data
points and the center of the distribution with the help of
a covariance matrix of the variables. Apart from outlier
detection, Mahalanobis distance has been used for a wide
range of applications including fault identification, single-
class classification, clustering, information security, data
mining, etc., [11], [12], [13]
Moreover, the computing paradigm is gradually shifting

towards non-von-Neumann architectures, owing to their high
area and energy-efficiency as compared to traditional digital
computing primitives with memory wall. The rapid advance-
ments in the field of emerging non-volatile memories-based
cross-point array platforms has enabled this transition [14],
[15], [16], [17]. Various implementations of these neuro-
morphic platforms based on Resistive RAMs (RRAMs),
Magnetoresistive memories (MRAMs), and Ferroelectric
FETs (FeFETs) have been shown [18], [19], [20]. Among
the emerging non-volatile memories, FeFETs have attracted
significant attention recently due to the discovery of ferro-
electricity in CMOS-compatible hafnium oxide (HfO2) [21].
Doped HfO2 based FeFETs have been successfully integrated
into the 28-nm high-k metal gate (HKMG) [22] and 22-nm
fully depleted silicon on insulator (FDSOI) nodes [23]. In
addition to their CMOS compatibility, FeFETs offer high
scalability, multi-level storage capability, field-driven pro-
gramming, and low-voltage switching [22], [23], [24], [25].
Consequently, FeFETs have found their use as embedded
nonvolatile memory, ultra-efficient noise immune nanoscale
circuits and systems, programmable delay element, and in
many non-von-Neumann computing platforms [26], [27],
[28], [29], [30], [31], [32], [33], [34], [35], [36].
As we are heading towards a new computing genera-

tion defined by compact and energy-efficient architectures,
detecting outliers efficiently within this framework becomes
imperative. Although hardware demonstration of Euclidean
distance on memristive crossbar arrays has already been
shown [37], [38], Euclidean distance fails to detect outliers
in correlated multi-dimensional data. Detecting outliers
in multidimensional data is crucial in this era of AIoT,
particularly while performing AI/ML workloads that rely
predominantly on multi-dimensional datasets.
Considering the efficacy of Mahalanobis distance while

detecting outliers in multi-dimensional data in this work,
for the first time, a dedicated hardware implementation of
Mahalanobis distance for outlier detection is demonstrated
on the Wisconsin Breast cancer dataset. To achieve this, two
ferroelectric FinFET-based crossbars are used to calculate the
Mahalanobis distance. The calculated Mahalanobis distance

FIGURE 1. (a) 3D view of a ferroelectric (Fe)-FinFET. (b) The equivalent
circuit model for Fe-FinFET with the series combination of the ferroelectric
capacitor (modeled using multi-domain Preisach model) and an underlying
FinFET (modeled using BSIM-CMG model).

is then applied as an input to the detect and fire circuit
made of a simple CMOS inverter whose threshold value
is tuned to the corresponding cut-off value calculated from
the Chi-square distribution with n degrees of freedom. The
proposed implementation of detecting outliers is extremely
energy-efficient and shows an accuracy of 94.1%, which is
comparable to the software implementations.
The rest of the manuscript is organized as follows:

device simulation methodology used for FeFETs is dis-
cussed in Section II. The methodology used for calculating
Mahalanobis Distance and the performance metrics are
discussed in Sections III and IV, respectively. Finally, the
conclusions are drawn in Section V.

II. DEVICE SIMULATION METHODOLOGY
The 3D view of the Fe-FinFET used in this study is shown
in Fig. 1. A zirconium-doped hafnium oxide (HZO) is used
in the gate stack as the ferroelectric layer. To accurately
capture the Fe-FinFET characteristics, we have utilized an
experimentally calibrated compact model of the FE capacitor
based on the multi-domain Preisach model [39], [40] and
connected it to the industry standard FinFET (BSIM CMG)
compact model, which is calibrated to the measured char-
acteristics of a commercially fabricated minimum channel
length n-FinFET in 14 nm technology [39], [41]. The
inclusion of an internal metal gate within the gate stack
of Fe-FinFET, as depicted in Fig. 1, simplifies the process
for model development for Fe-FinFETs by considering two
different circuit entities: Fe-Cap (CFE) and the underlying
conventional FinFET [39]. The equivalent circuit used for
modeling is also shown in Fig. 1(b). For capturing the
switching characteristics, an auxiliary voltage Vaux to which
the ferroelectric dipoles respond after relaxation is calculated
first [39]. The value of Vaux is computed from (1), which is
modeled using a simple R-C delay network:

Vaux = Vin − τv
d

dt
Vaux (1)

In (1), τv represents the relaxation time, and the applied
input voltage is represented by Vin. Furthermore, the polar-
ization is calculated by (2):

Paux = m · Ps · tanh(w(Vaux ± Vc)) + Poff (2)

w = tfe
2Vc

· ln

(
Ps + Pr
Ps − Pr

)
(3)
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Pr represents the remnant polarization, tfe represents the
thickness of the FE layer, m is the slope of the curve,
Ps is saturation polarization, and Poff represents the offset
polarization. The upward (+) and downward trajectory
(−) of the loop dictates the sign of the tanh function.
Moreover, the values of m and Poff are calculated by
using the polarization history. ‘m’ and Poff determine the
P-V characteristics of the minor loops and for the major
(saturation) loop, m = 1 and Poff =0. Turning point tracing
is used for polarization history. Another RC delay network
is used to determine the turning points. m and Poff are given
by (4) and (5), respectively

m↑,↓ = Paux,u − Paux,l
Ps · (

tanh
(
w

(
Vaux,u ±Vc

)) − tanh
(
w

(
Vaux,l ±Vc

))) (4)

Poff↑,↓ = Paux,u/l −m↑,↓ · Ps · tanh
(
w

(
Vaux,u/l ±Vc

))
(5)

Arrows represent the trajectory direction and, conse-
quently, the sign of the tanh function. Furthermore, following
the principle of charge conservation, the FE capacitor (QFE)
charge must be equal to the gate charge on the underlying
FinFET (Qg,FinFET). This charge balance condition is solved
simultaneously with the principle of voltage division (Vg
= VFE + VFinFET) to obtain the characteristics of Fe-
FinFET [39]. Furthermore, a similar approach for modeling
FeFETs has been used in prior works [42]. The simulations
were performed using the commercial SPICE simulator
Cadence Spectre. Moreover, for baseline FinFET calibra-
tion, experimental data is extracted from a commercially
fabricated minimum channel length n-FinFET in 14 nm
technology having Weff/FIN of 85 nm and a fin thickness
of 7 nm with fin height of 39 nm while a 10 nm thick
ferroelectric layer is used in the gate stack of Fe-FinFET. To
extract the on-wafer characteristics, a Cascade Summit 11K
probe station, along with a Keysight B-1500A parameter
analyzer, was used. The experimentally extracted DC IDS-
VDS and IDS-VGS characteristics are fitted by tuning the
model parameters of BSIM CMG as shown in Fig. 2. In
addition, model parameters of the FE-cap model were also
fine-tuned to reproduce the experimental [42] polarization-
voltage characteristics shown in Fig. 3. To further validate
the accuracy of the compact model for Fe-FinFET, we have
reproduced the experimental characteristics of the Fe-FinFET
reported in [43] with our compact model by simple fine-
tuning of the parameters of the underlying industry-standard
model for FinFETs (BSIM-CMG). Fig. 4 shows the fitting of
the read characteristics after the program and erase operation.
As can be observed from Fig. 4, the simulation results
show excellent agreement with the experimental data of [43]
validating the efficacy of our compact model.
The capability to program more than 32 polarization

states (which correspond to 32 intermediate threshold
voltage levels) between the extreme states has already
been demonstrated experimentally in [44]. Fig. 5(a) shows
the incremental pulse-amplitude waveform scheme, which
can be utilized to achieve intermediate Vth programming
in Fe-FinFETs. The transfer(read) characteristics of the

FIGURE 2. FinFET model calibration with experimentally measured data
for 14 nm FinFETs: (a) transfer characteristics for different drain voltages
and (b) output characteristics for different gate voltages.

FIGURE 3. Polarization-voltage characteristics of an HZO FE capacitor
model, with parameters tuned to reproduce experimental
characteristics [42].

intermediate states corresponding to waveforms are extracted
after every write pulse and are shown in Fig. 5(b). In
this work, we have utilized this experimentally calibrated
compact model for emulating Fe-FinFETs and realize
five bit-weights in cross-point architecture for outlier
detection.
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FIGURE 4. Read(transfer) characteristics after the program (+3 V) and
erase (−3 V) operations in Fe-FinFET. Model parameters were tuned to
reproduce the experimental data from [43], showing the efficacy of the
compact model.

FIGURE 5. (a) Incremental pulse amplitude programming of Fe-FinFETs
(increasing amplitude from 1.6 V to 3 V) (b) Read (transfer) characteristics
of Fe-FinFETs after incremental pulse amplitude programming.

III. MAHALANOBIS DISTANCE COMPUTATION
A. MAHALANOBIS DISTANCE
Applications such as the k-nearest neighbor, k-means cluster-
ing, outlier detection, etc., rely on the calculation of distance
for multi-variate data. Euclidean distance generally used to
find out the shortest distance between the two points as:

ED2 = (x− μ)T · (x− μ) (6)

where x is the vector of observation, and μ is the mean
value. Euclidean distance has been used extensively in
many machine-learning techniques, like clustering, nearest
neighbor classification, etc., as a distance metric. For
brain-inspired competitive learning and machine learn-
ing applications like k-means clustering, energy-efficient
memristive Euclidean distance engines have also been
demonstrated [37], [38]. However, in case of outlier
detection, Euclidean distance works only when the data
dimensions are not correlated. To illustrate this, scatter
plot of two variables that are positively correlated with
each other is shown in Fig. 6. If Euclidean distance is
used as the metric for classifying outliers, it will mark
data present on both points A and B as non-outliers or
outliers since the Euclidean distance of both points A and
B from the centroid of the scatter plot is same. However,

FIGURE 6. Scatter plot of two variables that are correlated. The dashed
boundary is marked by using the Mahalanobis distance.

as can be observed from Fig. 6, only data present at point
A is a non-outlier, and point B is an outlier as it falls
outside the error ellipse. In most of the real-world datasets
used in the ML/DL applications the data dimensions are
correlated. In such cases, the Mahalanobis distance has
been found to be a promising alternative to the Euclidean
distance while detecting outliers in multivariate data. In
fact, the dashed boundary of the error ellipse in Fig. 6,
which accurately captures the distribution of data, is marked
using the Mahalanobis distance. Additionally, Mahalanobis
distance has been effectively utilized in applications such as
classification problems, clustering, information security, etc.
The Mahalanobis distance is defined as the distance between
a point and distribution and requires the calculation of a
covariance matrix which makes it computationally intensive.
The expression for computing Mahalanobis distance is
given as:

MD2 = (x− μ)T · S−1 · (x− μ) (7)

where MD2 represents the squared Mahalanobis distance, x
is the vector of the observation, μ is the vector of mean
values of the independent variables, and S−1 represents
the inverse covariance matrix of independent variables. The
covariance matrix removes the redundant information from
the correlated variables. The general form of a covariance
matrix of n-dimensional data is given below

S =

⎡
⎢⎢⎢⎣

Var(x1) Cov(x1, x2) . . . Cov(x1, xn)
Cov(x2, x1) Var(x2) . . . Cov(x2, xn)

...
...

. . .
...

Cov(xn, x1) Cov(xn, x2) . . . Var(xn)

⎤
⎥⎥⎥⎦ (8)

where Var(xm) represents the variance of variable xm and
Cov(xm, xn) represents the covariance between xm and xn.
Mahalanobis distance reduces to Euclidean distance if S is an
identity matrix, which implies all dimensions are statistically
independent of each other.
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FIGURE 7. A two-Fe-FinFET based crossbar array implementation for calculating Mahalanobis distance. The inverse covariance matrix of data is mapped
onto crossbar 1. The column currents of crossbar 1 are applied to the TIAs for conversion to voltage values which act as inputs to crossbar 2. The
single-column current of crossbar 2 is applied to TIA, whose output represents the squared Mahalanobis distance.

B. CROSSBAR ARRAY-BASED IMPLEMENTATION OF
MAHALANOBIS DISTANCE
In this work, we have proposed a two-step approach for
hardware implementation of Mahalanobis distance based
on Fe-FinFET crossbar arrays since the calculation of
Mahalanobis distance requires two dot-product operations
(equation (7)). We have utilized two crossbar arrays: the
output of the dot product operation performed on the first
crossbar is fed as input to the second crossbar for the
final Mahalanobis distance calculation, as shown in Fig. 7.
In our proof-of-concept implementation, we have used the
Wisconsin Breast Cancer [45] Dataset, which has a dimen-
sionality of 9. Therefore, the size of the inverse-covariance
matrix is 9 × 9 and the corresponding size of Fe-FinFET
crossbar 1 is 9 × 18 (since a differential weight mapping
scheme is utilized), and the size of crossbar 2 is 9 × 2. The
main function of crossbar 1 is to perform one of the two dot
product operations given in equation (7). In order to perform
this, first, the inverse covariance matrix of the dataset needs
to be computed. The inverse covariance matrix also has a size
equal to n×n. The values of the elements from the computed
inverse covariance matrix are then correspondingly mapped
onto crossbar 1 as the different polarization states, which
yield different conductance states when measured at a fixed
gate and drain voltage during the read operation, as shown in
Fig. 7. This matrix element-to-conductance state mapping is
done utilizing a differential weight-mapping scheme [46] (for
brevity, only positive weight mappings are shown in Fig. 7).
A linear mapping technique was used while programming
the conductance-state (G) of the Fe-FinFETs according to

the weight (W) as:

G± = Gavg ± KgW

2
(9)

where

Gavg = Gmin + Gmax

2
and Kg = Gmax − Gmin

max |W|
Gmax and Gmin represent the maximum and minimum
conductance of the Fe-FinFET corresponding to the extreme
polarization states, respectively, and max |W| represents the
maximum magnitude of the weight. After the mapping
is done successfully and the Fe-FinFET crossbar is pro-
grammed, the inputs are applied for the computation of
the first dot-product. Here inputs are encoded as the scaled
drain voltages (in the range of [0, 50 mV] for 100 ns to
ensure non-destructive read operation) corresponding to the
term x − μ, and applied to the rows of the crossbar array
(while gate voltages are kept at 0.5 V). After the application
of the inputs, the multiply and accumulate operation is
inherently performed in-situ in an energy-efficient way due
to the physical laws (Ohm’s law and Kirchoff’s law). The
column currents obtained from this crossbar 1 of Fe-FinFETs
represent the first dot-product. These output current values
are converted to the voltage domain using a trans-impedance
amplifier (TIA) having a gain of 10 k�, as shown in Fig. 7.
The output voltage coming from crossbar 1 acts as the input
for the next crossbar. Crossbar 2 is used for performing the
final dot product operation. The gain of the trans-impedance
amplifier has been adjusted to yield voltages in the range of
read voltage for the Fe-FinFETs of crossbar 2. The weights
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FIGURE 8. (a) Schematic of an inverter (b) voltage transfer characteristics.
The switching threshold voltage of the inverter was tuned according to the
critical value by applying a voltage VDD − Vm and −Vm (Vm = 0.123 V) at
the source terminals of PMOS and NMOS FETs, respectively.

of crossbar 2 are mapped corresponding to the vector x− μ

utilizing the differential weight mapping scheme owing to
its capability to represent negative weights and resiliency to
noise. It may be noted here that while the input drain voltages
of Fe-FinFETs in crossbar1 are mapped according to x−μ,
the weights (conductance state measured at VGS = 0.5 V,
VDS = 0.05 V) of the crossbar 2 are mapped according to
x−μ. The output current represents the squared Mahalanobis
distance value between the input vector x and the distribution,
which is then applied to another TIA, feeding it to a CMOS-
inverter-based outlier detection circuitry.

IV. PERFORMANCE METRICS
A. OUTLIER DETECTION
For detecting the outliers based on the calculated squared
Mahalanobis distance, we have proposed a novel CMOS-
inverter-based firing circuit as shown in Fig. 8(a). The
switching threshold voltage of the inverter is tuned to the
critical value computed from the Chi-Square distribution at
a 0.001 significance level and with ‘n’ degrees of freedom.
The critical value was found to be 27.87 for this input dataset.
The tripping point (inverter switching threshold voltage) of the
inverter was set to 274 mV, corresponding to the critical value
of 27.87. The inverter switching threshold voltage (tripping
point) was tuned according to the critical value by applying
a voltage VDD − Vm and −Vm (Vm = 0.123 V) at the source
terminals of the P-FinFET and N-FinFET, respectively, as
shown in Fig. 8(a). The voltage transfer characteristic of the
inverter with a tuned switching threshold voltage is shown in
Fig. 8(b). The output voltages fromcrossbar 2,which represent
the squared Mahalanobis distance values, are then applied to
the input of the inverter. Fig. 9(a) shows the input voltage
waveform to the inverter with a dashed line representing the
cutoff value. The classification accuracy drops only when the
Mahalanobis distance corresponding to the input lies at/near
the threshold boundary (critical value), and even a slight
miscalculation due to the inherent non-linear behavior/spatial
variationintheFe-FinFETsresults inanincorrectclassification.
Furthermore, a negative spike is observed at the output of the
outlier detection circuit (Fig. 9(b)) onlywhen theMahalanobis
distance is greater than the critical value (the tripping point
of the inverter 274 mV corresponding to the critical value of
27.87), which signifies an outlier. However, it may be noted

FIGURE 9. (a) Input and (b) output voltage waveforms of the outlier
detection circuit. Negative spikes in (b) represent an outlier.

that not all the negative spikes observed in Fig. 9(b) correspond
to the correct classification of inputs as an outlier. A negative
spike can also occur when a non-outlier is marked as an outlier
which is the case when the original squared Mahalanobis
distance is less than the critical value, but the value obtained
from the proposed implementation comes out to be greater
than the critical value. Also, an outlier can bemisclassified as a
non-outlier when the original squared Mahalanobis distance is
greater than the critical value, but the value from the proposed
implementation comes out to be less than the critical value,
resulting in no spike generation.

B. ACCURACY
To analyze the efficacy of our proposed implementation, we
randomly selected inputs from the Wisconsin breast cancer
dataset and fed them as the input to crossbar1. We compared
the Mahalanobis distance computed at the output of the
TIA of crossbar 2 against the results obtained via software
simulations. The classification accuracy is measured as the
ratio of the number of inputs correctly marked as outlier/non-
outlier to the total number of inputs tested. The inputs are
misclassified in the proposed implementation either when an
outlier is marked as a non-outlier or vice-versa. Although the
output obtained from the proposed implementation deviates
somewhat from the software results owing to the limited
computational precision, non-linear characteristics, and spa-
tial variation of the Fe-FinFETs utilized in this work, the
proposed implementation exhibits a high accuracy of 94.1%
while detecting outliers. Moreover, the Mahalanobis distance
values computed by the Fe-FinFET-based implementation
show a mean relative error of 12.76%. It may be noted that
even an appreciable deviation in the calculated value may
not degrade the accuracy of the implementation for outlier
detection significantly as long as the threshold of the firing
circuit is chosen appropriately.
To analyze the impact of spatial variations on the proposed

FeFET-based implementation of Mahalanobis distance, we
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FIGURE 10. Impact of VTH variation on Mahalanobis Distance Calculation.

have performed Monte-Carlo simulations considering the
device-to-device variability for the 14 nm technology node.
For performing the Monte-Carlo simulations, we have
introduced a stochastic distribution of the threshold volt-
age, VTH of the underlying FinFETs by changing the
model parameter “DELVTRAND” of the industry-standard
BSIM-CMG model with the best-case variation (σVTH)

of 15 mV [47], [48], [49]. The Monte-Carlo simulations
were performed for 20 different inputs sampled from the
dataset such that the squared Mahalanobis distance values
corresponding to these inputs spans the entire range with
20 iterations for each input. The results of Monte-Carlo
simulations, shown in Fig. 10, indicate that the proposed
implementation exhibits a mean relative error of 15.79%
(3.03% degradation from the baseline value (12.76%))
in the presence of spatial (device-to-device) variations.
Moreover, the presence of spatial variations does not
degrade the accuracy of outlier detection, and an accuracy
close to 94% (the variation-free baseline value) is still
achieved. However, for the inputs where the corresponding
squared Mahalanobis distance value is very close to the
threshold boundary, variability in the devices can play
a significant role in degrading the accuracy for outlier
detection, as even a slight variation will lead to a false
detection.
The retention of the intermediate polarization-states of the

Fe-FinFET is crucial for the proposed implementation since
the computation of dot product I involves the utilization
of the stored polarization-states in crossbar I. Therefore,
any loss of the programmed polarization-states in crossbar I
will significantly affect the classification accuracy. However,
FeFETshave shownexcellent retention characteristics inMFIS
configuration [30], [50], [51]. Also, with advanced techniques
such as utilizing dual ferroelectric layer gate stacks [52] and
Al:HfO2 thin films [53], FeFETs in MFMIS configurations
have also shown good retention characteristics. Therefore, Fe-
FinFET cell retention should not degrade the classification
accuracy significantly.

FIGURE 11. (a) Area and (b) energy breakdown of the implementation.

C. ENERGY
Since we have performed the dot product operation in-situ on
a cross-point array of Fe-FinFETs utilizing the physical laws,
it is highly energy-efficient. Our comprehensive analysis
indicates that the worst-case total energy (including the con-
tribution of the Fe-FinFET arrays and the trans-impedance
amplifier and inverter-based outlier detector in the peripheral
circuitry) required to classify a given input as an outlier/non-
outlier after the application of inputs is only 27.2 pJ. The
energy- and area breakdown of the proposed implementation
are also shown in Fig. 11, which clearly indicates that the
Fe-FinFET arrays and peripheral circuitry nearly take up an
equal amount of energy. Since a dedicated CMOS/emerging
technology-based hardware implementation of Mahalanobis
distance algorithm is still elusive, for efficient benchmarking
of our proposed Fe-FinFET-based implementation, we have
analyzed the performance of CMOS-based logic gates using
FinFETs (at the same technology node [54]) and carbon nan-
otube (CNT) FETs [55] for realizing the exact Mahalanobis
distance algorithm in the digital domain and compared
the performance metrics in Table 1. The proposed imple-
mentation outperforms the FinFET- and CNTFET-based
implementations in terms of area footprint. Furthermore,
it also exhibits a higher energy-efficiency as compared to
the FinFET-based CMOS implementation. Moreover, it may
also be noted that the energy estimates for the CMOS-
based digital implementations in Table 1 do not include
the data transfer (access) energy, which dominates their
energy landscape and remains the bottleneck for energy-
efficient circuit design. Since the proposed Fe-FinFET-based
implementation also alleviates the need for frequent data
transfer, it exhibits an inherent energy benefit. Although
we have included the line parasitics in our simulations and
energy estimates, they do not contribute significantly due to
the small array size in our implementation. However, the
contribution of the parasitics may not be non-negligible as
the array sizes increase to address complex high-dimensional
datasets.

V. CONCLUSION
In this work, we have proposed an energy-efficient hardware
implementation of Mahalanobis distance utilizing Fe-FinFET
crossbars and a novel CMOS-inverter-based firing circuit
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TABLE 1. Benchmarking of our implementation.

for detecting outliers in data. Although the Mahalanobis
distance computed utilizing the proposed implementation
shows deviation from the ideal software-calculated values, it
shows an excellent accuracy of 94.1% in detecting outliers
in the Wisconsin breast cancer dataset. We believe that our
proposal will provide an incentive for experimental demon-
stration of the Mahalanobis distance computing engine,
which will not only be useful for outlier detection but
also pave the way for efficient implementation of AI/ML
tasks, including cluster analysis, image processing, fault
identification, etc., in this era of AIoT. Moreover, the
proposed hardware implementation can also be extended to
other outlier detection problems [56].
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