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Cloud control for lloT in a cloud-edge environment
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Abstract: The industrial Internet of Things (IloT) is a new indus-
trial idea that combines the latest information and communica-
tion technologies with the industrial economy. In this paper, a
cloud control structure is designed for lloT in cloud-edge envi-
ronment with three modes of 5G. For 5G based lloT, the time
sensitive network (TSN) service is introduced in transmission
network. A 5G logical TSN bridge is designed to transport TSN
streams over 5G framework to achieve end-to-end configuration.
For a transmission control protocol (TCP) model with nonlinear
disturbance, time delay and uncertainties, a robust adaptive
fuzzy sliding mode controller (AFSMC) is given with control rule
parameters. lloT workflows are made up of a series of subtasks
that are linked by the dependencies between sensor datasets
and task flows. lloT workflow scheduling is a non-deterministic
polynomial (NP)-hard problem in cloud-edge environment. An
adaptive and non-local-convergent particle swarm optimization
(ANCPSO) is designed with nonlinear inertia weight to avoid
falling into local optimum, which can reduce the makespan and
cost dramatically. Simulation and experiments demonstrate that
ANCPSO has better performances than other classical algo-
rithms.
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Internet of Things (IloT) workflow, transmission control protocol
(TCP) flows control, cloud edge collaboration, multi-objective
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1. Introduction

In recent years, the industrial Internet of Things (IIoT) is
one of the most often discussed industrial concepts. As
wireless communication and sensor network technolo-
gies advance, more networked and smart devices will be
included in IIoT [1,2]. In [3], to plan and analyze IIoT
data, a two-priority queuing approach was used. To dump
peak loads over higher tiers of the cloud-edge hierarchy,
a workload assignment algorithm is created. Then, for
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multipath transmission control protocol (TCP) over IloT,
extensive quality of service (QoS) modeling is estab-
lished, and a QoS-aware personalized privacy protection
model is provided to work in two layers: one at the cloud
under the parameters of three typical 5G application
modes, a 5G-based IloT architecture is provided based on
the architecture of 5G wireless communication technol-
ogy [4, 5]. With limited communication resources, to cre-
ate the groundwork for achieving the needed estimate
accuracy, a transmission-estimation codesign framework
was offered [6,7]. In [8], a concept on cloud control sys-
tems was defined with cloud computing and extended
networked control systems. Some results and applica-
tions on cloud control systems were discussed in [9—11].
A security problem was studied and modeled by cloud
control systems using a Stackelberg game. A security as a
service scheme was given to defend against advanced
persistent threats [12]. A networked multiagent predic-
tive control system is analysed with cloud computing by
which time delays were compensated actively under a
cloud predictive control scheme [13,14]. In view of
advantages from the cloud control technology, some
applications were developed in practical engineering
[15—17]. As a result, in order to effectively integrate IoT
technology into industry, the cloud control technique
must be evaluated in real-time restrictions, particularly
for time-sensitive industrial processes.

The terminal layer, which comprises of smart
IIoT devices, is the bottom layer of IIoT. The middle
edge which includes computation, storage,
and gateways, receives service requests from these termi-
nal devices. In addition, edge devices communicate
with the cloud layer to offload latency-tolerant and com-

layer,

putation-intensive operations. These large smart devices
at the smart factory’s edge demand data processing
that is low-latency and location-aware. Edge compu-
ting was created to meet these stringent require-
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ments [18,19]. To send hypertext transfer protocol
(HTTP) requests and responses, modern cloud-edge
data centers host a variety of HTTP services with
TCP connections. End-host control was used to limit the
expansion of the switch queue length in highly concur-
rent TCP connections, whereas probe packets are used
to calm the aggressive rise of the congestion window
in persistent TCP connections [20]. In [21], a solution
was given with software defined networking (SDN)
control and the IEEE time sensitive networking (TSN)
standards to resolve latency-related issues in IloT.
TSN’s effectiveness and efficiency are dependent on a
dependable real-time communications scheduling mecha-
nism. In TSN, a formal framework was provided for
investigating scheduling options in [22]. There exist two
challenging problems: synchronization and scheduling in
TSN “IEEE 802.11” wireless networks [23,24], a novel
method was proposed by using commercial low-cost
components possible to make high-precision wireless
synchronization.

Active task management systems were described
as a feedback control system and deployed in the
of communication networks to support
TCP flows. Besides, stochastic differential equations

gateways

(SDE) were used to explain the interactions between a
collection of TCP flows and active queue management
(AQM) [25]. In [26], from the perspective of control
engineering, a combined TCP and AQM model was
examined. A previously built nonlinear TCP model ana-
lyzed via linearization. For a delay differential equations
model of TCPs, alternative control techniques for the
congestion-avoidance mode were given. Then a robust
controller was designed with control of systems with time
delays [27].

With the develpoment of IloT and edge computing,
workflow scheduling was designed in distributed cloud-
edge environment, which is a non-deterministic polyno-
mial (NP)-hard problem. A new data replica placement
strategy for data-IIoT activities was offered in the con-
text of collaborative edge and cloud computing [28]. In
[29], the goal of an edge cloud-based multi-robot system
was to overcome the limitations of a remote cloud-based
system when it comes to transmitting time-sensitive data.
The scheduling of robotic workflows was modeled as a
constrained multi-objective optimization issue that can be
solved using a multi-objective evolutionary technique.
For IoT-enabled cloud-edge computing, a computational
offloading mechanism was proposed. Furthermore, the
execution time and energy consumption of mobile

devices were evaluated using a system model [30]. In
[31], using a directed search procedure, and combining
inertia weight, a unique directional particle swarm opti-
mization was presented, which may drastically reduce the
makespan and cost while achieving a compromise out-
come. The hybrid IIoT workflows scheduling difficulties
in a hybrid cloud-edge context are the focus of this
research.

The main contributions of this paper are listed as fol-
lows:

(1) A cloud control structure is designed for IIoT in
cloud-edge environment with 5G and TSN, and a work-
flow model is given for big data task and time-sensitive
tasks in IToT.

(i) A 5G logical TSN bridge is designed to transport
TSN streams over 5G framework in our cloud control
structure to satisfy time-sensitive conditions.

(i) An adaptive fuzzy sliding mode is given to deal
with nonlinear disturbance, time delay and uncertainties
in a TCP model.

(iv) For hybrid workflow scheduling problem, an adap-
tive and non-local-convergent particle swarm optimiza-
tion is designed to reduce the makespan and cost of IloT
workflows.

2. System model
2.1 Cloud control for IIoT

The IIoT is a new infrastructure, application mode,
and industrial ecology that brings together the cur-
rent generation of information and communication tech-
nologies with the industrial economy. It creates a
new manufacturing and service system that spans
the entire industrial chain as well as the entire value
chain by connecting people, machines, things, and sys-
tems, so as to provide services for industry and even
industry digitization, networking intelligent development
provides a way to realize it. There are some industrial
applications such as big data analysis driven smart manu-
facturing and digital twin.

In this subsection, a cloud control architecture is
designed for IIoT in cloud-edge environment with three
communication modes: massive machine type communi-
cation (mMTC), ultra-reliable and low latency communi-
cations (URLLC) and enhanced mobile broadband
(eMBB) of 5G in Fig. 1. Real-time data collection, net-
worked collaborative manufacturing and digital twin are
implemented in our structure under the circumstance of
5G wireless.



YAN Ce et al.: Cloud control for IIoT in a cloud-edge environment

Ve ™
N

- Container2

1015

L

Workflow
scheduler

Task set R D - @ ‘

ks 70 ~ @ |

wrewr [T
 Tywyw l
Edge gateway
MQTT broker
RN N
/7 Edge \ /7 Edge \
(@) ) e ;
i .!T!T! REERY )
~ ~ —
RN - %/\
eMBB - AN / N\

/  Data collecﬁ';iﬁ

-
_‘.‘l\

I Networked collaborative

I manufacturing

Fig. 1 Cloud control structure for IIoT

The combination of edge and cloud computing
paradigms enables the deployment of IIoT operations in
real time and at a cheap cost to cooperative user groups.
The cloud-edge infrastructure between industrial devices
and the cloud is described in this study as a three-tier
computational framework that allows industrial applica-
tions for smart factories to be implemented with
decreased communication latency. Edge devices use on-
board sensors to capture ambient data for service execu-
tion. The message queuing telemetry transport (MQTT)
gateway uses the TCP protocol to communicate with the
edge and cloud. Furthermore, when performing any
industrial function, it forms a combined resource pool
with both local and remote resources, as shown in Fig. 1.

TCP protocol is used to send data in the network
between the cloud and the edge with the goal of reducing
queue utilization and delay. It is basically a problem of
feedback control. For the challenge of congestion control
in TCP complicated systems with unknown nonlinear dis-
turbances, an active queue management strategy based on
adaptive fuzzy sliding mode control is investigated.

Industrial services workflows are made up of data-hun-
gry, time-sensitive, and compute-intensive processes. As
a result, decreasing the makespan and monetary cost of
scheduling IIoT workflows is a concern for profit-driven
infrastructure as a service (IaaS) cloud-edge providers. In
this paper, an efficient workflow scheduling technique for
cloud-edge is provided, which takes into account both the
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makespan and the monetary cost.
2.2 IloT workflow model

IIoT workflows are made up of a series of subtasks that
are linked by the dependencies between sensor datasets
and task flows. Fig. 2 shows an IloT workflow with five
jobs, five datasets, and five created intermediate datasets,
which are executed in the sequence specified by the con-
trol flow.

A collection of cooperative users from multiple groups
submit a workflow project to be completed in collabora-
tive edge and cloud environments with infinite capacity
resources, which uses massive quantities of data col-
lected by IloT sensors as input and produces output
datasets. Finally, the collaborative user group receives the
intermediate output and final datasets. If the data is kept
locally and has a low latency access cost, an edge cluster
to Internet of Things (IoT) devices can respond in real
time when a user makes a request.
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Fig. 2 An example of IIoT bigdata workflows

Fig. 3 shows how the delay-ensitive workflow is
utilized to develop an out-of-warehouse method for
IoT. The two essential parallel executions that make
up the whole outbound procedure are whole piece pick-
ing.
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Fig.3 Out-of-warehouse control flow of logistics

The picking task in advance as well as the regular pick-
ing task are included in the piecemeal picking. At the
stick label task, the piecemeal and whole piece picking are
combined, and the goods are then placed into the trans-
mission line. The label data is read by a sensor, and the
control system distributes the correct conveyor slide line.
The sticklabel task then joins the picking in advance pro-
cess and the other synchronous parallel processes at the
gathering goods. The entire out-of-warehouse process is
completed after the external review work is completed.

A directed acyclic graph (DAG) is a common way to
define a workflow. Formally, a workflow can be forma-
lized as G = (I,Data,E) with I" ={t,,t,,---,t,} denoting
the set of m tasks in the workflow and E = {(z;,7)|t;,¢; € I'}
denoting the set of task dependencies. The process G has
a deadline constraint D, which states that all tasks in the
workflow must be completed before the deadline.

To describe the qualities of a task #,(1 < i< m), we uti-
lize a quadruple, ie., ¢ :{len(s;),trans(t;,¢;), pred(t,),
succ(t;)}, where len(t;) is the execution length of task ¢,
the size of data transmitted from the immediate predeces-
sor node # to the immediate successor node f; is

trans(t;,¢;). pred(#;) and succ(t;) are the set of immediate
predecessor and successor nodes of task 7 and are
expressed as pred(s;) ={t;|(t;,t;,) € E} and succ(t;) =
{t; | (¢;,1;) € E}, respectively.

3. Heterogeneous network in
cloud-edge environment

3.1 Data flow benchmarking cases

As shown in Fig. 4, three benchmarking cases illustrate
the measurement of the full stack round trip time (RTT)
in three models: device-edge, device-cloud, and devive-
edge-cloud.

It measures the time between the transmission of an
application layer message and the arrival of the corre-
sponding response message to the application layer, and
reflects the total latency throughout an edge-cloud archi-
tecture’s entire stack. The total stack RTT measure is used
to benchmark a variety of factors that can affect system
performance, including message sending interval and the
number of concurrent devices. These variables are modi-
fied to determine the performance limit of various models.
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Fig. 4 Data flow in cloud-edge

3.2 TSN service in 5G IIoT

The IEEE 802.1 working group is actively developing
TSN, which is a set of Ethernet standards. It enables real-
time applications to communicate in a predictable man-
ner across Ethernet. TSN guarantees latency bounds by
utilizing synchronization and planned traffic. For indus-
trial applications, TSN is the most promising vendor-
agnostic time-deterministic communication solution. The
most viable approach for achieving the performance
requirements of industrial applications has been found as
an adapted integration of TSN into 5G. As shown in
Fig. 5, the fundamental concept is to create a black box
model in which the 5G system looks to be a TSN bridge
to the outer TSN network while transmitting TSN frames
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The 5G system can carry and deliver TSN traffic
because Ethernet traffic is supported. 5G employs its in-
ternal QoS architecture, which is built on QoS flows, to
classify traffic classes as in TSN. If all network instances
share a common sense of time, a scheduled TSN stream can
be created by reserving the required time slots along its
transmission path. The 3rd generation partnership project
(3GPP) is actively debating how to send timing data via
5G in order to enable seamless integration with the IEEE
802.1AS Synchronization Standard. The synchronization
control device (SCD) controls the sequence of actions
and analyzes input parameters during synchronization.

As shown in Fig. 6, an architecture of the network
transmission is designed for IIoT application from [32].
The agent in the TSN switch is identical to the cloud and
edge agents. The manager sends the agent the orchestra-
tor-generated physical topology and data flows, and the
agent then calls the scheduler to construct the TSN
switch’s particular network configuration in centralized
user configuration (CUC).
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Control data travels from the source host to the switch,
then to the destination host. The total latency L is
obtained as

L =KL +TL, +PL + SL+PLy + TL s + KLy
where KL is the protocol processing latency, TL is the
transmission latency, PL is the propagation latency and
SL is the switch latency.

An open source MQTT broker has been developed for
IIoT. It supports large-scale connections, offline trans-
mission, low bandwidth, dependable message delivery,
and low energy usage. Industrial data is transferred under
the control of TCP in the transport layer. This protocol is
often perceived as a mature and rigid solution.

3.3 Adaptive fuzzy control for TCP connection

In [26], a nonlinear dynamic model of a TCP connection
through a crowded AQM router is developed based on
fluid-flow theory and stochastic differential equation
analysis. The simpler version, which does not take into

account the TCP timeout mechanism, is as follows:
1 W(@W(t—R(t))

W() = pt=R(®)
90 T, 2(q(t) . T,,)
N ¢ (1)
, N(1)
gy = ———W@®)-C(1)
qét) T,

where W(¢) is the average TCP window size, g(t) is the
average queue length, C is the capacity of link, 7, is the
propagation delay, N(¢) is the load factor on number of
TCP sessions, p(t) is the probability of packet mark/drop,
the delay of transfer is defined as R(t) = q(t)/C+T,,
which includes queuing and transmission.

Fig. 7 depicts the characteristics of congestion control
based on window and the dynamic queue in the afore-
mentioned differential equation in (1). The coupled, non-
linear differential equation in (1) describes this model,
which illustrates TCP window-control and queue dyna-
mics in Fig. 7. To acquire insight for the purposes of
feedback control, these dynamics are approximated by
small-signal linearization around an operating point. It is
worth noting that the link between Fig. 7 and the differen-
tial equation in (1) is well described in [26].

)
o=

AQM

1

Fig.7 TCP congestion-avoidance mode with AQM
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TCP window control dynamics are described by the
first differential equation in (1). In response to packet
marking p(7), 1/R(t) on the right-hand side roughly mod-
els the window’s additive rise, whereas W(¢) on the left-
hand side roughly models the window’s multiplicative
drop. The bottleneck queue length is essentially an accu-
mulated difference between packet arrival rate
(N(®OW())/R(t) and link capacity C, according to the
second equation in (1).

Define an equilibrium point Wy, qo, po with W(£) =0
and ¢(¢) =0, then one has that R(¢) =Ry, N(t) =N and
C(1) = C. Moreover, there exist Wz = 2, W, = (R,C)/N and
Ry=¢qo/C+T,. To linearize (1), let 6W(r) = W(t)—W,,
0q(t) = q(t)—qo and 6p(t) = p(t) — py. A linearized model
is shown as

. N
W) = ~ 5= GW(1) +6W (1= Ry)) -

0

1 R:C
RC (6q(1) = 6q(t = Ro)) — 20—N25P(l) )]

, N 1
04(t) = R—05W(t) - 1705610)

T
Considering x(t) = 6W(®), 6g(®) | , u() = 5p(s) and
T = Ry, the system in (2) is written as

x(t) = Ax(t) + A x(t—7) + Bu(?) 3)
where
S
A= A})C (ic , A,=| R)C R C |,
— - 0 0
and
:C _
B=| 2nv |=| B
B 10
0

Note that the timeout and slow start mechanism are
ignored in (3), so a TCP model with uncertain, time-delay
and nonlinearity is considered as

X)) =(A+AA@D)x()+(As+AA())x(t—T)+
B(u(t) + G(x(1), x(t —7),07(1))) “

where G(x(1),x(t—7),0(¢)) is a nonlinear function, o(¢)
is a time-varying disturbance parameter. Then there exists
that

G(x(1),x(1—7),0(1) =
G (x(2)) + Gy (x(t — 7)) + AG(x(1), x(t — T),0(1))

where
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| AG(x(2),x(t—71),0(1)) |<
ap+a | x@) | +as || x(t—1) ||

Furthermore, the system in (4) is written as

() = (A +AA )X (1) + (Ag + AA )X (E—T)+
(A +AA )X (1) + (A + AA )X, (1 —T)+
B(u(t) + G(x(1),x(1 = 1),0°(1))),
X5() = (Ag + AAL)X (1) + (A1 + AA )Xo (E—T)+
(A +AAR)X (1) + (A + AA )X, (1 — 7).

Without loss of generality, the following sliding sur-
face is designed as

S=Rx()=] -K I ][ 28 ]z

—Kx,()+x:(1) = 0. 5)

In this paper, for every >0, a switch input u(f) is
meant to keep the system states on the sliding surface
S(#). The reaching condition for the unknown nonlinear
disturbance is satisfied by an adaptive fuzzy control law.
The output of a fuzzy system with fuzzy IF-THEN rules
is

m

Z g ﬁﬂA{(xi)]
o=

Z [l_[u (*x )]

Introduce the fuzzy basis function vector &(x), it is
obtained that y(x) = 87&(x), where

o=[ 6. 6. . 6,].
(o= &0, &, . g ]

and
1_[ Hal (x;)
&i(x) =

Z ]_[uA/(x )}

Then G,(x(©),0,) and G,(x(t—7),6,) are used to
approximate the uncertain terms, 6, and 6, are tunable
parameters. By fuzzy rule, one has that

6/ (x(1)

G\(x(1),0)) =
and
G (x(t—1),0,) = O1&,(x(t - 1)).

There exist optimal approximation parameters ¢; and
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@; such that & (x(1))"0; and &,(x(r—1))"6; approximate
to G,(x(t) and G,(x(t—7) at any desired degree. More-
over, the optimal parameters are given as follows:

0, = argmm[ sup |G, (x(7),0,) -

01€G1 | (e,

G\ (x(1) I} ,

9, —argmm[ sup | Gy(x(t—1),0,) — Gy(x(t —7) |],

0:2G2 | \(r-1)e,

where G,, G,, and @, are sets of bounds on 6,, 6,, and

x(1).
Theorem 1 For the system in (4), an adaptive fuzzy
sliding mode control law is designed as

u(t) = u, () +u(t) + us(1) (6)
where

u,(1) = —(KB) ™ (01£,(x(1) + 0 £x(x(t = 1))
uy(t) = —(KBY™' Go+ 1y 1| x(0) |+, || x(t = 7) [ sgn(S),
us(t) = —(KB)™'BS,

where 0,, 6,, 1y, 17, and 7, satisfy the following adaptive
laws: 6 = S (x(1), 6, = RSOEMX(E-1)), 1=
rs | SO | i =ry | S@) Il x(0) || and > =r5 | S() I x(t = 7) ||
With two fuzzy logic functions, u,(f) approximates
unknown nonlinear functions, the adaptive controller
u,(f) compensates time-varying uncertainties, and the
sliding mode S(#) converges to zero with u;(f) asymptoti-
cally. Finally, the sliding surface can be reached in a li-
mited amount of time.

Proof Define a Lyapunov function for system in (4)
as follows:

1 Tor- 11 1 1 1
V==|S+—60,"0+—00+—1"+—m> +—n>
2 i 7 r3 ry Is

where 6, = 0,-0,, 0, = 0;,—6,, o =m5—"0, L =1, =M1,
m =15 —1n,. The derivative along the state trajectory of
the Lyapunov function is

A T 1_. 1_.
V=S8$+—0,"8,+—0,"8,+ —iiio + — il + —iaila.
r ry r3 Iy rs

Then it is known that
SS = Kx(nKx(t) =
Kx(DK[(A+AA®@©)x(1) + (A + AA(0))x(t — 1)+
B(u(t) + G(x(1), x(t —7),0:(1)))].
Moreover, let
G (x(1)) = KAx(1) + G,(x(1)),
Gy(x(1—71)) = KA, x(1 —7) + Gy(x(t — 7).

Then an inequality is shown as
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SS <| Kx(1) | x
(07 = 10) + (7 = n)lx @Il + (5 = m)llx (= DI +
|0} —0)7& (1) + (8, = )" &x(x(t = 1)) | Kx (1) - BS”.

Therefore, one has that V < —3S2. And the stability
condition is satisfied. O

4. Hybrid cloud workflows scheduling in
cloud-edge environment

The cost and execution time of cloud-edge servers in a
cloud-edge environment are considered in this research as
part of a hybrid cloud workflows scheduling model.

4.1 Resource model

A cloud control framework for IloT with cloud-edge
computing is illustrated in Fig. 1. The requirements of the
cost and execution time for the industrial devices is satis-
fied with a cloud-edge computing paradigm in IIoT. In
the cloud control framework, M devices are covered by
an edge cloud, which is connected with the public cloud
in remote area. The IIoT application is defined as a DAG
workflow.

In the cloud-edge environment, computing tasks will
be executed by the terminal devices, the edge or the cloud
servers by computation offloading for IIoT workflows.
X, denotes hybrid scheduling deployment strategies of
the workflow G,,. The scheduling strategy of I1oT task
is defined as element x,,;, which is shown as

1, t; is ecxecuted in the edge
'xml = . . .
2, t;is ecxecuted in the cloud

4.2 Makespan model

For an IIoT workflow, the characteristics of the real-time
response and the minized total completion time should be
satisfied. Thus, the maximum execution time of an IloT
workflow is makespan. In our paper, docker containers
deployed in the cloud-edge environment, which are
divided into cloud and edge cloud containers.

The execution time of G,, includes three parts, i.c., the
computing time T°¢, the offloading latency T, and the
transmission time 7.

For the task ¢, the offloading latency T*(z;) is given as

TH1) = {

TLAN’ xm,i = l

Twans Xpi=2

where Tian and Tway are the latency of local area
network (LAN) and wide area network (WAN), respec-
tively.

Considering the execution process of a task, the com-
puting time is calculated through the workload of the
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industrial task and the executive ability of the docker con-
tainer. Then the computing time T°(t;) is calculated as
follows:
li
Jeage”
Z;

ﬁ:loud

where f.g,e and fioa denote the computing power of the
edge and the cloud, respectively.

The transmission time between tasks ¢ and ¢;, T'(t;,t;)
is given as

Xmi = 1
T(n) =

) -xmA,i = 2

d;,t;
M& Xmi = 1; xm,i = 1
Bedge
d(t;,t;
%» Xmi = 1; Xmi = 2
Tt(t t]) — ec
° dt,t;
(—j)7 -xm,i = 2; -xm,i = 1
Bec
d(ti’t’
])9 -xm,i = 2: -xm,i = 2
Bc]oud

where d(t;,t;) is the transmission data between tasks ¢
and t;, and B, is the network bandwidth between cloud
and edge.

Cloud computing at the remote end and edge comput-
ing at the close end are both part of the hybrid cloud data-
centers environment DC = {DC4,DC,}, which consists
of numerous datacenters. Cloud computing is a type of
computing that uses DC,4 =dc;,dc,, -+ ,dc, which is
made up of n datacenters, as well as edge computing. The
datacenter DC,q, = dc;,dc,,---,dc,, is made up of m data-
centers. The bandwidth between several datacenters is
measured in megabits per second as

b 11 bIZ b 1IDC|
by by - baypc
Bandwidth = . . . . ,
boen bpep bipcincy

bi,j =< band,-,-,typei’typej >

where b;; is the bandwidth between datacenters dc; and
dc;. band;; is the measured value of bandwidth b,;. Let
T(G,,) be the execution time of the mth industrial work-
flow, which is obtained as

T(G,) = THG) +T"(G,) + T(Gy).

4.3 Cost model

Users should be aware that the public cloud’s docker con-
tainer resources are subject to fees. A public docker con-
tainer is mostly used for local purposes. The monetary
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cost of performing workflow G,, is calculated by multi-
plying the execution time by the docker container unit
pricing. Both processing and communication costs must
be considered in the cloud control architecture for IloT,
as well as the balance of employing cloud or edge docker
containers.

Without loss of generality, the corresponding cost for
task #; using cloud-edge server is given as

T 1;) * Cedges Xmi = 1
Cay= {1 e
T(ti) * Cclouds xm,i = 2

where ceqee and cgoua are the processing unit price of edge
servers and cloud servers, respectively.

The corresponding communication cost from task #; to
task ¢; in cloud-edge environment is defined as

C(t;,t;) = T'(1;,1}) - Chandwidih

where Cpaawian 18 the communication unit price of net-
work bandwidth.
The total cost of workflow G,, is denoted as

cG=Y cw+ Y ety
i=1

i=1 j=1

which is the total cost of computation plus the cost of
transmission.

4.4 Multi-objective optimal scheduling for
IToT workflows

For IIoT workflows, the optimal makespan and cost are
necessary for users. Thus, the optimal scheduling prob-
lem to minimize cost and makespan is expressed as a
multi-objective optimization problem, in which the
weight of two conflicting optimization objectives is
adjusted. A multi-objective optimization problem is
defined as

min : F(x) = (f;(x), £, , £(0))
St. xeX,

where X denotes the solution space, and fi(x) is the /th
optimization goal. Pareto optimal theory is introduced to
adjust the conflict between makespan and cost objectives
in different solutions. Let x; and x, be two solutions to
the multi-objective optimization problem (i.e., x|, x, € X),
x; would dominate x, iff

iz fi(x) < fix) ATj e filx) < fi(x).

As shown in Fig. 8, for a multi-objective minimization
problem, points 4, C, D and E are Pareto-optimal solu-
tions. Howerver, point B is not a Pareto-optimal solution,
which is dominated by other solutions.

1021
A @B
®
I
1
\
= \
8, \
5 N
= [ ]
= \
\
\\‘l?
“\\'E
Cost

Fig. 8 A simple example of Pareto optimal front

Considering the makespan and cost of an IIoT work-
flow G,,, which are computed in cloud-edge environ-
ment, a responding objective function of G,, is designed
as follows:

F=a-TG,+(1-a)-C(G,) @)

where a is a weight parameter, « € [0, 1]. Based on (7),
two main factors are took into consideration, for IToT
workflow scheduling, it is well known that a balance
between time and cost is maintained. It aims to achieve
the lowest possible value in our objective function in (7)
with two factors. Thus, a minimum F of function in (7)
should be obtained as follows:
min F =aT(G,)+ (1 -a)C(G,,)

Slew<s,

s.t. - .
2. Tt)<D,
i=1

By setting the objective function with cost and
makespan of IloT workflows, an adaptive adaptive non-
local-convergent particle swarm optimization (ANCPSO)
algorithm will be designed to solve the scheduling prob-
lem between industrial tasks load and cloud-edge
resources.

4.5 ANCPSO algorithm

In general, a workflow multi-objective scheduling prob-
lem is solved with the original particle swarm optimiza-
tion (PSO). However, an optimal solution is not obtained
by the typical PSO, because of the random search pro-
cess. Morevoer, a local extremum is more easily conver-
gented in PSO. To address this challenge, an ANCPSO
algorithm is designed to overcome some shortcomings in
PSO. Taking full advantage of cloud-edge computing, a
mapping strategy will be obtained by deploying our
ANCPSO for IIoT workflows in a cloud-edge environ-
ment.
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The original PSO method, as is generally known, is
simpler to build with only a few parameters. The follow-
ing three steps are used to improve the original PSO algo-
rithm. To begin, the parameter adjustment for non-local-
convergent targets should be investigated. In the develo-
ped ANCPSO, a typical dynamic approach using non-lin-
ear inertia weights balances particles’ global and local
search ability. Second, various auxiliary procedures are
required in order to acquire a better search strategy. To
determine the best solution direction, the search algo-
rithm updates velocity and position data with some auxi-
liary operations. Finally, in order to achieve a non-local-
convergent goal, we incorporate both selection and muta-
tion procedures into our technique. The selection opera-
tions in the developed ANCPSO are used to identify pre-
eminent particles, and the particle’s position is modified
during the mutation operation. The aforementioned three
improvement characteristics are optimized for local and
worldwide search capabilities, allowing the population to
evolve more swiftly and precisely to the best answer. Fur-
thermore, when population variety is also provided, all
individuals escape slipping into local extremum.

(i) Adjusting inertia weight

It is the central idea of ANCPSO that the optimal solu-
tion is searched with the information,which is shared by
individuals in a group referred to as a population. Each
individual relates to the number of IloT workflow tasks in
a searching space.

One population is assumed to have N particles, the
searching space is D. The position X; = (x;1, X2, ,Xip)
and velocity V.= (,vp,---,vip) of a particle
Pi(i=1,2,---,N) are two typical parameters for a parti-
cle. In the kth iteration of PSO, the following two equa-
tions will update the particle’s velocity and position:

VE=w® V5 e - (pbest, — X+
cy 1y (gbest— X5 (8)
XE= X 4 v

where ¢, and ¢, are learning factors, r; and r, are ran-
dom values from the range [0,1], and w® is inertia
weight, which influences particle search capability and
alters the solution space’s search ability. In the original
PSO, the inertia weight w is a decreasing linear function,
ie.,

(k

w ) = Witart — (Wslart — Wend * k/N) (9)

where wy,; and wg,q are the initial and final value of iner-
tia weight w, and N is the maximum number of itera-
tions in PSO.

As a result, this research proposes the following unique
updating method:

R kY
W(k) = Wend +(Wstarl _Wend) : S]n[z (1 - N) ] (10)

(i1) Updating velocity and position

Cosidering (8) and (9), the updated search direction
speed is a completely random procedure. In this case,
each particle’s search space is large, and certain spots that
are distant from the best solution do not require particle
search. In our ANCPSO technique, the search process
adds two positional variables Xr¥ and XI¥ to each indi-
vidual in the particle swarm, which are analogous to bee-
tle antennae.

The particle’s velocity will be updated by (8), and the
particle’s position will be updated by the following equa-
tion in the kth iteration of ANCPSO:

X = X+ AVE+ (1= At (11)

where A is a positive constant, the increment in particle
position is determined as follows:

X = o VEsign(F(Xr) - f(XI) (12)

where f(Xr¥) and f(XI") are fitness function values for
positional variables Xr* and X/, respectively, and sign is
a symbolic function. If f(Xrf)— f(XI) > 0, the value is 1,
and if f(Xr¥)— f(XI¥) =0, the value is 0. When f(Xr¥)—
F(XI*) <0, however, the value is equivalent to —1. The
step size o* can be computed by using the following for-
mula:

o =ets-o* . (13)

These two positional variables Xrf and X/ can be
updated by
Xrt =Xrf+ Vi-d'2
k+1 k k k : (14)
X =XE+Vi-d2
The distance d* between two antennas is updated by
d*=0*/c; (15)

where c; is a positive constant.

(iii) Employing selection and mutation operations

Some particles will discover a place area of the best
solution while the particle swarm iteration reaches a cer-
tain value. When the entire particle swarm achieves a
local maximum, it is said to have reached a local opti-
mum, a local optimal position for the optimal area is
established, the genuine optimal solution can be obtained.
It is impossible to get the global ideal position. Thus,
selection and mutation procedures are used to maintain
the variety of the entire particle swarm, resulting in a bet-
ter near-optimal solution for IIoT workflows scheduling.

Setting the mutation probability and randomly generat-
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ing a number, each mutation is required for the concrete
mutation procedure. m vectors are chosen at random for
each individual’s D-dimensional position, and their previ-
ous values are replaced with new random numbers. Con-
sider the two five-dimensional particles represented in
Fig. 9, which are undergoing mutation.

Individual Individual Mutation .
s . Mutation result
number initial value position
1 [0]1]2]3T4] 2 [0]
2 (12]3T4T5] 4 (2]378T5]

Fig. 9 A mutation operation example

Algorithm 1
tions.

Input: Number of servers M, size of particle swarm K,
particle dimension D.

Output: Mutational position of particle X’
1fori=1to K do

2 Calculate the fitness value of a given position X;;

3 end

4 Sort all of the particles according to their fitness levels;

Employing selection and mutation opera-

5 Set mutation rate to p;

6 r=Rand[0, 17;

7fori=1to K do

8 if7 < p then

9 n=Rand[0,K];

10 pso=Rand[0,D];

11 R=Rand[0,M];

12 Choose particles from the particle swarm that
have the number n;

13 Temp=X,,;

14 end

15 if Temp # X, then
16 Xpo = R;

17 end

18 end

19 return X .

Algorithm 1 shows a thorough implementation of
ANCPSO. The fitness value for each particle is com-
puted first (lines 1-3) by this procedure. Then, from tiny
to large, sort all of the particles according to their fitness
values (see line 4). Then, using the mutation rate as a
guide, alter several particles at random (see lines 5—18),
where Rand is a function for generating random numbers.
Finally, the procedure returns the mutational positions of
all particles (see line 19).

(iv) ANCPSO on workflow scheduling
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In ANCPSO, a particle’s solution space is used to rep-
resent an industrial job scheduling plan. In a DAG work-
flow, each task node corresponds to one particle dimen-
sion. To put it another way, the number of process jobs
equals the dimension of a particle encoding. The task-to-
server service mapping is then generated for each dimen-
sion of one particle.

The ANCPSO scheduling algorithm is designed for
workflow application based on particle encoding and fit-
ness function. Algorithm 2 shows a detailed implementa-
tion of ANCPSO on process scheduling in a cloud-edge
scenario.

Algorithm 2 ANCPSO on workflow scheduling

Input: Size of particle swarm K, number of tasks N,
maximum numbers of iteration N, .

Output: The near-optimal scheduling solution S ..
1fori=1to K do

2 Randomize the schedule initialization S, the search
velocity V;, the position of two antennas Xr¥, X/*, and a
few other parameters;

3 end

4fori=1to K do

5 Calculate the worth of a scheduling strategy in terms
of fitness S;;

6 end

7 Choose the K scheduling plan with the best near-opti-
mal minimal fitness schedule;

8fori=1to T, do

9 fori=1to K do

10 Update weight w*;

11 Update the step size o and the distance d*;

12 Update the positions of two antennas Xr¥ and XI;
13 Calculate the fitness value of Xrf and X/;

14  Calculate x¥;

15 Update V;;

16 Update the scheduling plan S;

17 Perform mutation on selected object particles;

18 Servers should be redistributed for tasks in the
schedule;

19 Calculate the value of a scheduling plan’s fitness
Si;

20 end

21 Choose the K scheduling plan with the best near-
optimal minimal fitness schedule;
22 end

23 return S ..

This algorithm randomly initializes position (i.e., the
scheduling plan), the velocity of all particles, and the
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position of two antennas, among other parameters, in
Algorithm 2 (lines 1-7). Then, based on the current
approach, update the schedule, including speed, position,
selection, mutation, and so on, and reassign the task to the
server (lines 10-17). After that, each scheduling plan’s
fitness value should be calculated, and the global optimal
scheduling plan should be updated (lines 18, 19, and 21).
Then an almost-ideal schedule is provided (line 23).

5. Efficiency of cloud-edge architecture

In this section, we officially demonstrate the benefit of
hierarchical fog computing in terms of boosting cloud
resource usage efficiency when handling IloT peak loads.
We first offer a generalized analytical model for a two-
tier hierarchical cloud. The research findings based on
this two-tier model are then extended to a more complex
cloud-edge hierarchy structure.

A two-tier cloud-edge architecture, as shown in
Fig. 10, comprises of s servers in tier-1 and one server in
tier-2. The computational capacity of the ith tier-1 servers
i feqee(i), and the amount of received IloT workload is
W;; both fi4,.(i) and W; are measured in central process-
ing unit (CPU) cycles. In tier-2, however, we only have
one server with f,,4 capacity.

Tier-2 cloud

Offloading

workload

Fig. 10 Two-tier hierarchy of cloud-edge for I1oT workloads

We investigate the benefit of hierarchical cloud-edge
on enhancing the efficiency of server resource consump-
tion using the workload models above. Without loss of
generality, f..a Will be provisioned to edge servers,
when using the same amount of capacity in a flat cloud
architecture. Moreover, we also distinguish between flat
(one layer) and hierarchical (cloud-edge) systems. To
compare and contrast flat and hierarchical cloud-edges,
for any computation capacities fee(1) and fogee(2),
Jedge(1) + feaee(2) = fuoud, it is obtained that

PO+ 0; < fuoud) 2
P((Ol < dege(l))P((OZ < fEdge(Z)) .

Then for any fu4.(i) € [0, C] and Zfedge(i) = fetoud,

i=1
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there exists
P[Z Oi < fcloud] > HP(O, < fédge(i)) .
i=1 i=1

When using a fixed amount of processing resources,
hierarchical cloud-edge computing has a better possibi-
lity of successfully scheduling workloads.

Based on our prior research, we create an analytic
cloud-edge hierarchy comparison model that compares
multi-tier cloud-edge and flat architectures. Then we par-
tition the offloaded workloads O;(i=1,2,---,s) into K
mutually groups {G,,G,---,Gg}. Thus, for any

K

feage() €10, C] and chdge(k) = faoud, it is given that

k=1

P[Z 0 < f] > ]_[ P[Z 0; < fedgeac)]. (16)

k=1 j€Gy

When there is only one cloud server in (16), the effi-
ciency of resource consumption in the 2-tier cloud-edge
hierarchy will be maximized. The number of edge and
cloud servers are the same for s = K in (16); as a result,
flat and hierarchical cloud-edge computing are compara-
ble. We can clearly expand the conclusions for hierarchi-
cal cloud-edge computing with more than two tiers by
recursively repeating the above research.

6. Simulation and performance analysis

The adaptive fuzzy sliding mode control (AFSMC) law
u(t) is verified for TCP flows in this section. The useful-
ness and efficiency of our ANCPSO algorithm for
scheduling IIoT operations in a cloud-edge setting will
next be tested through multiple groups of tests.

6.1 Simulation on TCP flows control

Let N=50, C =300 packets/s, Ry=0.533s and ¢, =
100 packets from [27]. Then the system matrix parame-
ters are shown as

-0.6 -0.01
A_[ 94 -2 ]
-0.6 -0.01
RO
and
10
v ]

The following uncertain parameters are chosen as
1
Gi(x(0) = 7 [ x(1) I,

G,(x(t) =l x(r—=7) |,
AG = 0.1sint.

A sliding surface is given as follows:
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S(x(1)) = 3x1(1) + x2(2).

Then adaptive parameters are obtained as ry =35,
r,=1, r;=8, ry =3, rs = 10. The membership functions
are designed as

T2
x,- + 8
Hi(x;) =exp|—| —x )
24
T 2
Ha(x;) = exp|— n12 >
24
2
Xi
Ha(x;) = exp|— T ],
24
T 2
x,- T
Ha(X;) = exp|— n12 ,
24
T2
Xi——
Hs(x;) = exp|—| —x 6
24

u(t) is put to the test to see if it is reliable. The value of
N ranges from 50 to 130, whereas the value of C is
between 300 and 250. Fig. 11 illustrates the simulation
findings. Due to incorrect parameters, SMC has a lot of
volatility. AFSMC, on the other hand, keeps the current
queue length close to the desired queue length. As a
result, the AFSMC method performs better under a vari-
ety of network conditions and is useful for TCP network
congestion control.

150

100

50

Queue length/packets

0
0 10 20 30 40 50 60 70 80 90 100
Time/ms

——: AFSMC; —: SMC.
Fig. 11 Queue length responses

6.2 Experiment on ANCPSO for IIoT workflows

This subsection introduces the WorkflowSim simulation
framework as well as some information on IIoT work-
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flows. WorkflowSim is extremely close to a fully dis-
tributed environment in terms of functionality, and it
offers a variety of job scheduling, clustering, and
resource provisioning techniques. As a result, this plat-
form may be used to simulate process scheduling in a
cloud-edge scenario. The WorkflowSim platform, which
includes server resource parameter settings, the ANCPSO
algorithm, and other scheduling algorithms, is used to
simulate the execution of IIoT processes in a cloud-edge
environment in this study.

The size of the ANCPSO population is set to 50, and
the particle dimension is set to the number of process
tasks. Wy, = 0.9 and we,q = 0.4, respectively, are the ini-
tial and final values of inertia weight. Maximum iteration
times are set at 300 in ANCPSO. Each round of tests is
repeated 10 times to produce an average result, which
helps to lessen the impact of experimental uncertainties.
Our ANCPSO method, which can find an optimal value
for fitness function, runs a series of tests to identify the
value of weight coefficient @ in (7), as shown in Table 1.

Table 1 Fitness values

a Fitness value a Fitness value
0.1 129.53 0.6 119.53
0.2 128.2 0.7 123.14
0.3 126.98 0.8 108.11
0.4 121.18 0.9 115.12
0.5 119.26

Using an lloT workflow G with 30 task nodes, the pro-
posed ANCPSO method is compared against established
scheduling algorithms such as the PSO, heterogeneous
earliest finish time (HEFT), genetic algorithm (GA), and
MIN-MIN algorithms.

On IIoT processes, ANCPSO delivers the best results
in terms of cost, time to market, and fitness value, as
illustrated in Fig. 12. There are three aspects in total, the
original PSO performs worse than the other algorithms.
Because PSO particles communicate their location infor-
mation, they flock together when one of them finds a
solution. Among these three metrics, the traditional GA
performs somewhat better than the PSO algorithm. The
ANCPSO algorithm, on the other hand, combines the
benefits of these two methods to discover a superior near-
optimal solution. Furthermore, the static scheduling algo-
rithms HEFT and MIN-MIN allocate resources to each
task before the scheduling process begins. As a result,
ANCPSO achieves low cost, makespan, and fitness va-
lues, which may be used to plan IIoT workflows in cloud-
edge computing environment.
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250

PSO GA
= : Cost; mmm : Makespan; [ : Fitnes.
Fig. 12 Comparison of ANCPSO and traditional algorithms

HEFT MIN-MINANCPSO

7. Conclusions

In this paper, a cloud control structure has been designed
for IloT in cloud-edge environment with three modes of
5G. For 5G based IIoT, the TSN service is introduced in
transmission network. It is a promising approach to
extend TSN capabilities over 5G cellular network tech-
nologies, which meets the requirements of a highly flexi-
ble IIoT in the context of Industry 4.0. A 5G logical TSN
bridge is designed to transport TSN streams over 5G
framework. For a TCP model with uncertainties, an
AFSMC is given with fuzzy rules. A collection of coope-
rative users from various groups is proposed for usage in
collaborative edge and cloud settings with infinite capa-
city resources. The ANCPSO is built with nonlinear iner-
tia weight to prevent it from slipping into a local opti-
mum, which can drastically lower the makespan and cost.

References

[1] TAOF,CHENGIJF, QI QL. IIHub: an industrial Internet-of-
Things hub toward smart manufacturing based on cyber-
physical system. IEEE Trans. on Industrial Informatics, 2017,
14(5): 2271-2280.

[2] ZHOU L F, ZHANG L, REN L, et al. Real-time scheduling
of cloud manufacturing services based on dynamic data-
driven simulation. IEEE Trans. on Industrial Informatics,
2019, 15(9): 5042-5051.

[3] CHEKIRED D A, KHOUKHI L, MOUFTAH H T. IIOT data
scheduling based on hierarchical fog computing: a key for
enabling smart factory. IEEE Trans. on Industrial Informa-
tics, 2018, 14(10): 4590—4602.

[4] POKHREL S R, QU Y, GAO L. QoS-aware personalized
privacy with multipath TCP for IIOT: analysis and design.
IEEE Internet of Things Journal, 2020, 7(6): 4849-4861.

[S] SUNJF, YUAN Y, TANG M J, et al. Privacy-preserving
bilateral finegrained access control for cloud-enabled IIOT
healthcare. IEEE Trans. on Industrial Informatics, 2022,
18(9): 6483—6493.

[6] LYUL,CHENCL,ZHU S, et al. 5G enabled codesign of
energyefficient transmission and estimation for IIOT sys-
tems. IEEE Trans. on Industrial Informatics, 2018, 14(6):
2690-2704.

(7]

(8]
(9]

[10]

(1]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

(22]

(23]

(24]

Journal of Systems Engineering and Electronics Vol. 35, No. 4, August 2024

CHENG J F, CHEN W H, TAO F, et al. IIOT in 5G environ-
ment towards smart manufacturing. Journal of Industrial
Information Integration, 2018, 10: 10-19.

XIA Y Q. Cloud control systems. IEEE/CAA Journal of
Automatica Sinica, 2015, 2(2): 134-142.

XIA'Y Q, QIN Y, ZHAI D H, et al. Further results on cloud
control systems. Science China Information Sciences, 2016,
59(7): 1-5.

TAO F, ZUO Y, XU L D, et al. [oT-based intelligent perce-
ption and access of manufacturing resource toward cloud
manufacturing. IEEE Trans. on Industrial Informatics, 2014,
10(2): 1547-1557.

WANG C G, BI ZM, XU L D. IoT and cloud computing in
automation of assembly modeling systems. IEEE Trans. on
Industrial Informatics, 2014, 10(2): 1426—1434.

YUANHH, XIA'Y Q, ZHANG J H, et al. Stackelberg-game-
based defense analysis against advanced persistent threats on
cloud control system. IEEE Trans. on Industrial Informatics,
2019, 16(3): 1571-1580.

LIU G P. Predictive control of networked multiagent sys-
tems via cloud computing. IEEE Trans. on Cybernetics,
2017, 47(8): 1852—1859.

TAN H R, MIAO Z Q, WANG Y N, et al. Data-driven dis-
tributed coordinated control for cloud-based model-free mul-
tiagent systems with communication constraints. [IEEE Trans.
on Circuits and Systems I: Regular Papers, 2020, 67(9):
3187-3198.

RAYATI M, RANJBAR A M. Resilient transactive control
for systems with high wind penetration based on cloud com-
puting. IEEE Trans. on Industrial Informatics, 2017, 14(3):
1286-1296.

TAOF, LAILI Y J, XU L D, et al. FC-PACO-RM: a parallel
method for service composition optimal-selection in cloud
manufacturing system. IEEE Trans. on Industrial Informatics,
2012, 9(4): 2023-2033.

LIU Q, MA Y J, ALHUSSEIN M, et al. Green data center
with ToT sensing and cloud-assisted smart temperature con-
trol system. Computer Networks, 2016, 101: 104—112.

TRAN T X, HAJISAMI A, PANDEY P, et al. Collaborative
mobile edge computing in 5G networks: new paradigms, sce-
narios, and challenges. IEEE Communications Magazine,
2017, 55(4): 54-61.

TALEB T, SAMDANIS K, MADA B, et al. On multi-access
edge computing: a survey of the emerging 5G network edge
cloud architecture and orchestration. IEEE Communications
Surveys and Tutorials, 2017, 19(3): 1657-1681.

ZHANG T, WANG J X, HUANG J W, et al. Tuning the
aggressive TCP behavior for highly concurrent HTTP con-
nections in intra-datacenter. IEEE/ACM Trans. on Network-
ing, 2017, 25(6): 3808-3822.

BALASUBRAMANIAN V, ALOQAILY M, REISSLEIN
M. An SDN architecture for time sensitive IIOT. Computer
Networks, 2021, 186: 107739.

LYU J, ZHAO Y X, WU X, et al. Formal analysis of TSN
scheduler for real-time communications. IEEE Trans. on
Reliability, 2020, 70(3): 1286-1294.

ROMANOV A M, GRINGOLI F, SIKORA A. A precise
synchronization method for future wireless TSN networks.
IEEE Trans. on Industrial Informatics, 2020, 17(5):
3682-3692.

ZHAO L X, POP P, GONG Z J, et al. Improving latency
analysis for flexible window-based GCL scheduling in TSN
networks by integration of consecutive nodes offsets. IEEE



YAN Ce et al.: Cloud control for IIoT in a cloud-edge environment

Internet of Things Journal, 2020, 8(7): 5574-5584.

[25] MISRA V, GONG W B, TOWSLEY D. Fluid-based analy-
sis of a network of AQM routers supporting TCP flows with
an application to RED. Proc. of the Conference on Applica-
tions, Technologies, Architectures, and Protocols for Com-
puter Communication, 2020: 151-160.

[26] HOLLOT C V, MISRA V, TOWSLEY D, et al. Analysis and
design of controllers for AQM routers supporting TCP flows.
IEEE Trans. on Automatic Control, 2002, 47(6): 945-959.

[27] QUET P F, OZBAY H. On the design of AQM supporting
TCP flows using robust control theory. IEEE Trans. on Auto-
matic Control, 2004, 49(6): 1031-1036.

[28] SHAO Y L, LI C L, TANG H L. A data replica placement
strategy for IoT workflows in collaborative edge and cloud
environments. Computer Networks, 2019, 148: 46-59.

[29] AFRIN M, JIN J, RAHMAN A, et al. Multi-objective
resource allocation for edge cloud based robotic workflow in
smart factory. Future Generation Computer Systems, 2019,
97: 119-130.

[30] XUXL,LIUQX, LUOY, et al. A computation offloading
method over big data for IoT-enabled cloud-edge computing.
Future Generation Computer Systems, 2019, 95: 522-533.

[31] XIEY, ZHU Y W, WANG Y G, et al. A novel directional
and nonlocal-convergent particle swarm optimization based
workflow scheduling in cloud-edge environment. Future
Generation Computer Systems, 2019, 97: 361-378.

[32] WANG Y M, YANG S S, REN X B, et al. IndustEdge: a
timesensitive networking enabled edge-cloud collaborative
intelligent platform for smart industry. IEEE Trans. on Indus-
trial Informatics, 2021, 18(4): 2386-2398.

Biographies

YAN Ce was born in 1991. He received his B.S.
degree in mathematics and applied mathematics
from Hebei University of Science and Techno-
logy, Shijiazhuang, China, in 2014, and M.E.
degree in control theory and control engineering
from Yanshan University, Qinhuangdao, China,
in 2017. He is currently working toward his Ph.D.
degree in control science and engineering in Bei-
jing Institute of Technology, Beijing, China. His research interests
include cloud control systems and application, cloud workflow schedul-
ing, industrial IoT and intelligent manufacturing systems.

E-mail: yancemc@163.com

1027

XIA Yuanqing was born in 1971. He received
his M.S. degree in fundamental mathematics from
Anhui University, China, in 1998 and Ph.D.
degree in control theory and control engineering
from Beihang University, Beijing, China, in 2001.
He is now the dean of School of Automation, Bei-
jing Institute of Technology. His research inter-
ests are cloud control systems, networked control
systems, robust control and signal processing, active disturbance rejec-
tion control, and unmanned system control.

E-mail: xia_yuanqing@bit.edu.cn

YANG Hongjiu was born in 1981. He received
his B.S. degree in mathematics and applied mat-
hematics and M.S. degree in applied mathematics
from Hebei University of Science and Techno-
logy, Shijiazhuang, China, in 2005 and 2008,
respectively. He received his Ph.D. degree in con-
trol science and engineering from Beijing Insti-
4 tute of Technology, Beijing, China. He was an
associate professor with the Department of Automation, Institute of
Electrical Engineering, Yanshan University, Qinhuangdao, China, in
2013 and 2018. He is currently a professor with the Department of
Automation, School of Electrical and Information Engineering, Tianjin
University, China. His main research interests include robust control/fil-
ter theory, delta operator systems, networked control systems, and
active disturbance rejection control.

E-mail: yanghongjiu@tju.edu.cn

ZHAN Yufeng was born in 1990. He received his
Ph.D. degree in control science and engineering
from Beijing Institute of Technology in 2018. He
is an assistant professor with the School of
Automation, Beijing Institute of Technology, Bei-
jing, China. His research interests include net-
working systems, game theory, and machine
learning.

E-mail: yu-feng.zhan@bit.edu.cn



