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Abstract: Beam-hopping technology has become one of the
major research hotspots for satellite communication in order to
enhance their communication capacity and flexibility. However,
beam hopping causes the traditional continuous time-division
multiplexing signal in the forward downlink to become a burst
signal, satellite terminal receivers need to solve multiple key
issues such as burst signal rapid synchronization and high-per-
formance reception. Firstly, this paper analyzes the key issues of
burst communication for traffic signals in beam hopping sys-
tems, and then compares and studies typical carrier synchro-
nization algorithms for burst signals. Secondly, combining the
requirements of beam-hopping communication systems for effi-
cient burst and low signal-to-noise ratio reception of downlink
signals in forward links, a decoding assisted bidirectional vari-
able parameter iterative carrier synchronization technique is pro-
posed, which introduces the idea of iterative processing into car-
rier synchronization. Aiming at the technical characteristics of
communication signal carrier synchronization, a new technical
approach of bidirectional variable parameter iteration is adopted,
breaking through the traditional understanding that loop struc-
tures cannot adapt to low signal-to-noise ratio burst demodula-
tion. Finally, combining the DVB-S2X standard physical layer
frame format used in high throughput satellite communication
systems, the research and performance simulation are con-
ducted. The results show that the new technology proposed in
this paper can significantly shorten the carrier synchronization
time of burst signals, achieve fast synchronization of low signal-
to-noise ratio burst signals, and have the unique advantage of
flexible and adjustable parameters.
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1. Introduction

With the advancement of satellite internet applications,
satellite communication technology is progressing
towards high throughput satellite (HTS) communication
systems. HTS utilizes technologies such as point beam,
fugitive beam, and frequency multiplexing to provide
several to tens of times more capacity than conventional
satellites under the same orbit and spectrum conditions.
Beam hopping technology has become one of the major
research areas for HTSs to enhance their communication
capacity and flexibility.

At the same time, existing forward service communica-
tion systems mainly use standard systems such as DVB-
S2/S2X, which usually use high-performance compiled
codes such as low density parity check (LDPC) code as
channel coding. The high-performance LDPC codes fur-
ther reduce the working threshold of communication
demodulation, thus the demodulation of low signal-to-
noise ratio (SNR) burst signals becomes the key to the
processing of hopping beam service communication.

In digital receivers, the most critical part of demodula-
tion technology is synchronization technology, which
requires carrier synchronization and bit timing synchro-
nization to be implemented in the receiver. Digital com-
munication can be divided into continuous communica-
tion mode and burst communication mode. The burst
communication mode involves a short transmission time
signal, where data is transmitted using multiple disconti-
nuous time slots, and a transmission time slot is often re-
ferred to as a time slot. Burst communication is more com-
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plex in terms of demodulation and synchronization as the
burst signal is very short and the efficiency of the trans-
mission frame format has to be taken into account. In
burst communication, in order to ensure the performance
of the receiver, a certain length of leading symbol is usu-
ally required to transmit synchronization information.
The choice of the leading symbol’s length is influenced
by several factors. A longer leading symbol makes it eas-
ier for the receiver to synchronize, but it also reduces the
frame efficiency. On the other hand, a shorter leading
symbol makes it more challenging for the receiver to syn-
chronize, but it increases the frame efficiency.

The successful application of hopping beam techno-
logy in HTS communication systems requires achieving
high frame efficiency and low SNR simultaneously. This
means that signal reception needs to be completed with a
short leading head and low SNR, while also achieving a
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bit error rate (BER) level comparable to that of standard
systems like DVB-S2/S2X [1]. However, this presents
technical challenges such as fast capture of burst signals,
high precision bit synchronization of burst signals, and
high precision carrier synchronization of burst signals.

2. Burst signal carrier synchronization
technology

The hopping beam technology of the HTS system is
implemented in the forward link of the system, where
several user beams combine to form a beam cluster and
share frequency and power resources in a time-sharing
manner. In order to ensure that the signal reaches the
intended user beam, the satellite performs precise time
and space switching and forwarding. Fig. 1 shows a
schematic diagram of the forward downlink using the
hopping beam technique.
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Fig. 1 Schematic diagram of the forward downlink using the hopping beam technique

In Fig. 1, a beam cluster is formed by four user beams,
and the signal gateway station plans the communication
data flow in time in the form of burst signal packets
according to the communication service requirements of
each beam, and the four user beams share the downlink
frequency and power resources of the satellite in space in
a time-sharing manner.

Satellite beam hopping optimizes system capacity and
flexibility of use, but as beam hopping causes the tradi-
tional continuous time-division multiplexing (TDM) sig-
nal in the forward downlink to become a burst TDM sig-
nal, ground receivers need to adapt to demodulation in
burst mode, placing demands on the ground demodulator
for fast synchronization.

Burst signal detection can use time domain detection or

frequency domain detection methods. It presents a time
domain signal detection algorithm that utilizes multi-
plexed differential correlation and has been shown to
have strong detection capabilities at low SNRs in pre-
vious studies [2]. This algorithm has a lead length of 192
symbols and E;/N,= 2 dB. The miss detection rate and
false detection rate are both lower than 1075, which pro-
vides a viable solution to the burst signal capture prob-
lem under low SNR conditions.

Symbol synchronization, also known as code-element
synchronization, is widely used based on interpolation fil-
tering [3]. It proposes an energy comparison-based sym-
bol synchronization method in [4]. When the symbol
sampling rate is 8, the theoretical normalized timing devi-
ation after synchronization using this algorithm does not
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exceed 0.125 code-element cycles. Additionally, increas-
ing the number of code elements for weighted averaging
can reduce the applicable threshold of the algorithm. The
E; /N, operating threshold can be lower than 0 dB.

In coherent demodulation, in addition to bit synchro-
nization, carrier synchronization is a separate challenge,
which consists of frequency synchronization and phase
synchronization. These components have specific require-
ments of the lowest possible SNR and the smallest possi-
ble phase error. Carrier synchronization also has perfor-
mance requirements, including a fast synchronization
build-up time and long hold time. For burst channels in
satellite communications, carrier synchronization require-
ments are even more stringent. The carrier synchroniza-
tion time must not only be fast but also highly reliable.

2.1 Closed-loop carrier synchronization algorithm

Various closed-loop carrier synchronization algorithms
are available, with Fig. 2 showing a fine-grained phase
recovery algorithm that is commonly used in DVB-S2
receivers [5]. This algorithm is essentially a conventional
phase-locked loop (PLL) structure with a process that
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involves multiplication and discrimination of the input
sample signal with two local orthogonal carrier signals.
The discriminated result is filtered and demodulated, and
then fed to the phase detector to obtain the error signal.
This signal is filtered in the loop and controls look-up
table to produce the local carrier, which is then multi-
plied with the input data to form a closed loop. The loop
filter is usually in the form of a second or third order to
ensure accurate tracking of the input signal phase, fre-
quency, frequency change rate, and other parameters,
thereby reducing the system’s error performance. The
loop bandwidth selection is crucial since it directly
affects the algorithm’s capture speed and synchroniza-
tion accuracy, which is a key design trade-off. Addition-
ally, to improve the loop’s capture performance, initial
frequency and phase estimation are often used. The algo-
rithm has an advantage since, once the initial carrier syn-
chronization is complete, it can automatically track
changes in frequency and phase bias, and the parameters
are chosen appropriately to ensure high tracking accu-
racy, thereby resulting in a relatively good receiver BER
performance.
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Fig. 2 Carrier synchronization algorithm used in DVB-S2 receivers

To visualize the performance of the algorithm, the simu-
lation parameters are as follows, the modulation signal is
a quadrature phase shift keying (QPSK) signal, the initial
frequency bias Af= —50 kHz, the symbol rate f,=
3 MHz and the sampling frequency is 24 MHz. Simula-
tion results are shown in Fig. 3 and Fig. 4.

From the simulation results, it can be seen that when
the SNR is relatively high, the proposed algorithm can
quickly achieve synchronization. However, when the
SNR is low, the locking time becomes significantly
longer. In low SNR conditions, in order to ensure the
accuracy of carrier tracking, a very narrow loop band-
width parameter is required. However, this can inevitably
lead to longer acquisition times, which is a common issue
with such closed-loop algorithms. Considering the above
reasons, the main challenge for applying such closed-loop
carrier synchronization algorithms in burst communica-

tion is how to achieve fast capture of signal phase within
a relatively short signal duration.
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Fig.3 Algorithm frequency response curve at SNR=10 dB
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Fig. 4 Algorithm frequency response curve at SNR=4 dB

2.2 Open-loop carrier synchronization algorithm

Commonly used open-loop carrier parameter estimation
algorithms include frequency domain estimation algo-
rithms and time domain estimation algorithms. A fre-
quency domain estimation method detects coarse fre-
quency values by searching for peaks and uses spectral
line information for accurate estimation in [6]. On the
other hand, time-domain estimation algorithms extract
frequency bias information from signal autocorrelation
values. High estimation accuracy at high SNR can be
achieved with the Kay estimation algorithm and its
related improvements in the time domain algorithm
[7-10]. In the frequency domain algorithms, the Rife
algorithm and its related improvements are used by
searching for periodogram peaks [11-14].

(1) Mathematical model of open-loop frequency bias
estimation algorithm

It is assumed that bit synchronization has been
achieved prior to frequency bias estimation and that the
point used for estimation is the best sampled point. The
received QPSK signal containing the data information

and the carrier frequency bias can be expressed as
r(k) = exp(JrAfT k + ¢y + 0)) + n(k) =
Aexp(jRrAfTk+ ¢ +0+a;)), 0<k<L-1. (1)

The mathematical model of the open-loop frequency
bias estimation algorithm can be described as follows. Af
represents the carrier frequency difference, T, represents
the symbol period, and n(k) ~N(0,20) represents the
additive complex Gaussian noise with equal variances o™
for its in-phase and quadrature components. 6 represents
the predetermined phase difference of the carrier, A; rep-
resents the instantaneous amplitude of the signal, @, rep-
resents the equivalent phase noise, ¢, represents the
phase value of the data modulation, and ¢, € {+x, +37/4}.

After the bit synchronization, the modulation informa-
tion is removed using the known preamble sequence
C(k), resulting in a sequence Z(k)=r(k)-C" (k)=
el@mATk+0) 4 (k) containing only frequency and phase off-
set information, where * indicates conjugate transposi-
tion. The frequency offset estimation algorithm then uses
the samples {Z(k),1 <k < L} to estimate the carrier fre-
quency offset.

(i1) Carrier frequency bias estimation algorithm based
on periodogram

The fast Fourier transform (FFT) frequency offset esti-
mation algorithm is a typical representative of carrier fre-
quency offset estimation algorithms based on periodo-
grams. The basic idea is to perform demodulation on the
input base band sampled signal and then perform an
N-point FFT transformation. By searching for the ampli-
tude peak of the transformed data, the frequency devia-
tion is calculated. The value of N determines the estima-
tion accuracy of the frequency deviation, and a specific
selection needs to balance the trade-off between computa-
tional complexity and accuracy. The structure of the FFT
frequency offset estimation algorithm is shown in Fig. 5.
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Fig. 5 Structure of the frequency bias estimation algorithm

The N-point discrete Fourier transform (DFT) of the
demodulated signal from Z (k) is used to obtain the spec-

trum:

N-1
F(n) = ZZ(k)e’jzﬁk" = |F(n)|e/ ™ )

k=0

where n=0, 1, --, N—1. ng., the value of n that maxi-
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mizes the amplitude-frequency characteristic |F (n)| of the
DFT is searched. Then, according to the maximum likeli-
hood estimation theory, the maximum likelihood estima-
tion value of the frequency offset f; can be obtained as

Mg N
e 5 0 < max <—=—- 1
. AT TSI 5
‘7 N_nmax N < <N 1
aT,N 2 S

The spectral spacing of spectral lines for the accu-
racy of the frequency bias estimate calculated by the N-
point FFT is (MT,N)' . If the peak value of the actual
signal spectrum is the same as the peak value spectrum
line of the FFT amplitude-frequency characteristic, there
is no frequency estimation bias. If they are different,
it must appear between two spectral lines, and in practi-
cal calculations, the spectral line with the smallest dis-
tance to the peak value can be selected as the frequency
offset estimation result. Therefore, the maximum estima-
tion error of the FFT frequency offset estimation algo-
rithm is
smmEiTw @

When high synchronization accuracy is required, the
introduced estimation error by the FFT algorithm cannot
be tolerated. Therefore, in recent years, a large amount of
research has been devoted to reducing the estimation
error introduced by the FFT algorithm. There are gene-
rally two directions that one is to perform frequency
interpolation, and the other is to use some iteration algo-
rithm to obtain the accurate value after the initial estima-
tion. Here, we introduce the most commonly used binary
frequency search method.

(iii) Binary frequency search algorithm

To further approach the true value of frequency offset
estimation and facilitate carrier synchronization and
tracking, a binary search method can be designed to
search for the true peak position of the spectrum and
improve the accuracy of frequency estimation. The binary
search can be performed in the following steps.

Step 1 Initialize the frequency step 4 to be searched
for, using the peak position m obtained from the FFT as
the initial point, and calculate

N-1 o
|Fy| = Zzieﬂﬁl(m%)
i=0

N-1

_ 7j2—7[im
|Fs| = Ze N

i=0

N-l 2n
_ —j = i(m+4)
|Fs3] = § Ze N
i=0

IAf =

)

A
Step 2 Make 4= 5 If |F|| > |F;5|, then m=m—4,
[Fy|=|F\l, |F3l=I|F|; if |F\|<|F5|, then m=m+4,

'2—nim
IF\l = |Fol, [F3] = [Fy), [Fal = | Ze ™),

i=0
Step 3 Repeat Step 2 until 4 achieves the required
accuracy. At this point, the frequency bias estimate can
be obtained as

N
M o<m<2-1
» |aT.N 2 ©
) N-m N< < N_
aTN’ 2 S™S

(iv) Carrier phase estimation

With the above steps, the carrier frequency bias estima-
tion is completed. Next, the initial frequency bias is com-
pensated for using the estimation results to obtain the fol-
lowing signal:

(k) = ( SICRAST ki +0) n( k)) e 2T Tk itk —

e’+n'(k), 0<k<L-1. @)

Assuming that the in-phase and quadrature compo-
nents of r (k) are I and Q respectively, we have
I =cos(0+a;) and Q = sin(6 + a;), where «; is the phase
error introduced by additive Gaussian white noise.

When the SNR is high, a; is very small and can be
estimated as 6 = arctan (Q/1).

When the SNR is low, only then are multiple estimates
used to improve their accuracy. This is done as follows:

1 v 1<
I'= NZ@ :NZCOS(9+ak), (8)
k=1 k=1
1< 1 &
Q= NZQk = D sin(@+a). ©)
k=1 k=1
The final carrier phase estimates are
1 N
N Z sin(0+ ay)
6= arctan(%) = arctan k;l— . (10)
1
v Z cos(6+ ay)
k=1

The estimate in (10) is the minimum unbiased esti-
mate [15].

It provides the Cramer-Rao bound (CRB) for car-
rier phase estimation, CRB (0) = 2Ly x SNR)™', where
L, is the typical length of the preamble sequence used
to estimate carrier phase offset. SNR is the SNR in [15].

Burst communication frames typically include a
preamble header sequence used for aiding synchroniza-
tion, with a typical length of several tens to several hun-
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dreds of symbols, depending on the receiver’s operating
SNR threshold. To achieve fast carrier capture,
researchers have proposed various data-assisted carrier
parameter estimation algorithms based on the preamble
header, such as LR (Luise and Reggiannini), LW (Lovell
and Williamson), MM (Mengali and Morelli), Fitz, and
others. Fig. 6 shows the frequency offset estimation vari-
ances for these four algorithms at different SNRs, reveal-
ing that, except for the LW algorithm, the other three
algorithms exhibit performance close to the CRB at low
SNRs [16].
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Fig. 6 Variance of frequency estimates at different SNR (with

preambles length of 128)

However, at low SNR, such as 0 dB, the estimated nor-
malized residual frequency offset after estimation for typi-
cal preambles with a length of 128 remains around 107,
as shown in Fig. 7. Therefore, the loop still requires a
considerable number of symbols to successfully achieve
synchronization.
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Fig. 7 Lock-in acquisition of the SNR at low SNR with a normali-
zed residual frequency offset of 10~

According to the above simulation, it is known that
open-loop algorithms can achieve fast reception of burst
signals, but generally require a higher SNR threshold to
operate. Under low SNR conditions, the estimation accu-
racy limitations lead to longer normal lock-in time with
open-loop assistance. Existing algorithms are difficult to
meet the requirements of low SNR and efficient burst
communication.

It proposes a processing method for parameter esti-
mation iterative demodulation in a true multi-high
dynamic environment in [17], mainly aimed at impro-
ving performance in dynamic environments, with a
simulated SNR of up to 3 dB. Pilot assisted methods
are mainly used to achieve the estimation SNR of up to
0 dB in [18]. Its characteristic is that it requires a large
amount of pilot and relatively low frame efficiency. It
proposes a two-stage FFT correlation compensation
method for short burst signals to improve their frequency
and phase estimation accuracy, which requires a lot of
resources and is not suitable for medium to high-speed
signal processing in reference [19]. Convolutional neural
network is proposed to improve the bit error performance
under low SNR, which is characterized by high complex-
ity and insufficient real-time performance in [20].

Unlike the above literature processing methods, this
paper proposes a low SNR burst signal reception method
suitable for onboard processing, called decode-assisted
bidirectional variable-parameter iterative carrier synchro-
nization technique.

3. Decode-assisted Dbidirectional variable-
parameter iterative carrier

synchronization technique

After conducting a thorough comparison of dozens of
methods for tracking carriers, comprehensive perfor-
mance results were obtained in the study presented in
[21]. The results, as shown in Fig. 8, indicate that the dif-
ferent algorithms exhibit varying levels of adaptability in
three common application scenarios which consist of
smooth random influence, non-smooth random influence,
and high dynamics. Overall, the closed-loop algorithm
based on the PLL and its modified structure exhibits the
best performance for smooth random influence, while the
open-loop algorithm is more suitable for non-smooth ran-
dom influence. The adaptive technique and the frequency-
locked loop combined with the PLL show advantages in
high dynamic conditions.
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Fig. 8 Comprehensive performance comparison of carrier tracking algorithms

In HTS communication systems, the vast majority of
applications are low-dynamic, and the satellite channel
exhibits mainly Gaussian white noise characteristics. In
such scenarios, closed-loop carrier tracking techniques
such as PLL can achieve the best carrier tracking perfor-
mance. This is the fundamental reason why PLL or simi-
lar techniques are commonly used in the DVB-S2 family
of standard receivers.

The burst signal operating mode used in hopping beam
technology is characterized by a short signal duration,
which contradicts the long loop capture time of the PLL.
This is the main reason why PLL technology is generally
considered unsuitable for low SNR burst signal reception
processing in burst signal receiver design. At present, it is
generally accepted that open-loop carrier phase tracking
technology should be used under such burst communica-
tion signal conditions. However, its performance under
low SNR conditions cannot meet the system’s usage
requirements. This directly leads to a high SNR operat-
ing threshold of the hopping beam satellite receiver ter-
minal, resulting in reduced forward and downward link
performance of the HTS communication system. Ulti-
mately, the total communication capacity of the entire
system is reduced, and the expected effect of using hop-
ping beam technology to improve the communication
capacity of the system cannot be achieved.

At present, for broadband communication satellites,
they generally operate in the Ka frequency band. Consi-
dering the stability and accuracy differences (usually in
the 10 ° order) of satellite ground frequency sources, the
frequency deviation generated in the Ka frequency band
(taking 30 GHz as an example) can reach over 30 kHz.
For medium to high-speed communication (taking 256
ksps symbol rate as an example), the relative deviation of
this frequency deviation from the symbol rate can reach
over 11.7%, making it impossible to use narrowband PLL

tracking methods (generally less than 0.1%) for low sig-
nal ratio environments.

To address the aforementioned technical difficulties,
this paper proposes a decode-assisted bi-directional vari-
able-parameter iterative carrier synchronization tech-
nique. It can effectively improve the demodulation per-
formance of burst signals with low SNRs, enabling the
expected effect of using hopping beam technique to
improve the communication capacity of the system to be
realized.

3.1 Decode-assisted bidirectional variable-parameter
iterative carrier synchronization
algorithm architecture

In recent years, with the application of LDPC and other
codes, scholars have proposed some decoding-assisted
synchronization algorithms, which utilize the soft infor-
mation output by the decoder to assist parameter synchro-
nization in demodulation [22—24]. These algorithms can
effectively estimate the carrier phase deviation at low
SNR, but they all assume that the phase deviation is con-
stant or can be considered constant within the encoding
block, and can only work in the stable tracking phase,
which cannot meet the above application requirements.

The bidirectional variable-parameter iterative carrier
synchronization algorithm based on decoding assistance
can reduce the requirement for the length of the pream-
ble and can balance between the working threshold and
algorithm complexity. This method adopts two technical
measures in combination:

(i) Bidirectional variable-parameter iterative carrier
synchronization;

(i) Decoding-assisted judgment based on frequency
partition presetting.

The architecture of the bidirectional variable-parame-
ter iterative carrier synchronization algorithm based on
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decoding assistance is shown in Fig. 9. It mainly includes
an input buffer module, an initial frequency offset estima-
tion module, a frequency offset partition presetting mo-

dule, a bidirectional variable-parameter iterative carrier
synchronization module, and a phase ambiguity resolu-
tion and soft-decision mapping module.

Initial Bidirectional variable-parameter iterative
> frequency carrier synchronization algorithm based on
offset estimation decoding assistance
LDPC
Date_1 .
- > Sfo
= on >
22 8 - f Iterate the
Date QO g 5 = ! 5| Bidirectional variable- Phase ambiguity »| decoding
> 2 g parameter iterative resolution and soft- module
§ £ carrier synchronization decision mapping g T
g module module Onti
= 5| e ptimal
= & »|| judgement

Fig. 9 Architecture of the bidirectional variable-parameter iterative carrier synchronization algorithm with decoding assistance

The architecture of the bidirectional variable-parame-
ter iterative carrier synchronization algorithm includes
several modules. The input buffer module stores the input
information that has been synchronized by symbol syn-
chronization. The initial frequency offset estimation mo-
dule uses data-aided estimation algorithms (such as MM
and LR) based on burst preamble to obtain the initial fre-
quency offset f, of the carrier. The frequency offset parti-
tion pre-setting module uniformly divides the residual
frequency offset after initial frequency offset estimation
into NV sub-intervals according to its possible value range,
with center frequency points f;, f/ -, fy_, in each sub-
interval. The bidirectional variable-parameter iterative
carrier synchronization module performs forward capture,
iterative backtracking tracking, and forward tracking on
the input information after frequency pre-setting using a
second-order decision feedback loop. The phase ambigu-
ity resolution and soft solution mapping module rotates
the phase of the output information after carrier tracking
based on the state of the unique word phase module, and
outputs N-channel soft solution mapping information.
The LDPC decoder performs channel decoding on the
soft solution mapping information output by the modem.
The optimal decision module is set in the decoder to
select the optimal channel for decoding output from the N-
channel soft solution mapping information.

3.2 Bidirectional variable-parameter iterative
carrier synchronization

In coherent communication, PLL and their deformation
structures are widely used. The loop design largely deter-
mines the performance of the communication system, and

the commonly used second-order digital loop phase
model is shown in Fig. 10.
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Fig. 10 Phase model of a second-order digital PLL

K =K K, is the loop gain and c,, ¢, are the digital
loop parameters. The equivalent phase noise caused by
the input white noise, filtered by the loop, can be
expressed as

5 S\'B,
7=(5) 5 an
where B; is the loop front-end filter bandwidth, (S/N); is
the ratio of the input signal power to the noise power
passing through the front-end filter, and B, is the loop
noise bandwidth.

The ability of the loop to suppress noise can be

reflected by the loop SNR, which is defined as

(¥).- -z 12
N/. o 5 N/i By

Phase noise causes a deterioration of the BER and for a
given target BER the corresponding loop S/N ratio can be
calculated. In a real communication system, the input S/N
ratio (S/N); and the pre-filter bandwidth B; are given. In
order to keep the BER level at a low S/N ratio and to con-
trol the loop hopping probability, the loop bandwidth B;
must be narrowed. However, a smaller loop bandwidth B;
also means a longer capture-in time for the PLL, which

creates a conflict between the fast synchronization and
low SNR requirements mentioned earlier.
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In this scenario, the PLL faces difficulties in meeting
the requirements of burst signal demodulation due to its
long capture-in-lock time. However, by drawing on the
iterative process used in decoding, the input signal can be
stored, and the previous loop run’s frequency and phase
estimation results can be used as a starting point for the
iterative process. By iterating over the leading header
data in both directions, the loop entry speed can be
greatly accelerated. The reason for bi-directional itera-
tion is that the frequency estimate and the direction of
data processing are linearly related during the process of
estimating carrier frequency bias. That is, the result of
estimating from the beginning to the end of the data is

Input Data
—> . x C;
caching

opposite in sign to the inverse estimate. Therefore, to
achieve continuous phase estimation of the signal, an
inverse iteration operation is used. However, each time
the direction is reversed, the sign of the current fre-
quency bias estimate needs to be reversed as well. Dur-
ing the bi-directional iterative carrier synchronization
process, the loop parameters can be continuously changed
according to specific needs to adjust the intra-loop SNR
and loop behavioral characteristics at different stages,
thus achieving the best synchronization performance.

The processing flow of the algorithm is illustrated in
detail in the following example. Fig. 11 shows a com-
monly used second-order loop.

A

71

¢

Numerically controlled oscillator |<

Fig. 11 Block diagram of a second-order digital PLL

When it uses the bidirectional variable-parameter itera-
tive carrier synchronization algorithm, the processing of
each burst data block is as follows.

Step 1 Estimate the initial frequency offset of the
carrier using the leading header in the burst data block f,
and prepend it to the loop as the initial frequency control
word F, (0).

Step 2 Sequentially read out data Data(1) to Data(n)
from the data cache, use the PLL for forward capture,
monitor the loop in-lock situation in real time during the
process, and decide the subsequent operation. If it is not
locked after running to the end of Data(n), execute the
subsequent Step 3; if it is locked, skip Step 3 and Step 4
to enter the tracking state.

Step 3 Invert the loop frequency control word, i.e.,
set to —F ., (V). Then, Data(n) to Data (1) are read out in
reverse order from the data cache, and the PLL is used for
reverse iterative synchronization. The lock-in condition
of the loop is monitored in real-time during the process to
determine the subsequent operation. If it is still not
locked after running to the end of Data(1), proceed to Step 4;
if it is locked, Step 4 can be skipped to enter the tracking
state.

Step 4 The loop frequency control word is again
inverted, i.e. set to —F,, (0). The data from Data (1) to
Data(n) is read sequentially from the data cache, and the
forward tracking is performed using a PLL. The loop is
monitored in real time to determine the next operation. If

the loop is not locked at the end of Data(n), Step 3
is performed; if it is locked, the trace state can be
entered.

The maximum number of iterations is set during the bi-
directional variable reference iterative carrier synchro-
nization, and the algorithm process ends when the loop
remains unlocked.

The process of the bi-directional parameterized itera-
tive carrier synchronization algorithm is illustrated in
Fig. 12. According to the requirements of a certain
project, the simulation parameters are chosen as symbol
rate of 2.4 Msps, initial frequency offset of 240 kHz,
SNR of 0 dBm, binary phase shift keying (BPSK) modu-
lation, 200 data bits for the preamble, and 1000 bits for
the simulated data. After using the bi-directional parame-
terized iterative carrier synchronization algorithm, the
capture-in-lock curve of the loop is shown in Fig. 13.
Fig. 13(a) shows the results of the algorithm running for-
ward synchronization, reverse iterative synchronization,
and forward iterative synchronization on the preamble
data symbols in sequence. Fig. 13(b) shows the results of
combining the bi-directional parameterized iterative pro-
cess for comparison. From the results shown in Fig. 13, it
can be seen that the new algorithm proposed in this paper
can complete fast carrier locking by performing bi-direc-
tional parameterized iterative synchronization on 200
preamble data symbols, while traditional PLL methods
require at least 600 symbols for locking. The bi-direc-
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tional parameterized iterative carrier synchronization
technique reduces the carrier synchronization time of
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burst signals to one-third of the original time, which fully
meets the standard requirements of DVB-S2X.

TDMA
bursts
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Reverse iterative
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»
|

Forward iterative synchronization

\/

Unique
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Fig. 12 Schematic diagram of bi-directional iterative carrier synchronization technique
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Fig. 13 Curve of bi-directional variable-parameter iterative carrier synchronization

3.3 Decoding-assisted judgement based on
frequency partitioning presets

By utilizing bi-directional variable parameter iterative
carrier synchronization technology, PLL can be applied
to burst signal carrier synchronization. However, under
low SNR conditions, if the residual frequency offset after
carrier estimation is still relatively large compared to the
loop bandwidth, forward capture of the PLL requires a
long time to lock, which requires a large storage area for
data buffering on the one hand, and also limits the appli-
cation of bi-directional variable parameter iterative car-
rier synchronization technology in short burst communi-
cation on the other hand. Therefore, we propose a decod-
ing-assisted decision-making technique based on fre-
quency partition presetting.

In practical systems, the most commonly used decod-
ing is the LDPC code. The LDPC code is a type of linear

block codes that can be defined by very sparse parity-
check matrices. When combined with the iterative decod-
ing based on belief propagation (BP), it has the perfor-
mance of approaching the Shannon limit. There are vari-
ous decoding methods for LDPC codes, mostly based on
message iterative decoding on factor graphs, and the most
commonly used one is the BP algorithm. Due to its high
hardware implementation complexity, simplified algo-
rithms such as the minimum sum algorithm and its
improved algorithms are often used in practical engineer-
ing applications. The messages transmitted during the
LDPC iterative decoding process include channel initial
message, check node message transmitted to variable
node, variable node message transmitted to check node,
and information collected by variables. When correctly
decoded, the information collected by wvariables and
presents a trend of continuous growth with the increase of
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iterations.

Based on the characteristics of LDPC decoding, the
signal amplitudes 7 and Q received without carrier fre-
quency offset are the maximum, while in the presence of
carrier frequency offset, the received signal needs to be
multiplied by a phase offset term, which changes the
effective amplitude relationship of the actual received
signal and causes a corresponding decrease in likelihood
ratio soft information. Through research, it is found that
there is a correlation between carrier tracking and LDPC
decoding output soft information. Specifically, the
smaller the residual carrier frequency and phase devia-
tion, the larger the sum of the absolute values of the
decoding output soft information. Therefore, the sum of
the absolute values of all codeword soft information can
be accumulated as the objective function and used as the
criterion for judging the quality of carrier synchroniza-
tion.

Assume that the LDPC code check matrix is H, the set
of variable nodes i connected to the jth check node is
M@ ={j:H;=1}, ¢;, x; and y,, are the ith code ele-
ment, the verdict signal and the received signal respec-
tively, L(c;) is the log-likelihood ratio of the channel
input information, r; is the probability of the external
information passed from the check node i to the variable
node j respectively, and Q; is the probability of the soft
information of the verdict variable node ¢; . The coding-
assisted judgement process based on frequency partition-
ing preconditioning is as follows:

(i) The carrier initial frequency offset f, is estimated
using the preamble header, and the possible distribution
range of the residual frequency is set to [—d fiax> @ fiax]- It
is uniformly divided into N sub-intervals, and the center
frequency point of each interval is (Afi,Af,---,Afy)-
The initial frequency bias f. is preset to obtain N fine fre-
quency biases (fi,fo,',fx) , where fi=f.+Af;
(ie[l,2,---,N].

(i) Based on each fine frequency offset, carrier syn-
chronization and soft demapping are performed using the
aforementioned bidirectional iterative carrier tracking,
resulting in N demodulation results, which are then fed to
the LDPC decoder.

(iii) Define the objective function

wh) = |21 £)

N

DLt fo+ D) LGl £)

i=1 jeM(i)

(13)

where [ denotes the number of iterations, f, denotes the

nth fine frequency bias, and L(Qﬁl) |fn) , L(c;| f,) and
L(r;| f,) denote the soft information of the variable node
judgement, the input log-likelihood ratio and the external
information obtained at that carrier frequency bias,
respectively. When ¢ (f,) is the maximum, the corre-
sponding frequency bias is the optimal frequency bias

Jopr = arg ’g}f’% (v (f)]. (14)

Its corresponding demodulation result is least affected
by frequency bias and has the highest accuracy, and is
decoded as the final output.

Fig. 14 shows the variation of the objective function
Y (f,) with the iteration number for the optimal fre-
quency offset preset and non-optimal frequency offset
preset. In the simulation, the quantization of the soft
information before decoding is performed using 6-bit
signed numbers, i.e., a numerical range of [-32, 31].
When the preset frequency is the optimal frequency off-
set, the value of the objective function ¥ (f,) increases
rapidly with the increase of the iteration number, and
after three iterations, the value of the objective function
exceeds 5000. When the preset frequency is non-optimal,
the value of the objective function ¥ (f,) does not
increase with the increase of the iteration number and is
much lower than 5 000.

x10*

14

12 +

Value of the objective function

0 2 4 6 8 10 12 14 16
Iteration number
—%— : Decoding failed; —6— : Decoding successful.

Fig. 14 Trend of the change of the target function metric with itera-
tion number

The number of frequency offset partitions needs to be
carefully considered, as increasing the number of parti-
tions can reduce the deviation of a fine frequency offset
from the true frequency offset, resulting in more accurate
demodulation results. However, this also means an
increase in the implementation complexity of carrier syn-
chronization, demapping, and decoding. In practical
applications, a comprehensive consideration of perfor-
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mance requirements and processing resources is neces-
sary. Simulation results are shown in Fig. 15.
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—o— : Theoretical demodulation decoding performance
in continuous mode;

—=— : Burst demodulation decoding performance
using forward cstimation carrier synchronization;

—e— : Burst demoduation decoding performance with
decoding-ass isted bidirectional iterative carrier synchronization.

Fig. 15 Performance comparison of the bidirectional iterative car-
rier synchronization technique with decoding assistance

According to the simulation results, it can be seen that
the burst demodulation performance using the proposed
decoding-assisted bidirectional iterative carrier synchro-
nization technique is better than that using the forward
estimation carrier synchronization technique and is close
to the theoretical demodulation and decoding perfor-
mance under continuous mode. When the BER is in the
order of 10 °°, the degradation of burst demodulation per-
formance achieved with this method is less than 0.3 dB
compared to the theoretical demodulation and decoding
performance under continuous mode.

3.4 Algorithm complexity analysis

The use of decoding-assisted bidirectional variable
parameter iterative carrier synchronization technology
essentially does not increase processing resources, and
the main cost is to reduce the throughput of the entire
reception processing under a certain working clock. The
processing complexity will be analyzed from the perspec-
tive of time cost below.

Assuming the symbol length of the received signal is
W, the symbol length using iterative tracking processing
is M, the number of frequency presets is &V, the number of
complete decoding iterations is U, and the number of iter-
ations to remove abnormal data is V7, then the consump-
tion of the received carrier synchronization under the tra-
ditional PLL method is W, and the iteration consumption
is U. For the carrier synchronization implementation

using decoding assisted bidirectional variable parameter
iterative carrier synchronization technology, the con-
sumption is (2M +W)N, and the iteration number con-
sumption is V(N —1) + U.

For broadband signals, the frequency deviation rela-
tive to the symbol rate will be greatly reduced, and the
frequency preset quantity parameter N will also be
reduced, which to some extent weakens the impact. In
broadband signals where the relative frequency offset is
still relatively high, parallel processing algorithms need
to be used to improve performance by increasing
resources.

4. Conclusions

This paper begins by analyzing the key issues in burst
communication of service signals in the hopping beam
system. Based on this analysis, a comparative study of
typical algorithms for carrier synchronization of burst sig-
nals is conducted. Next, a decode-assisted bidirectional
variable-parameter iterative carrier synchronization tech-
nique is proposed, which combines the need for efficient
burst and low SNR reception of forward link downlink
signals in the hopping beam communication system. The
paper introduces the idea of iterative processing into car-
rier synchronization and adopts a new technical approach
of bi-directional variable-parameter iterative carrier syn-
chronization that breaks through the traditional under-
standing that the loop structure cannot adapt to low SNR
burst demodulation. Finally, the paper conducts a study
and performance simulation in conjunction with the DVB-
S2X standard physical layer frame format used in HTS
communication systems. The results show that the pro-
posed new technique can significantly reduce the carrier
synchronization time of burst signals and achieve fast
synchronization of low SNR burst signals. It also has the
unique advantage of flexible and adjustable parameters.
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