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Abstract: A dynamic multi-beam resource allocation algorithm
for large low Earth orbit (LEO) constellation based on on-board
distributed computing is proposed in this paper. The allocation is
a combinatorial optimization process under a series of complex
constraints, which is important for enhancing the matching
between resources and requirements. A complex algorithm is
not available because that the LEO on-board resources is limi-
ted. The proposed genetic algorithm (GA) based on two-dimen-
sional individual model and uncorrelated single paternal inheri-
tance method is designed to support distributed computation to
enhance the feasibility of on-board application. A distributed
system composed of eight embedded devices is built to verify
the algorithm. A typical scenario is built in the system to evalu-
ate the resource allocation process, algorithm mathematical
model, trigger strategy, and distributed computation architec-
ture. According to the simulation and measurement results, the
proposed algorithm can provide an allocation result for more than
1500 tasks in 14 s and the success rate is more than 91% in a
typical scene. The response time is decreased by 40% com-
pared with the conditional GA.

Keywords: beam resource allocation, distributed computing,
low Earth obbit (LEO) constellation, spacecraft access, task
scheduling.

DOI: 10.23919/JSEE.2024.000071

1. Introduction

The spacecraft quantity grows rapidly with the fast-deve-
loping space applications such as communication, naviga-
tion, remote telemetry, remote sensing, manned space-
flight, and deep space exploration. Meanwhile, the pres-
sure of real-time data relay is also increasing [1—3]. How-
ever, the traditional geosynchronous orbit (GEO) data
relay satellite (DRS) system has some disadvantages such
as less satellite amount, expensive device cost, high trans-
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fer delay, and limited beam source to provide access and
data relay service for the large scale of spacecraft. The
booming low Earth orbit (LEO) communication constel-
lation [4—7] provides more chance for access and data
relay of spacecraft based on the application of phased-
array antenna and digital beam forming (DBF) technique
[8—10]. The constellation consists of large amount LEO
satellites and provides a low delay and high-capacity
mesh network to connect spacecraft and ground stations.
The data created by spacecraft can be transferred to an
arbitrary destination after the spacecraft accessing in the
network through a relay beam. However, the difficulty of
beam source allocation is enhanced by the large size of
LEO satellite constellation and large number of space-
crafts [11-13].

The autonomous scheduling system should provide a
response as soon as possible when the spacecraft submit a
beam request dynamically. The constrains factors such as
visible windows between LEO satellites and spacecraft,
beginning and ending time of tasks, and the relay link
building time should be considered [14,15] in a beam
resource allocation. In addition, the service experience is
affected by the response time. It is a difficulty to provide
a quasi-real-time response of beam resource task schedul-
ing under such constrains. There are many researches
proposed to improve the on-board scheduling perfor-
mance of traditional GEO DRS [16—19], the research in
LEO satellite field is scarce because that the LEO tech-
nique is at a rising stage.

The process of similar on-board task scheduling con-
sists of three main parts: requirement submission and
beam resource state collection, trigger condition check-
ing, and tasks scheduling. The combinatorial optimiza-
tion problem is more attractive. Therefore, the most
research focus on the performance improvement of the
third step. Many algorithms and strategies are proposed to
maximize a multi-object function because that the satel-
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lite beam task scheduling is a similar optimization prob-
lem under source constraints [20—23]. The task schedul-
ing problem of data relay satellite is a typical non-deter-
ministic polynomical (NP)-hard problem [24]. The solv-
ing process has been more complex because of more LEO
constellation satellite and more request spacecraft. In
recent years, constrains satisfaction model is widely used
in task scheduling of industrial production especially
under dynamic conditions [25].

In addition, there are many methods mentioned in ear-
lier literatures to solve the optimization problem [26—28].
However, the research objects are always single or multi-
GEO relay satellite or LEO sensor satellite, and the con-
straints are always assumptive, static and ideal, the
achievements may be not sufficient enough for an LEO
constellation beam task scheduling. In [29,30], the ability
of heuristic optimization algorithm to obtain an optimal
solution was proposed. The widely used genetic algo-
rithm (GA) and its innovation were used in DRS task
scheduling. However, the algorithms were investigated in
laboratory, and the practical constraints of spacecraft
beam request were not fully considered.

In addition, the capacity of on-board computation in

fore-mentioned research is not considered which affects
the solution finding source. According to the provider’s
information, the performance of on-board computer
(OBC) is not excellent to support complex computation.
n [31], distributed on-board mission planning in multi-
satellites system was proposed. The main idea is to
enhance the robustness of system to decrease the risk of
system faults. However, the cooperation among multi-
satellites inspired us in the research.

In this paper, we focus on all-process of dynamic task
scheduling based on improved GA and on-board dis-
tributed computation. Both necessary and accessional
constraints of the beam request and resource are pro-
posed to support the direct application in an engineering
case. The mixed trigger strategy can meet the dynamic
requirement and reduce the total scheduling response fre-
quency. The two-dimensional description of an indivi-
dual can enhance the efficiency of GA. The scheduling
task can be decomposed based on the uncorrelated single
paternal inheritance method. Distributed computation
architecture is provided to reduce response time and
enhance the robustness of system. The proposed algo-
rithm is verified by simulation and measurement. The
results demonstrate the better performance in success rate
of task and response time of scheduling compared with
traditional GA.

This paper is organized as follows. The research object
and task scheduling model are introduced in Section 2.
The improved task scheduling algorithm is proposed in
Section 3. The simulation and measurement results and

compression and discussing are provided in Section 4 and
conclusions are drawn in Section 5.

2. LEO constellation task scheduling model
2.1 Task scheduling scene and process

A multi-satellite and multi-spacecraft scene is given in
Fig. 1. The LEO constellation is used to provide a quasi-
real-time response for the various beam requests from spa-
cecraft. The height of LEO constellation orbit is 1000 km,
and the number of satellites is RS. Each LEO satellite has
1-8 movable spot beams to meet the requirements from
spacecraft. In addition, the beam can support only one
spacecraft at one time. The orbit height and number of
spacecrafts are 500 km and TS, respectively.

LEO constellation RS, 1 000 km
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Multi-satellite and multi-spacecraft model

All the spacecraft can submit their beam requests to the
LEO constellation randomly and dynamically. The con-
stellation should give a beam resource task scheduling
response based on the considering of requirement and
beam state as soon as possible. The large amount of LEO
satellites and spacecraft increase the challenge in compu-
tation difficulty of task scheduling.

The detailed steps of the task scheduling process
include three parts: (i) collection information of space-
craft requests and beam resource states; (ii) checking of
trigger condition; (iii) task scheduling and obtaining the
optimized result.

Step 1 Information collection

The requests and beam states should be collected to a
satellite which plays a center role in the LEO constella-
tion. It means that the center satellite knows all the neces-
sary information for a task scheduling. And then, the
beam source can be assigned to different spacecraft
according to the beam requirements when the trigger con-
dition is met.

The center satellite is denoted as core node and other
satellites are named as normal node as shown in Fig. 2.
All nodes can collect beam requests from spacecraft and
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transmit the requests information to the core node. The
information collection is realized by a distributed
resource monitor application.

LEO satellite g~ -------- s

§ o Y Y

1: Requirement collection.

Fig.2 Different notes in the LEO constellation

Step 2 Trigger condition checking

The trigger conditions are used to determine when to
trig a new task scheduling of the observation window.
The proposed trigger condition consists of two parts:
cycle trigger condition and dynamic trigger condition.

The period of periodic triggering is set as 3 min to
avoid not being triggered by tasks for a long time. And
the observation window can keep moving forward under
such a trigger. The task scheduling can run in a flow.

If a dynamic request from spacecraft is urgent, and the
next cycle trigger is too far to meet the scheduling, the
task would not be satisfied. A dynamic trigger is set to
avoid such a case. If the beginning time of a task in task
queue is less than ts from current time, the scheduling
should be triggered. In this paper, ts is defined as 40 s.

The task scheduling trigger frequency cannot be too
frequent because the scheduling process need time. A
timer is used to record the time when to trig a new task
scheduling, the timer setting is updated when a task
scheduling is trigged by whether cycle trigger or dynamic
trigger. The minimum interval between two closed trig-
ger is set as 20 s in this work. The detailed sequence chart
is presented in Fig. 3.

{i} Cycle trigger

{3} Diasble

4&‘.& {g} Next cycle trigger

' L/

i A
3 min 140} Next cycle trigger

Beam index

{{t} Timer update

Time

{3} Dynamic trigger
Fig.3 Proposed trigger sequence chart

Step 3 Task scheduling based on distributed comput-
ing
As fore-mentioned in Section 1, the task scheduling of

satellite beam source is a typical optimization problem
with lots of complex constraints. In this paper, an im-
proved GA is used to optimize the task scheduling result.

The computation cost created by the optimization itera-
tion should be considered because the computation power
of a LEO satellite is limited. Inspired by the distributed
computing which is widely used in ground cloud comput-
ing and edge computing, The proposed GA is designed to
support the multi-satellite distributed computing cluster.
It means that the computation task of scheduling can be
processed by multi-satellites at the same time to avoid the
single power constraint and enhance the response speed.
The distributed cluster is built based on resource virtual-
ization. The computing on-board is provided by a form of
resource pool to avoid the restricted power of a single
LEO satellite. It is shown as Fig. 4, and the detailed tech-
nology introduction of distributed computing is given in
Section 3 and Section 4.

Distributed computation resource pool
LEO satellite-1
Task scheduling application

(CPU |[GPU |[ FPGA |
[ Memory | [ Storage |

Task LEO satellite-2
scheduling Task scheduling application
Large (CPU |[GPU |[ FPGA |
computation task { Memory | [ Storage |

LEO satellite-n
Task scheduling application

(CPU |[GPU ||
( Memory |

FPGA |
Storage |

Fig. 4 Distributed computation resource pool

2.2 Task request and beam source model

According to the GA design, in the optimization process
of the task scheduling, the constraints come from two
main factors: task request and beam source.

The beam requests from user spacecraft are regarded as
a task request model which can be presented by a set with
10 elements denoted as follows:

= [TID,RTS, TSID, TSN, TP, TF, TS, TE, TD, TED]

where TID is the exclusive task number, RTS is the task
state, TSID is the identity document (ID) number of
spacecraft who submits this task, TSN is a supplemen-
tary parameter, TP indicates the priority of the task, TF
indicates that whether the task can be decomposed into
different parts or not, TS and TE are the beginning time
and ending time of the task available window, TD is the
length of the time window which can be calculated by TE-
TS, TED is the actual task time like the time consumed
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by data transmission.

TID: The detailed information can be indexed in the
system and database by this ID at any time, therefore, the
TID number should be one and only.

RTS: Different value indicates different states of the
task. The six states include to be submitted, submitted,
scheduled, executing, executed, and failure.

TSID, TSN: The visible window between LEO con-
stellation and request spacecraft is calculated according to
the orbit and antenna information which can be indexed
by TSID. And TSN can accelerate the indexing process.

TP: The priority affects the beam resource allocation
result. The task will get beam resource earlier with the
increase of TP.

TF: The available time window between LEO satellite
and spacecraft may be not long enough because of the
high-velocity motion. As for a long time task, the task
may need to be decomposed into two parts to meet the
available time window. It means that two beam support
one spacecraft’s request by their cooperation.

TS, TE: The beginning time and ending time of a time
window in which the task can be executed.

TD: The length of the time window and TD can be cal-
culated as TE-TS.

TED: The actual time of a task. If a sensing image’s
size is 5 GB and the link capacity of one beam is 1 Gbps,
TED could be predicted as 40 s. For example, TS is 8:00 am
and TE is 8:30 am, TED is 40 s, it means that the task
scheduling system should provide a beam source which is
longer than 40 s to meet this task during 8:00 and
8:30 am. The time window TD is 30 min, but the actual
task time is only 40 s.

The necessary information of a task is concluded in
this model, and it is enough to be scheduled. The space-
craft can submit such a beam request to the LEO constel-
lation at anywhere and anytime, the constellation will
schedule it and provide a response as soon as possible.

The information of beam resource is given as a mathe-
matical model as following:

BRS = [BID,BT,BD]
where BID is the beam number which is one and only,
BT is the type of the beam source like microwave and
laser. BD is a supplementary parameter which is used to
supplement BT like mechanical scanning and phase scan-
ning.

In addition, the constraints are very important for the
link between LEO satellite and spacecraft. The model is
presented as follows:

CP = [OED,RED, VED,BRT,LBT]
where OED is the observation time window, it is time
span in which the task can be scheduled at once a time.
RED is the visible time window, VED is the available
visible time window and BRT is the state of the beam

resource.

RED: RED includes two elements RS and RE which
are the beginning time and ending time of the window.
The visible time window between LEO satellite and
spacecraft can be calculated by the orbit and antenna
information. It implies the fundamental and important
constraints for the establishment of a communication link
between the two spacecrafts. The space visible relation-
ship is shown in Fig. 5.

1 000 km
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a Fq’ LEO satellite
500 km Visible
-.._Spacecraft ‘“%3;

" t Antenna scope “‘.
Earth '\~

Fig. 5 Visible relationship between moving satellite and spacecraft

VED: VED includes two elements VS and VE which
are the beginning time and ending time of the available
visible window. The available visible time window is the
intersection between RED and [TS,TE]. The inter-satel-
lite link is effective when the two constraints are satis-
fied at the same time. The different time windows are
given in Fig. 6.

Visible time window

Task time window

v

RS TS RE TE

Available time window

\& VE  Time
Task assigning

: Task actual time TED.

Fig. 6 Different time windows

BRT: Only the unoccupied beam resource can be
assigned to the task. BRT is used to record the state of the
beam source.

LBT: The time cost of a communication link building
between LEO satellite and spacecraft. The typical value is
100 s.

All the parameters introduced above are used to de-



846 Journal of Systems Engineering and Electronics Vol. 35, No. 4, August 2024

scribe the scene and the input of the proposed algorithm.
Different scenes can be set with different parameter set-
ting. The proposed algorithm has wider applicability.

3. Improved GA

In this section, the improved GA is described in detail.
The main innovation points are two-dimensional indivi-
dual model and uncorrelated single paternal inheritance
method, respectively. The gene coding and decoding in
conventional GA is unnecessary in the proposed algo-
rithm based on the new individual description model.
Therefore, the efficiency of the algorithm is enhanced.
Meanwhile, the genetic process is only associated with a
single paternal individual to support distributed comput-
ing. The benefit value of final optimized task scheduling
result is enhanced and the response time of is reduced
based on the two main points compared with the conven-
tional centralized GA.

3.1 Flow of proprosed GA

There are three main steps of the proposed GA as shown
in Fig. 7. Firstly, the initial population which has CN
individuals is generated randomly. The individuals are
described by a two-dimensional matrix and each indivi-
dual is an available but not optimal beam resource task
scheduling result. Secondly, a paternal individual can
generate a son individual by gene operation. The new
paternal population which has CN individuals is selected
from the old paternal population and son population
based on the objective function. Finally, the second step
is repeated until the result converges or the end condition
is met, and the optimized result is obtained. It is impor-
tant that the gene coding and decoding processes are not
operated in the flowchart to increase algorithm efficiency.

. i
t Gene coding |
L N
)
| Initial population, CN ‘
!

Gene operating and generate son
population, CN

!
Benefit descending sort, 2CN

New paternal population, CN

{  Gene decoding i

Fig. 7 Flowchart of the proposed GA

3.2 Two-dimensional individual model

The information of beam resource state, task time, space-
craft, and LEO satellite can be obtained directly from the
Gantt chart. Therefore, the final optimized beam resource
task result is usually described as the form of Gantt chart.
Inspired by the Gantt chart, the individual method is
designed as the same two-dimensional matrix form as
shown in Fig. 8. In Fig. 8, the horizontal axis task
scheduling window (30 min) is divided into 90 same
length spans (20 s). The vertical axis is the beam resource
number. The colored rectangle indicates the task schedul-
ing result of a spacecraft request.

—
(5]
O
£
=
f=1
Q
s ]
= Q. + (Tacl)
= Jla\c\-la L9 ilwie 1oL 15 T D;}
2 |
(5]
-

=
g @arttme Cnatmme
<
Q
2 I

—— Task scheduling window (30 min) ——————»

Fig. 8 Two-dimensional form of individual

The Gantt chart can be described by a matrix given
integrally as

fmp,; fmp;, fmp;;
fmp,; fmp,, fmp,;

FMP = : ) ) (1)
fmp; fmpp fmp;;

where i is the index of beam resource and j is the index of
time slice. The value of the matrix element can be 0 or
the task ID. The beam resource is available when the ele-
ment value is 0. The beam resource is occupied when the
element value is a task ID. The total occupied time can be
calculated by the continuous task ID which is regarded as
a gene. And the start time and end time information can
be obtained by the subscript j indirectly. The optimized
FMP is the final task scheduling result. The individual
model in the proposed algorithm uses such a matrix form
to gene operating and avoid conventional gene coding
and decoding. The efficiency is enhanced. This matrix
FMP can fully represent the results and at it can be used
as the individuals in optimization process. The elements
in FMP are both spacecraft tasks and individual genes.
The whole resource allocation result can be obtained by
changing the spacecraft’s task locations in the matrix
which is like the Genetic operation in genetic algorithms.
The detailed simulation, measurement, comparison, and
analysis are given in Section 4.
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3.3 Distributed computing with a strategy like random, priority and order to get a
new matrix which means a son individual. In addition,
under this case, the generation of son individual is only
related to one paternal individual. The process is impor-
tant for the distributed computing.

The flowchart of distributed computing is given as
Fig. 9. In the initial step, the size of population is set as a
large value CNxN, which is better for the optimized
result. To avoid the intolerable computation cost, the popu-
lation is broke into N sub-population whose size is CN. It
means that the sub-task size is only 1/N of the initial task.
The optimized process can be operated in different satel-
lites.

Initial population, CNxN

!

Task split (each sub-task population has
CN individuals )

The proposed GA is designed to apply in LEO satellite.
The limitation of on-board computing power should be
considered. A large computation task should be broke
into small sub-tasks based on the proposed algorithm to
support distributed computing. The gene operating and
inheritance method is improved in this paper.

The gene operating shown in Fig. 7 has two main
steps.

Step 1 Some tasks scheduled, if any, are fetched out
from the matrix FMP which means an old paternal indi-
vidual to release the occupied beam resource.

Step 2 All the tasks unscheduled are put in the matrix

A 4 A 4 A4
7 Gene operating e Gene operating Z Gene operating
O | and generate son O | and generate son O | and generate son
g population, CN .S population, CN _S population, CN
= ] <
E ' = ' = '
o . o . = .
8| | Benefit descending 8 | | Benefit descending g Benefit descending
= sort, 2CN = sort, 2CN = sort, 2CN
= = £
2 3 2
& = =
5 LNo @ 5 LNo End? 5 LMo @
o o o
“ Yes “ Yes ~ Yes

v v

Final result processing

End

Fig. 9 Distributed computing of proposed GA

3.4 Objective function and ending condition

The objective function is designed to evaluate the quality
of an individual. The input of the function is an individ-
ual status matrix obtained by FMP and the output is the
benefit value of the individual. The individual is better
when the benefit value is larger.

TN TN TN
Oan-ZPFi+,8~ZIj—/1-;:swk ©)
i= j= =

where TN is the amount of task planned. PF is the prior-
ity of task. SW is the beam switching number. The result
is good for spacecraft when the first two terms are lager.
It means more tasks are successfully planned. And the
result is good for satellite when the third term is small. It
means the system overhead is small.

The ending condition consists of convergence condi-
tion and maximum iteration condition. If the escalating
rate of OF becomes small or the iteration reaches the pre-
set value, the optimization would be stopped automati-
cally to save computation time.

4. Simulation results and discussions

In this section, three kinds of numerical simulation results
are presented to illustrate the availability and perfor-
mance of the proposed algorithms. Firstly, the character-
istic curve results of the improvement GA are given to
indicate the validity. And then, the comparison results
between different methods are provided. Finally, the pro-
posed algorithm is implemented in Docker and Kuber-
netes (K8s) to illustrate the availability in distributed
computing.
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4.1 Validation of the proposed algorithm

To verify the proposed algorithm, a multi-satellite and
multi-spacecraft model is created and simulated. The
detailed parameters of simulation setup are given as in
Table 1. Some parameters that are not listed are due to
the use of typical values as mentioned above.

Table 1 Parameter of the example

Index Parameter Value

1 Number of LEO satellite (RS) 25
2 Beam number of per LEO satellite (BN) 4

3 Number of spacecraft (TS) 100
4 Observation time window (OED)/min 30
5 Time of link build (LBT)/s 100
6 Population size of i-GA (CN) 20
7 Iteration limitation of i-GA (LX) 20

The Gantt chart of spacecraft mission is given in
Fig. 10, where the horizontal axis is time and the vertical
axis is spacecraft, respectively. There are 675 missions
during the OED are created, and the TS, TE information
of missions can be indicated indirectly by the positions of
the colored rectangles.

100

- el - 2

—_— - —_

0 10 20 30 40 50 60 70

User space craft serial number
W
S

Logical time slice

Fig. 10 Gantt chart result of the mission from spacecraft

This optimization is operated in a centralized comput-
ing model to verify the algorithm. The size of initial popu-
lation is set as 20 and the maximum iteration is set as 20.
The optimized result is given in Fig. 11. The time of com-
munication link building between the LEO satellite and
spacecraft is set as 100 s. It means that each task adds a
header of 100 s. The task length looks like much longer
in Fig. 11.

100
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40
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20
10

Beam serial number

0 i
0 10 20 30 40 50 60 70 80 90
Logical time slice
Fig. 11
building is considered)

Gantt chart result of task scheduling (time cost of link

The simulation time is 9.23 s, and 674 tasks are suc-
cessfully scheduled. The success rate is 99.85%. The
characteristic curves are given in Fig. 12.
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Fig. 12 Characteristic curves calculated by objective function

The proposed algorithm can get a convergence opti-
mized result rapidly, and the result is good both for
spacecraft and LEO satellite. The validity of the algo-
rithm is verified.

4.2 Comparison analysis

There are three examples are given to illustrate the
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improvement of proposed algorithm compared with the
conventional one.

Example 1 The performance analysis under the
scarce beam source case

In this example, the value of TS is [50:4:86], the value
of RS is [10:1:19], and BN is 4. The sample amount is
100. The characteristic curve, success rate and computa-
tion time results are given in Fig. 13—Fig. 15.
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Fig. 15 Comparison results of computation time when the beam

resource is insufficient

The results are calculated by the average value of 100
samples in 20 iterations. It is clear that the proposed algo-
rithm (red) has a better performance than the conven-
tional one (blue).

Due to the lack of beam resource, some tasks may not
be scheduled successfully. However, the proposed algo-
rithm (red) still has a higher success rate than conven-
tional one (blue).

It is clear that the computation time of conventional
algorithm (blue) is much longer than the proposed one
(red), especially when the beam source is obvious fewer.

Example 2 The performance analysis under the
enough beam source case

In this example, the value of TS is [40:4:76], the value
of RS is [10:1:19], and BN is 4. The sample amount is
100. The characteristic curve, success rate and computa-
tion time results are given in Fig. 16—Fig. 18.
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The results are calculated by the average value of 100
samples in 20 iterations. With the increase of beam
source, the conventional algorithm (blue) has a narrow
advantage compared with the proposed one (red).

Both the two algorithm has the same success rate when
the beam resource is rich. All the tasks from spacecraft
are scheduled successfully.

According to the results in Fig. 21, the proposed algo-
rithm (red) has a bigger time cost because all the avail-
able beam resource in FMP is checked when a task is
scheduled. The advantage created by the checking pro-
cess decreases when the available beam resource is

Embedded dcvicc» 1—8

i epsgogogopspephn |
Network
simulation

[ APIServer | Scheduler |

il Controller manager |

=

richer.

The three examples are used to illustrate the
performance of proposed GA under different cases. The
proposed algorithm has obvious advantage when the
beam source is scarce which is acquainted with a real
scene.

4.3 Analysis of distributed computing model

The computation of dynamic task scheduling became
larger and larger with the increase of LEO satellite scale.
Therefore, restricted by the on-board computing power,
the large-scale computing task cannot be processed in a
real-time by only one LEO satellite. Inspired by
the cloud computing technology, the distributed comput-
ing model among multi-satellite can be used in a LEO
constellation to solve the beam task scheduling by
rich computation resource of the cloud cluster. In other
word, a large computing task can be processed by multi-
satellites at the same time to reduce processing time
delay.

A principal proof distributed system as shown in
Fig. 22 based on Docker and K8s is built in laboratory.
There are eight embedded devices (ground commodities)
used as simulator of satellite computing payload. The
dynamic network is simulated based on the Linux tool TC
and NETEM. The container engine Docker and K8S clus-
ter components are installed on each device. The comput-
ing task can be scheduled into the device automatically
by the distributed architecture to realize the multi-satel-
lite cooperation.

Embedded device
master

Embedded device
worker
| Kubelet | KubeProxy |

=8

Docker Docker

(a) Device connection diagram

Linux OS Linux OS

F A — et :
Switch

(b) Distributed computing components

Fig. 22 Principal proof distributed system

The process of task scheduling of beam resource is
given in Fig. 23 and described as follows:

Step 1
scheduling application creates a computation task accord-

The core node of the beam resource task

ing to the requests from spacecraft and the beam resource

state of LEO satellites.

Step 2 And then, the computation task is divided into
five subtasks with same scale and submitted separately to
the distributed computing cluster.

Step 3 The virtual agent component Kube-Proxy puts
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the subtasks into different cluster node based on load ba-
lance strategy. The subtasks are processed independently
and the task scheduling results are returned to the core
node as mentioned in Step 1.

Step 4 The results of subtasks are compared
and analyzed to obtain the optimized result. In other
word, the final result is selected among the subtasks’
results.

Spacecraft request {J¥ Create computation task

beam state
R

Normal-node Normal-node Core-node Normal-node Normal-node
{2 Task resolution and
submission

| Sub-task | | Sub-task| |[Sub-task | | Sub-task| [ Sub-task |

=~ 7 {j} Di striil;L-J»léa\ S

g Y s __“a computing__ "%
| K8 | | K8 | K8 | | K8s | . K8s
. master | | worker = worker worker | worker

' Pod )
i task |
| Ischeduling| |

~ Pod
task
scheduling] |

[ Pod )|
i task |
| Ischeduling |

Q

Pod <
task |
scheduling

&3 Finally result process Core-node

Fig. 23 Flowchart of distributed task scheduling

In Fig. 23, the large computation task is divided into
many small parts as uncorrelated subtasks. As mentioned
above, the distributed computing is supported by the
improved GA based on the single paternal inheritance.
Under this case, although the maximum benefit of the
task scheduling result is reduced slightly. The computa-
tion time decreases significantly due to the reduction of
computation task scale.

A numerical result of different simulation samples are
given in Fig. 24 and Fig. 25 to illustrate the difference
between traditional centralized computing and proposed
distributed computing.
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Fig. 24 Benefit value under three different cases
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Fig. 25 Computing time under three different cases

In Fig. 24, R-M means the benefit of centralized com-
puting result. R-A and R-C mean the average and worst
benefit of distributed computing result. As shown in the
results, the benefit value of centralized computing is bet-
ter than the distributed computing result, but the differ-
ence is not obvious. In Fig. 25, T-M means the comput-
ing time of centralized computing result. T-A and T-L
mean the average and longest computing time of dis-
tributed computing. As shown in the results. The dis-
tributed computing time is obviously less than the cen-
tralized one.

The conclusion can be drawn as that the distributed
computing can save a lot of computing time at the
expense of benefit reduction. If the typical time delay
(17-30 ms) between different satellites is considered, the
conclusion is still correct when the computation scale is
large.

The conventional algorithm does not support the dis-
tributed computing model, only the proposed algorithm
analysis is presented. In addition, the disadvantage like
resource consumption due to additional software installa-
tions and network resource consumption due to data
interaction within a distributed system should be alerted.

5. Conclusions

In this paper, an improvement GA which can be operated
in on-board distributed computing system is proposed to
solve the dynamic beam resource task scheduling in LEO
constellation. Compared with the traditional algorithm,
the benefit and computation time are both improved
based on the two-dimensional individual model and
uncorrelated single paternal inheritance method. The si-
mulation results are given to illustrate the validation of
the algorithm. In addition, a principal proof system of dis-
tribution computing based on Docker and K8s is built to
present the advantage in computation time compared with
the centralized one. It should be noted that the proposed
algorithm consumes more time with increase of space-
craft. The boundary conditions that the algorithm applies
to require continuous exploration.
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Although, the distributed computing cluster can solve
the limited computation power of single satellite, the
influence on the on-board distributed cluster created by
time delay and dynamic network should be considered in
the further work.
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