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Abstract—Synthetic aperture sonar interferometry relies on
the interferogram of two single look complex images to estimate
bathymetry. The phase difference measurements have variance,
which is typically reduced by spatial smoothing at the cost of
horizontal resolution. The high resolution intensity image is re-
lated to the bathymetry because of the observation geometry. We
therefore suggest an approach that constrains the filtering around
edges found by intensity image segmentation. We demonstrate our
suggested method on simulated data and show quantitative and
qualitative improvements in both the horizontal resolution and
the shape resolvability of small objects. We demonstrate a 30%
improvement in RMSE of the bathymetric estimate, and observe
that the estimated bathymetry more closely renders the real ob-
ject shape for a small, but elevated object. We demonstrate our
suggested method on real data and show similar results.

Index Terms—Bathymetry, interferometry, mapping, sonar,
synthetic aperture sonar (SAS).

1. INTRODUCTION

YNTHETIC aperture sonar (SAS) interferometry is a signal

processing technique which builds on SAS to produce
detailed, high resolution depth maps of large areas [1], [2], [3],
[4]. The technique originates from its synthetic aperture radar
counterpart [5], but there are different challenges, mainly from
the slow speed of sound in water, which sets them apart in many
areas [4]. While SAS has become the industry-leading state of
the art tool for high resolution underwater imaging of larger
areas, SAS interferometry for bathymetric depth mapping is only
in recent years becoming commercially available. SAS bathy-
metric mapping introduces stricter requirements than systems
that were focused solely on imaging. Creating high quality depth
maps imposes requirements on the methodology and accuracy
of both the bathymetric measurements, as well as the horizontal
position estimates. With a high resolution system we are able to
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produce depth maps over large areas that render fine details of
small objects.

SAS bathymetry relies on the phase difference between two
vertically displaced sensors. This measurement has variance,
and due to the speckle characteristic of rough surfaces when
imaged with SAS [2], single samples may even tend towards
full signal cancellation. It is therefore common to apply sample
averaging to reduce the variance. This usually means to do spatial
smoothing, at the expense of horizontal resolution. Therefore,
we typically see a reduction of resolution on the scale of a factor
ten in each horizontal dimension for bathymetry, compared to
the intensity image [3].

In this article, we consider the state of the art SAS sys-
tem HISAS mounted on a HUGIN AUV, both developed by
Kongsberg Discovery and the Norwegian Defence Research
Establishment (FFI). The resolution of this system is about 2cm
horizontally, which is reduced to about 20 cm for the bathymetry
due to required spatial averaging.

Mapping and detecting small objects on the seafloor with
SAS is a field with many applications in geological [6] and
archeological [7] sciences, as well as in military contexts, in
particular for mine target detection [8]. Being able to utilize
bathymetric mapping as well as the intensity image is a huge ben-
efit, because the derived geometry is independent of observation
angle, as opposed to the sonar image which is a 2-D projection
of an object [9]. With traditional sonar detection and classifica-
tion, the 2-D projections of 3-D objects may limit performance
[10], [11].

In this article, we suggest a method to improve the effective
resolution in SAS bathymetry, and in particular achieve better
conservation of target shapes. We utilize the high resolution
intensity image to guide the inclusion of samples for averaging
the interferogram to produce the bathymetry estimates. The
study builds on the preliminary results we published in [12]. We
find that our method achieves more accurate object rendering
and better separation ability for closely located objects, with
lower variance of the estimated bathymetry in comparison to
fixed window filtering.

Interferogram filtering in SAS has been studied extensively,
but even more so in the SAR community where they face the
same challenges. Filter classes range from the very common
and robust local mean boxcar filter, to nonlocal filters and
deep learning methods. Local filters with fixed window sizes
will often break stationarity assumptions, as well as reduce the
resolution. The more advanced methods represent various ways
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to mitigate this issue. Xu et al. [13], provided a helpful overview
and organizes the filters as follows.

1) Local: Filtering by local windows or regions.

2) Transformed-domain: Filtering by exploiting frequency

and wavelet transformations.

3) Nonlocal: Filtering by evaluating patches for global sim-

ilarity, not restricting the search locally.

4) Deep learning: Filtering using deep learning algorithms,

including sparse methods and others.

Local filters applies the filtering operation by windows or
regions locally. Examples include sliding window filters, Lee
filters [14], varying window shapes and sizes, local-frequency
estimator filters, and hybrid methods attempting to separate large
scale and fine-scale variations. A very common example is the
boxcar filter, which is simply a fixed window moving average.
It is the maximum likelihood interferometric phase estimator if
the phase is locally stationary and the scene reflectivity is locally
homogeneous [15]. While this filter is very stable and provides
predictable results, we find that these assumptions often break
due to bathymetry variations and strong intensity variations,
both of which are typically observed on objects and features
containing sharp edges, as well as with man-made objects.
This is the motivation for applying more exotic filtering to the
interferogram estimation process.

Transformed-domain filters exploit frequency and wavelet
transformations. In this group we find the Goldstein filter [16],
which is one of the most popular filters in the SAR community. It
filters the interferogram by a kernel derived from the smoothed
intensity of the 2-D FFT spectrum of the interferogram itself.
This should provide heavy smoothing in homogenous areas
where the stationarity assumption is valid, while preserving
high frequency changes in the interferogram values in other
regions. It has been very successful with SAR data, because
of good performance and ease of implementation. However, it
can in many cases also produce filtering artifacts in the resulting
interferogram, even when using weighted, overlapping estima-
tion windows as described in Goldstein’s original paper. Many
modified Goldstein filters have been proposed, typically using
adaptive values for the filtering strength parameter derived from
coherence, phase standard deviation or image intensity [17], but
also modifying the filtering process entirely, which has shown
promising results [18], [19], [20].

Nonlocal filters and deep learning methods have shown im-
pressive results, but are typically sensitive to the algorithm
parameters and input data conformity with respect to the model
or training data [13]. We will therefore not consider methods
from these classes in this study.

While we can generalize that the potential accuracy of these
methods increases from the local filters through to the deep
learning methods, so does the method and implementation com-
plexity, as well as the sensitivity to algorithm parameters [13].
Therefore, from a robustness standpoint, it is reasonable to
consider the local filters for general processing, rather than the
more complex variants.

The method we propose in this study falls in the class of
local filters. Briefly outlined, we apply an adaptive filter shape to
the interferogram, which is not restricted to predefined window
shapes as in boxcar or Lee filters, but allows each local filter
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shape to vary independently, based on the intensity image values.
This can be related to adaptive neighborhood region-growing
techniques such as the ones described in Vasile et al. [21] and
Song et al. [18], but driven by an independent, intensity image
segmentation instead. Vasile et al. [21] argued that samples with
similar intensity were more likely to respect the stationarity
hypothesis, which was also in agreement with the assumption
of homogeneous reflectivity. While applied to polarimetric SAR
images, their method resembled our proposed method, with a
significant difference in that we have separated the intensity
image segmentation as an isolated problem. Our approach thus
allows the application of an arbitrary segmentation algorithm
without interfering with the interferogram estimation part of the
method. Using image segmentation for this purpose potentially
allows better object shape resolvability, as well as less variance
in homogenous regions by allowing the use of larger window
sizes without compromising the resolution near objects.

The rest of this article is organized as follows. First, we
describe the SAS signal processing, image segmentation and the
interferogram estimation in Section II. In Sections III-A, III-B,
III-C, II-D, and ITI-E, we apply our method to a simulated scene
and compare the results to other methods and the ground truth.
In Sections III-F, III-G, and III-H, we apply our method to a real
data example and compare the results to other methods and the
available ground truth scales. Finally, Section IV concludes this
article.

II. METHOD

We produced the single-pass interferogram from two SAS
images collected from two receiver arrays displaced by a vertical
baseline. Then, we performed image segmentation on the inten-
sity image from the master bank, providing us with a segment
map. In the interferogram filtering step, we used this segment
map to restrict the sample averaging only within a segment.
Finally, we produced the depth map from the filtered interfero-
gram. In the following sections, we describe the processing steps
in greater detail.

A. Imaging and Interferometry

We produced high quality single-look complex SAS images
by a back-propagation algorithm [22], [23] on flat rendering
planes at the estimated mean depth. We used processing grid res-
olution of 2 cm, slightly oversampled from the theoretical spatial
resolution. We denoted the images Iupper (2, y) and liower (2, ),
where x and y represents the image pixel coordinates, and the
subscripts indicate which receiver array (bank) is used. We then
produced the interferogram [3], [5] by calculating the phase
difference between the vertically displaced receiver banks as

u(xay) = Iupper($7y>llzwer(m7y) (1)

where the * indicates the complex conjugate. We denote the
interferometric phase as

d(z,y) = Zu(z,y). ()

The lower bank SAS image is designated as the master image
because it typically contains less noise than the upper image as a
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result of being furthest away from both acoustic communication
payloads and the sea surface in shallow water operations. The
master image was used for the image segmentation. Interfero-
gram averaging was performed over a moving square window.
In our suggested method, the moving square window is modified
to not include values across segment boundaries, as described in
Section II-C. The resulting interferogram is then used to produce
the bathymetric map [3]. Finally, these depth estimates are used
to correct for geometric errors in the a priori imaging plane.

B. SAS Image Segmentation

SAS backscatter image segmentation is a field with close
relation to SAR image segmentation, and could be achieved
with numerous algorithms [24]. In this article, we have opted
to use a simple segmentation algorithm in order to illustrate our
concept of interferogram filtering. Our segmentation algorithm
attempts to separate segments of strong backscatter intensity
from background, consisting of lower intensities, speckle, and
shadow. Finding an optimal segmentation algorithm is outside
of the scope of this work. Instead, we focus on the problem of
selecting the correct samples for the interferogram averaging.

We first preprocessed the image, then performed a speckle-
reduction step, before applying k-means segmentation [25]. This
provided us with a segment map. Finally, we postprocessed
the segment map in order to avoid very small segments, as we
required some sample averaging to take place.

To preprocess the image, we first limited the SAS image
dynamic range from the maximum intensity value to provide
a higher contrast image. Then, we normalized the data values
in dB to a [0,1] interval to conform with image processing
norms. We reduced speckle variability through filtering by an
edge-preserving smoothing with the nonlocal means (NLM)
algorithm [26] using a degree of smoothing of 1o. To further
reduce noise in the filtered image, we then filtered by performing
a simple dilation and erosion filtering on the image using a filter
size of 3 x 3 samples. After applying k-means segmentation, we
postprocessed the segment map by applying a threshold on the
number of samples in each segment.

We chose the parameters for these filtering and segmentation
steps empirically. In Section III-D, we show results from varying
them. They can be further tuned or determined differently in
future work. From experience, we have about 50 dB useful
dynamic range in images, and we decided to use 30 dB dynamic
range from the maximum value to increase the image contrast
and highlight strong targets. In the NLM-filtering, we used a
degree of smoothing of 1o, where o is the standard deviation
estimated from the input samples. For the following filtering by
dilation and erosion, we used the smallest, symmetrical filter
size of 3 x 3 pixels. We found that it left us with significantly
less chance to have residual high frequency noise in the filtered
images at this point. The number of segments in the k-means
segmentation is a sensitive parameter which must be chosen
carefully. We intend to separate objects (highlights), from back-
ground, typically dominated by seafloor and shadows. We there-
foreused k € [2, 4]. We found that in practice we often got better
performance with fewer segments in the simulations, while the

real data example performed better with more segments. This
is because increasing the number of segments did not have the
intended effect of separating highlights, shadows, and speckle
seafloor, but rather produced halos around objects and bridges
between segments in the simulation. Other algorithms could
potentially handle this better, and there are also specific algo-
rithms for estimating the number of segments to use for a given
image before running k-means segmentation. However, a study
on segmentation techniques is outside the scope of this work.
We used the described approach to simplify the segmentation
problem to something that works well enough to study the
proposed interferometric filtering technique, and demonstrate
the performance improvement. With the only requirement being
to take a single-look complex SAS image as input and providing
a segment map as output, the segmentation algorithm could
be interchanged seamlessly in this processing chain with any
desired algorithm.

The result of this image processing is a segmented image mask
M (z,y) indexed by an integer class number. For each pixel, its
segment was identified by a connected components algorithm
which considered segments to be continuous if the edges or
corners between two pixels belonging to the same segmentation
class touch, i.e., so that the pixels that are connected to (z,y)
are

(rxLy)or(z,yxt1l)or(z+1l,y+1). 3)

Even after the described filtering steps, we sometimes had a few
very small segments consisting of only a few samples. These
were related to speckle noise realizations. To mitigate these,
we applied a continuous segment threshold when filtering the
interferogram, asserting more than five samples in any contin-
uous segment. If this requirement was not met, the segment
was removed and the previous sample’s segment applied, which
would typically be the seafloor segment.

Finally, we had a set £(x, y) per pixel of included pixels that
are both within the original filtering window and in the same
segment.

C. Segmented Window for Interferogram Averaging
Square window interferogram filtering is described as

wey) = 3

(i,5)€(,y)

u(i, j) “)

where ¥ (x,y) is a set of the pixels belonging to the square
window around pixel (z,y), and N is the number of pixels in
the window. With the segments found by the method described
in Section II-B, we modified (4) to only include pixels inside the
rectangular smoothing window that were in the same segment
as the current, center pixel. We then obtained the filtered inter-
ferogram w(z, y) after averaging with segment preservation by

w(x,y):m > ulig) ®)

(i,5)€€(z,y)

where £(x,y) is a set of the pixels belonging to the segmented
window around (z, y) as described in Section II-B, and N (z, y)
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represents the number of pixels included for each set. This
eliminated averaging across segment boundaries.

III. RESULTS

To analyze the results, we compared our method to fixed
square window averaging in the interferometric processing. In
simulations, we also compared the results to bathymetry pro-
cessed with ground truth input and an ideal interferogram pro-
duced by averaging 81 realizations with independent scatterer
positions and no spatial smoothing, corresponding to a window
size of 9 x 9 samples.

We assessed the results by comparing the interferometric
coherence, and by visual inspection of the estimated bathymetry
and the bathymetry-corrected backscatter image. On simula-
tions, we also compared the results with the ground truth
bathymetry and calculated root mean squared errors (RMSE).
On the real data set, we also analyzed the result in regard of our
available knowledge of the target geometry.

A. Simulator and Scene

We used a sonar point scatterer simulator to produce raw time
series of complex hydrophone data from a single pass of a flat,
5 x 5 m seafloor with an arrangement of eleven cylinders of
varying heights and diameters. We used 16 scatterers on average
per 2 x 2 cm resolution cell to produce fully developed speckle.
We simulated the HISAS SAS transducers on an ideal, straight-
line trajectory and ideal environmental conditions, with additive,
white noise of 20-dB signal to noise ratio (SNR), measured
relative to the speckle seafloor. The measured intensity of the
targets are about 17 dB stronger than the surrounding seafloor.
The sonar is located at depth z = 0, resulting in a grazing angle
of about 35°. This results in shorter shadows, but longer layover
regions compared to a smaller grazing angle, i.e., targets at
longer range. We use a geometry-based shadow calculation per
ping to omit occluded scatterers from the simulation. We did not
include multipath scattering in the simulation. We used the same
SAS processing chain described in Section II on the simulated
raw data as for real data in Section III-G.

We arranged eleven cylinders in a square pattern with varying
distances between them to facilitate measuring the resolution
capabilities of the algorithms in both the along- and cross-track
directions. We required nonsquare targets to study the shape
resolvability of our method compared to square window filter-
ing. In Fig. 1, we show one realization of the simulation, which
provides a reference of the scene geometry. All the cylinders
are 20 cm in diameter, except for the two smaller ones in the
middle of the right-most, vertical line of cylinders. They have
diameters of 5 and 10 cm, respectively, from the top. All
the cylinders are also populated with scatterers on the sides.
The heights from the seafloor ranges from 10 to 25 cm in 5 cm
intervals. The gaps between the cylinders are 10, 20, and 40
cm. These dimensions and spacings were chosen to make the
targets large enough to roughly fit a full square 9 x 9 sample
window inside each cylinder, while having spacings ranging
from values larger than the expected 20-cm resolution of square
window filtering and down to spacings only resolvable in the
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Fig. 1. Realization of simulated scatterers illustrating the scene geometry. The

noisy halo around each object is the rendering of random scatterers positioned
vertically on the sides of the cylinders.

image resolution. The smaller cylinders are designed to test the
minimum object size, with the smallest one representing a target
with only about four samples. This is expected to be smaller
than the design resolution for our method since we threshold the
segments at minimum five samples. The heights of the cylinders
were varied to give a verification of the depth estimates and
easily separate them from each other.

For the special case of multiple realizations that we describe in
Section III-C, we matched the 9 x 9 window size and generated
81 different, random realizations of the scatterer positions and
reran the full simulation for each of them.

B. Simulation Results

In Figs. 2 and 3, we show a SAS image of the simulated
scene and its segmentation using two segments. Notice that
the smallest cylinder is detected as a single pixel, but ignored
by the filtering which removes tiny segments, as described in
Section II-B. The lower-right cylinder partially overshadows
the 10 cm cylinder after it in range, which results in it not
being properly visible in the image, and thus not detected by
the segmentation algorithm either. The other cylinders appear to
be identified fairly well by the segmentation algorithm.

InFig. 4, we show the number of samples used in the estimated
interferogram when using segmentation filtering. Notice how
the number of pixels defaults to the full 9 x 9 samples square
window when not near a segment edge, and reduces to about
half of that when at an edge. We also observe the edge effect
when parts of the filter move outside of the data area, which was
present for all the methods. We will not be considering edge
effects in this study, as they can easily be avoided by proper
overlap and cropping in the higher level processing chain.

In Fig. 5(a), we show the bathymetry estimate using square
window filtering, and in Fig. 5(b) the corresponding bathymetry
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Fig. 3. Simulated SAS image segmentation map with two segments.

estimate using image segmentation filtering. The ground truth
outlines of the cylinder objects are plotted as solid, black circles.

To quantitatively compare the resolution between the various
methods, we produced a slice through the objects as we illustrate
by the white, solid lines in Fig. 6. In addition, we have selected
a 10 pixel slice that covers the cylinder objects, illustrated by
a translucent, white overlay in Fig. 6. We calculated the depth
RMSE for both the 1 and 10 pixel slices. We chose these slices
to not include the surrounding seafloor, as it is not relevant for
studying this method. The flat seafloor area where no segments
were generated in Fig. 3 will fall back to the same method (full
square window) and be numerically identical. By restricting the

23
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Fig. 4. Number of samples per depth estimate for the simulated scene using
segmentation filter with two segments.

slices to the width of the cylinder targets, we were able to sep-
arate issues of shadow and layover to be primarily present only
in the cross-track case. This enabled us to study the resolution
without regard to shadow and layover in the along-track case.
In Figs. 7 and 8, we show the various bathymetry estimates
for the slices along-track and cross-track. In Fig. 9, we plot the
average RMSE values for each method, separately for the along-
and cross-track directions. In Fig. 9(a), we show the RMSE
for the single pixel slices, and correspondingly the errors for
the wide slices are in Fig. 9(b). For comparison, we calculated
corresponding slices in the flat region and got a depth RMSE
value of 0.5 cm using a 9 x 9 window. With the smaller 3 x 3
window we observed the large increase in variance with depth
RMSE of 1.2 cm, while the larger 17 x 17 window achieves
about 0.3 cm. These values were the same for both methods, as
our method falls back to the square window in these regions.

C. Simulation Processing With Multiple Speckle Realizations
and Ground Truth Input

In order to create an ideal reference bathymetry estimate, we
chose two different approaches. The motivation for both was
to indicate what the best achievable results are with the applied
SAS processing chain, if we had ground truth a priori knowledge
of the depth, or idealized measurements.

For the first approach, we created the SAS images using the
processing chain as described before, but with the ground truth
bathymetry as render plane for the images, which also followed
through for the interferometric processing. This reduced the
task for the interferometric processing to that of estimating a
zero-valued phase difference, since we would obtain the ground
truth result if all the phase angles are zero. We applied the same
interferogram filtering with a 9 x 9 square window and image
feature segmentation with two segments.
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the ground truth cylinder positions. (a) Square 9 x 9. (b) Segmentation, two
segments.

For the second approach, we created 81 independent realiza-
tions of the simulation. The scatterer positions were independent
and random, and thus so was the speckle in the scene. The
additive noise was also independent and random for each realiza-
tion. We averaged all the realizations pixel-wise instead of using
any spatial filtering, resembling an ideal 81-look interferogram.
The 81 independent samples per pixel were comparable to a
9 x 9 square window filtering, but as a reference result in which
the real expected value of all samples were correct with no
spatial smoothing. This should be an approximation of the best
possible resolution that could be obtained before the imaging
system parameters are the limiting factor. While useful as a
hypothetical case for a simulation, producing such a data set
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Fig. 6. Ground truth bathymetry with single and 10 pixel slices indicated by

white overlays. Notice the changing axes directions. (a) Cross-track slice. (b)
Along-track slice.

in real life is not feasible. It would require 81 exactly repeated
passes with changing the seafloor speckle in between each pass,
e.g., by moving particles on the seafloor while simultaneously
not perturbating the actual depth.

D. Segmentation Algorithm Parameters

We have evaluated the segmentation algorithm by varying the
available parameters. In Fig. 10, we show aggregated results by
calculating the RMSE values comparable to those presented in
Fig. 9. In this section, we describe the results for each parameter
in detail.

The dynamic range of the input image significantly changes
its appearance and thus the performance of further image pro-
cessing. We expect a useful dynamic range up to 40-50 dB
with our system, on which we have based the simulation. In
Fig. 11, we show three examples of varying dynamic ranges.
At 10 dB we barely see the target highlights. At 50 dB, we
observe significant noise in the shadow regions. We expect our
method to perform best in-between these extremes, and in prac-
tice we observed very similar segmentation performance from
30-50 dB dynamic range. In Fig. 10, it is clear that the 50-dB
dynamic range performs better than 30 dB on this simulation.
However, with real data examples we observed that 50 dB
in many cases introduced too much noise to achieve a good
segmentation result. We therefore decided to maintain a lower
dynamic range for the simulation example for consistency.

The degree of smoothing in the NLM-filtering is given as a
scaling of the standard deviation, which is estimated from the
intensity image itself. This parameter controls the window size in
the NLM-algorithm, and is 1o in the original paper [26]. Scaling
it to half for a smaller window size seems to perform fairly well
in Fig. 10, but the resulting segmentation map appears noisy
and with uneven segment edges upon inspection. Increasing the
window size by scaling up this parameter appears to increase
the along-track error, so we find 1o to work best.

The window size for the dilation and erotion filters were
evaluated at 3 x 3 (Feature 9 x 9, three segments) and 5 X 5.
Neither stand out as a significantly better choice from the error
values in Fig. 10. However, increasing this window size also
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(e) Segmentation, two segments. (f) Segmentation, three segments. (g) Square
9x9, ground truth rendered. (h) Segmentation, two segments, ground truth
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limits our resolution ability. Therefore, we have chosen to keep
this at the lower size.

The number of samples required for the continuous segment
threshold was set to five samples. This was not a significant
parameter in the simulation, and upon inspection it does not
remove any segments in this case. Increasing it to 25 samples
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Fig.8. Single-pixel bathymetry slices across the objects cross-track for various
processing options. The gray lines represent the ground truth bathymetry.
(a) Square 17x17. (b) Square 9x9. (c¢) Square 3x3. (d) Square 1x1. (e)
Segmentation, two segments. (f) Segmentation, three segments. (g) Square 9x9,
ground truth rendered. (h) Segmentation, two segments, ground truth rendered.
(i) 81 speckle realizations.

removes a few segments, but does not seem to impact the errors in
Fig. 10 significantly. Again, this also limits our resolution ability,
which is even observable by the error values in Fig. 10(a) which
increase slightly compared to the band result in Fig. 10(b).
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Fig.9. Root mean squared errors in centimeters for various methods in along-

track and cross-track directions. (a) Errors for the single pixel slices. (b) Errors
for the wider slices covering the cylinder objects.

E. Simulation Discussion

Comparing the plots in Fig. 5, we observe that both methods
estimate the depth of each object well, but with our method
we find that the boundaries of the depth estimates are closer
to the ground truth outlines. We also observe that the seafloor
in-between the cylinders was better resolved with our method.
This represents improved shape resolvability and improved hor-
izontal resolution, respectively.

In the aggregated results presented by Fig. 9, we observe that
our method gives only a slight improvement in the cross-track
direction. This is due to shadow and layover. In the along-
track direction, our image segmentation method gave significant
improvements compared to the corresponding square window
methods. For the wide slices we approached the performance of
the reference methods, which utilized ground truth bathymetry
input. In all the cases studied here, our suggested method out-
performed the traditional fixed-window approach.
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Fig. 10. Root mean squared errors in centimeters for various segmentation
algorithm parameters in along-track and cross-track directions. This figure can
be directly compared to Fig. 9. (a) Errors for the single pixel slices. (b) Errors
for the wider slices covering the cylinder objects.

For both the ground truth input approaches, we find the results
plotted in comparison to the other methods in Figs. 7 and 8, and
more concisely in Fig. 9. We observe that they generally perform
the best as expected, and that our method gives estimates closer
to these ground truth methods. We find a significant improve-
ment in RMSE of about 30% for the along-track case. For the
cross-track case we find only minor improvements, because this
is limited by shadow and layover.

We evaluated the segmentation algorithm by varying the
available parameters, and found that the performance gain of
our algorithm is present regardless of the parameter settings. The
performance varies with the parameters, but appears to fall back
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Fig. 11. Simulated SAS intensity images displayed with different dynamic
ranges. (a) Dynamic range of 10 dB. (b) Dynamic range of 30 dB. (c) Dynamic
range of 50 dB.

to the square window performance as expected. The cross-track
performance appears to be better than along-track regardless of
parameters.

As mentioned earlier, our method falls back to the square
window method when no segmentation boundaries are present
within the window. Increasing the window size with our sug-
gested method is reasonable because we are less prone to
smoothing out features, and a larger window size where ap-
plicable is desirable to further reduce the variance. Our method
could be extended to adapt the window size within the current
segment so that we maintain a constant number of samples per
pixel, with the benefit that the resulting estimate statistics would
be more homogenous. A different strategy would be to increase
the window size significantly, maybe with the inclusion of a
distance weighting filter. Properly tuned we would expect this
to have similar characteristics and performance as an adaptive
window, but the implementation might be technically easier.
Extending the method for this particular detail is outside of
the scope of this study. We have chosen not to implement this
because we found that we got sufficient results without taking
such measures. This is in part due to the averaging process
already being a weighted average, in which the high intensity
samples contribute more to the average phase estimate. This is
what caused the significant dilution of the object bathymetries in
the first place. However, since the objects which causes segment
boundaries typically have high intensity, we will also have strong
signal and thus good phase estimates in these cases, even if we
have fewer samples in the averaging process. The opposite was
the case for the adjacent seafloor samples, which could clearly
have benefitted from an adaptive window size as discussed here.
However, the elimination of the strong object scatterers enabled
us to get more accurate phase estimates for these cases as well,
even with fewer samples.

F. Real Data Set

We used SAS data from the HISAS interferometric synthetic
aperture sonar on a HUGIN AUV. The data was collected by the
Bundeswehr Technical Center for Ships and Naval Weapons,
Maritime Technology and Research (WTD 71) in 2010 near
Eckernforde, Germany. It contained a deployed frame with
various resolution targets, of which we investigated arrays of
spheres with various spacings. In the upper panel of Fig. 12,
we show an overview of two of the sphere arrays. In each array
we had four closely spaced small spheres with 7 cm diameters,
and some larger spheres with larger separation. We focused our
study on the small spheres because ground truth measurements
were available for these. Notice also that there was a small
bolt at the end of the center pole to fix it, which also showed
up in the SAS image as a significant highlight. In the lower
panel of Fig. 12, we show a closer view of the small spheres
with a ruler for scale. The spheres were laid out with center
to center distances of about 21, 13, and 8 cm, giving spacing
between the spheres as 14, 6, and 1 cm. These distances were
suitable for our study because they are between the image and
bathymetry resolutions. Imaging resolution with this system is
slightly larger than 2 cm, which should make us able to resolve all



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

10

Fig. 12.  Sphere array in the resolution frame target. (a) An overview of two of
the five sphere arrays. (b) A close-up of the small spheres under investigation.
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Fig. 13.  SAS image of the array of spheres. The red circles are target outlines
manually superimposed on top of the images as a guide, but do not represent
known ground truth positions of the targets.

but the smallest distanced spheres. The bathymetric resolution is
however typically reduced to nine times that, resulting in 18cm
horizontal resolution in the bathymetry. Hence, we would not
expect to be able to resolve any of these spheres in the bathymetry
without very small estimation windows or adaptive processing.

G. Real Data Results

In Fig. 13, we show the SAS image in the ground plane. In
Fig. 14, we show the corresponding segmentation using four
segments. The circles superimposed on the images are outlines

IEEE JOURNAL OF OCEANIC ENGINEERING

26 T T T t T T 4
it &
255 ® # 1
s ® h i » ,
E ® B o i ]
3 E ¥ ¢ £
g & o g
o a 2 i ’
©245¢ & .
© (@] 2
O
24t & .
o
235 : : : : : 1
4 4.5 5 55 6 6.5 7

Along-track [m]

Fig. 14. Example of a SAS image segmentation map of the array of spheres.
The black circles are target outlines manually superimposed on top of the images
as a guide, but do not represent known ground truth positions of the targets.

25

Samples

)
b
&)

Cross-track [m]

24

23.5 I
4 4.5 5 55 6 6.5 7
Along-track [m]

Fig. 15. Number of samples per depth estimate for the real scene shown in
Fig. 14 using segmentation filter with four segments. The black circles are
target outlines manually superimposed on top of the images as a guide, but
do not represent ground truth positions of the targets.

of the sphere positions. These were drawn with correct dimen-
sions and distances, but they were placed manually to act as a
guide and do not represent ground truth position of the spheres.

In Fig. 15, we show the number of samples used in the
estimated interferogram when using segmentation filtering. No-
tice that the number of samples drops significantly with the
small sphere segments, in which case we are only using 10-30
samples. We observed an increased interferometric coherence on
the targets caused by the exclusion of the surrounding samples,
which were not coherent. The seafloor surrounding the targets
was also affected with reduced number of samples, and here we
observed a lower interferometric coherence due to the strong
target samples being excluded.

In Fig. 16, we show the bathymetry estimate using 9 x 9
square window averaging in Fig. 16(a), 3 x 3 square window
averaging in Fig. 16(b), and our image segmentation filtering in
Fig. 16(c). The red circles outline the assumed target positions
as in the other figures.
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In Figs. 17 and 18, we show plots of the solid and dashed
slices, respectively, as illustrated in Fig. 16. The small spacings
across the slices in Fig. 17 is not resolved with the 9 x 9
window, but can be partially resolved by the 3 x 3 window at the
cost of higher variance. We observe that our method provides
better resolution than the 9 x 9 window. The improvement is
more evident with the slightly larger spacings in Fig. 18, where
we clearly observe shapes better representing the ground truth
sphere sizes, while maintaining much lower variance than with
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cessing options. The superimposed circles indicates the manually estimated
target positions, constrained by the known target size and spacing. (a) Square
9 x 9. (b) Square 3 x 3. (c) Segmentation, two segments. (d) Segmentation,
three segments. () Segmentation, four segments.

the 3 x 3 window. The difference in variance might seem slight
between our method and the 3 x 3 window when inspecting
these slices, but comparing the larger bathymetry plot in Fig. 16
we see that the 3 x 3 window maintains this high variance also
in areas with flatter seafloor, while our method performs equally
to the 9 x 9 window method in these areas where no segments
were detected from the intensity image.

H. Real Data Discussion

We find that the segmentation results in Fig. 14 are acceptable
based on the image data, but only some of the spheres are
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resolved. This could potentially have been improved by using a
more advanced segmentation algorithm, but after inspecting the
SAS image, we consider this to be nontrivial. To avoid introduc-
ing any new parameters at this point, we therefore kept the same,
automated algorithm as we used in the simulation case. Any
improvements to the segmentation algorithm would improve our
method, but further studies on the image segmentation task is
outside of the scope of this study.

In Fig. 15, we found a reduction of the number of samples
near segment edges, and consequently we observed a reduction
in coherence around the targets. As we saw with the simulated
case in Section III-B, this may be a less biased estimate of the
depth in these positions, since we were no longer perturbed by
the strong signal from the nearby targets. Similarly, we observed
that the Cramer-Rao lower bound (CRLB) for the depth estimate,
which expresses the lower bound on the variance of an unbiased
estimator, remained equally low on the targets even with fewer
samples because of the higher SNR. As for the surrounding
seafloor, we observed a higher CRLB due to the exclusion of
the strong target samples.

In Fig. 16(a), the bathymetry estimates are unable to resolve
any of the spheres properly, as is expected since the horizontal
resolution is worse than the sphere separation. With bathymetry
estimated by a smaller window in Fig. 16(b), we were able to
resolve the spheres better, but at the cost of increased variance
in the bathymetry estimate. Using our suggested method to
estimate the bathymetry in Fig. 16(e), we were able to main-
tain low variance comparable to the results using 9x9 square
windows, while still separating the spheres with largest distance
and partly the second-largest distance as well. We observe that
the seafloor surrounding the targets is estimated closer to what
we would expect considering our knowledge about the target
and the surrounding seafloor.

In Figs. 17 and 18, we plotted the slices indicated in Fig. 16
with the manually estimated sphere positions as a reference.
We were not able to resolve all the spheres, but inspecting the
segmentation plot in Fig. 14 this is to be expected based on
the segmentation result. However, we were able to resolve the
spheres significantly better than using the 9 x 9 window, both
with respect to resolution and the shape resolvability. Our result
was closer to estimating the correct extent of the spheres. Again,
we find that the segmentation algorithm is the most important
part of our method. However, regardless of imperfect segmen-
tation results we find that the resulting bathymetry using our
method improves on using square windows, either by improved
accuracy and resolution, or by lower variance.

IV. CONCLUSION

We introduced a novel method using SAS image segmentation
maps to constrain the averaging windows when doing sample
averaging in SAS interferometric processing. We showed that we
can achieve more accurate object rendering and better resolution
for object separation with our method, while maintaining the
low variance of a sufficiently large averaging window. With
the simulated data set, we demonstrated a 30% improvement in
RMSE for the along-track case. We achieved similar results with
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real data, demonstrating an improved ability to better resolve
small objects.

The proposed method relies heavily on the segmentation map,
and thus the segmentation algorithm is a critical part of the
processing chain. We used a simple algorithm which serves well
to demonstrate our method. However, replacing this algorithm
with more advanced methods may significantly improve the
performance of the proposed method.

The main disadvantages of our method were related to the
segmentation. For imprecise segmentation maps, the resulting
bathymetry may contain artifacts related to the segment shapes.
However, as we have shown with small, protruding objects,
these errors will often be smaller than the errors induced by
large averaging windows. We therefore claim that our method of
constraining the averaging window is an improvement compared
to using the larger fixed-size windows.

Using our suggested method, the number of image sam-
ples used to form each bathymetric estimate varied, and thus
the variance of the bathymetric estimates were affected. For
future work, we would consider extending the method to adapt
the window shape to make the window size approach the same
size as the full window whenever possible. This is possible as
long as the segment is sufficiently large.

We showed that using the intensity image for segmentation
is a sound approach because of its relation to the geometry
of the seafloor. On both simulated and real data, we showed
improved conservation of object shapes as well as improved hor-
izontal resolution of closely spaced targets with our suggested
method.
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