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Complex Cloud-Sea Background Simulation for
Space-Based Infrared Payload Digital Twin
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Abstract—The advent of Industry 4.0 has highlighted the
requirements for the digitization and intelligent evolution of
space-based payloads. To address challenges like limited data
samples and simulate infrared images in various scenarios, this
study proposes a hybrid data-driven and fractal-driven cloud-sea
scenario simulation approach for high-precision infrared images at
space-based detection scales. Static cloud-sea scenes are generated
using Qilu-2 and New Technology satellite images, while dynamic
scenarios are simulated with our iterative fractal dimension
optimization algorithm. Next, we propose a high-precision infrared
cloud-sea simulation method based on these simulate scenarios.
Finally, we validate the confidence of the simulated images through
morphological assessment using a 2-D histogram and radiative
accuracy evaluation based on Moderate resolution atmospheric
transmission (MODTRAN) results. Experimental results confirm
the method’s accuracy, showing close alignment with on-orbit
images. In the 2.7–3.0 µm band, our average radiance is consistent
with MODTRAN. Specifically, for reflection angles below 60◦,
the root mean square error between our results and MODTRAN
results is about 12.3% in the 3.0–5.0 µm band, and around 3.7%
in the 8.0–14.0 µm band. Morphological assessment shows an
average error of about 8.3% when compared to on-orbit images.
This method allows for generating multiband, multispecies, and
multiscale complex cloud-sea scenario images for digital infrared
payloads with high flexibility and confidence.

Index Terms—Cloud-sea scenario, data-driven, digital twin,
fractal-driven, infrared radiation, space-based infrared payloads.

I. INTRODUCTION

W ITH the advent of Industry 4.0, the demand for the digi-
talization and intelligent development of aerospace pay-

loads has increased [1]. High-precision detection backgrounds
are essential inputs for digital payloads and determine the overall
performance of these payloads. To construct a digital detection
background model and address the challenges posed by “small
sample” and “zero sample” infrared background images, this
study simulates multitemporal, multiparameter, and multimode
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infrared images observed by infrared payloads in multidomain
scenarios. The findings of this study can provide technical sup-
port for digital payload research, which is critical for enhancing
the performance of next-generation infrared payloads in target
detection, recognition, and tracking.

Given that the average global annual cloud cover is ap-
proximately 66% [2], cloud-sea scenarios represent a primary
environmental factor for space-based infrared payloads. Simu-
lating these scenarios provides complex observational data that
improves simulation accuracy, thus supporting comprehensive
performance evaluation and optimization. Moreover, these data
enhance intelligent detection algorithms, improving their robust-
ness across operational contexts. Therefore, cloud-sea scenario
simulation is integral to high-fidelity digital twin systems and es-
sential for advancing space-based infrared payload performance.

Currently, although single-scene simulation technologies for
clouds and oceans are relatively advanced [3], [4], [5], [6], [7],
there are independent studies on infrared radiation from cloud
layers and sea surfaces [8], [9], [10], [11], [12], [13], [14],
[15], these methods are overly simplistic and inadequate for
the detection requirements of space-based infrared payloads.
Furthermore, while recent AI-based approaches have shown
promise in infrared image simulation [16], [17], [18], [19],
they are constrained by limited training data and often fail
to generate images with accurate physical properties. For the
detection requirements of space-based infrared payloads, thus
rendering them insufficient for practical applications.

1) Most existing infrared simulation systems are primarily
designed for ground-based observation scenarios and typ-
ically rely on simplified empirical models, thus lacking
the ability to simulate complex scenes.

2) There is a lack of space-based detection scale infrared
cloud-sea scene simulation technology with 100-m reso-
lution, failing to meet high-precision requirements.

3) AI-based deep learning methods for infrared image gen-
eration are constrained by insufficient training data and
inability to produce images with precise physical signif-
icance, making them inadequate for quantitative analysis
and physical property studies.

4) This technological gap limits the capacity for high-
accuracy simulations under complex observational condi-
tions, which hinders effective support for the performance
evaluation and optimization of digital twin systems for
space-based infrared payloads.

This study addresses the limitations of existing infrared
cloud-sea detection background models by meeting the digital
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requirements of infrared payloads. We propose a hybrid data-
driven and fractal-driven cloud-sea scenario simulation (HCSS)
algorithm that leverages real on-orbit satellite images to simu-
late static cloud-sea scenes. For dynamic simulations, a fractal
algorithm is optimized using a dynamic iterative approach based
on fractal dimension (FD). In the optical properties calculation
module, the Mie scattering theory and Cox–Munk model are
utilized to compute the optical parameters of the cloud-sea
scenes. By comprehensively considering all radiation sources, a
high-precision infrared cloud-sea radiation calculation model is
developed, enabling realistic infrared cloud-sea image simula-
tions. In addition, the morphological accuracy of the simulated
images is assessed using a 2-D histogram-based confidence
evaluation, while the radiative accuracy is validated through
comparison with Moderate resolution atmospheric transmission
(MODTRAN) calculations. Our contributions can be summa-
rized as follows:

1) We propose a HCSS algorithm capable of generating mul-
tiscenario, multiscale, and multicoverage high-confidence
complex infrared cloud-sea images.

2) A comprehensive cloud-sea infrared radiation calculation
model is developed, providing multitemporal, multiband,
and multitype complex infrared background radiation
data.

3) High-confidence cloud-sea images are generated with ra-
diation calculation results that exhibited close alignment
with MODTRAN results, and the average root mean
square error (RMSE) for morphological accuracy is ap-
proximately 8.3%.

4) The resulting infrared radiation model serves as an input
for digital payload prototypes, enabling more efficient
testing and optimization of on-orbit systems.

II. RELATED WORKS

Traditional research on cloud-sea simulations typically ad-
dresses cloud and sea surface simulations and infrared radiation
characteristics in isolation. Two main methods for generating
the sea surface fluctuation are numerical modeling [3], [4], [6]
and physical simulation [5]. The aim of physical simulations
is to solve wave equations, which are significantly complex,
to obtain analytical solutions [5]. The advantage of numerical
modeling is that it can adapt to various sea conditions, spatial
resolutions, and detection ranges without physical experiments
or actual measurements, e.g., the Pierson–Moskowitz (P-M)
spectrum [3] and the Joint North Sea Wave Project (JONSWAP)
spectrum [4], [6]. Moreover, cloud scenario generation can
currently be divided into three methods [7].

1) Data-driven methods: Utilizing measured data is the sim-
plest method for simulating clouds, which involves spec-
tral transformation, resolution transformation, and cloud
feature extraction [20], [21], [22], [23], [24]. Techniques
based on neural networks and deep learning are employed
to generate cloud images [25], [26]. The advantage of this
approach is that the simulation can be readily validated
with authentic data. However, it is limited by the availabil-
ity of data, thus making it challenging to cover all regions
and climatic conditions.

2) Physics-driven methods: Using partial differential equa-
tions to solve the fluid model of clouds can achieve real-
istic simulation effects based on different parameters and
initial environmental conditions [27], [28], [29]. However,
employing fluid dynamics methods to simulate clouds is
computationally complex, and this approach exhibits a low
real-time performance.

3) Rule-based heuristic-driven methods: Such methods use
simplified processes and computations to simulate clouds,
thus making them straightforward and less computational
intensive than physics-driven methods. The stochastic
fractal theory is most frequently employed in heuristic-
driven cloud simulation, typically based on the fast fourier
transform (FFT) method [30], [31]. Proposed multifrac-
tal algorithms subsequently describe clouds more accu-
rately [10], [32], [33], [34], [35]. These algorithms can
flexibly simulate cloud layers’ features under specific
weather conditions. However, they require strict param-
eter control, and unreasonable settings can result in low
confidence.

The accuracy of infrared cloud and sea image simulation is
critical for effective target detection and recognition in complex
environments. Atmospheric radiative transfer models are critical
for simulating radiative characteristics under such conditions,
especially where cloud and aerosol interactions over dynamic
sea surfaces are involved. Low-resolution transmission (LOW-
TRAN), a simplified model assuming a uniform atmosphere,
is suitable for basic applications [36]. A thermal emission
spectrometer (TES) provides rapid mid-wave infrared (MWIR)
transmission estimates, which are critical for remote sensing
[37]. An atmospheric radiative transfer simulator handles com-
plex atmospheric conditions, including cloud and aerosol effects
on MWIR radiation [38]. Discrete ordinates radiative transfer
is commonly used for modeling scattering and absorption in
horizontally layered atmospheres, although it can be computa-
tionally intensive [39]. Rapid radiative transfer model for televi-
sion infrared observation satellite (TIROS) operational vertical
sounder (TOVS) radiative transfer for TOVS (RTTOV) provides
fast MWIR radiative transfer calculations, mainly for weather
forecasting [40]. MODTRAN, which is known for its higher
spectral resolution and capability to simulate complex atmo-
spheric variations, effectively models radiative transfer phenom-
ena. However, it is limited to providing numerical simulation
results. It cannot generate 2-D cloud and sea scene simulation
data [41].

In recent years, several representative infrared simulation
systems, including IRMA [42], SSW [43], SIMSA [44],
Vega/Vega Prim [45], CAMEO-SIM [46], and SE-Workbench-
EO [47], etc., have been developed to simulate complex in-
frared scenarios, as shown in Fig. 1. However, all these systems
are ground-based detection systems and the modules in these
systems are relatively simplified. The most common methods
are qualitative modeling simulations or semiempirical physical
models, where empirical value selection introduces a subjective
factor. There are cases wherein 3-D modeling software is used
to generate 3-D scenes, followed by the generation of infrared
scenes using physics-based modeling [14], [21], [48], [49], [50].
However, most of these tools are proprietary and costly, thus
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Fig. 1. Simulation results of the typical infrared systems.

posing accessibility challenges for general users. A common
issue arises when simulating the physical effects of cloud-sea
scenarios in that there are significant differences between the
simulated degraded and real images. This discrepancy makes
it difficult to establish a correspondence between on-orbit pay-
loads and laboratory digital payloads, thus leading to challenges
in accurately evaluating the system performance of on-orbit
payloads.

In recent years, the rapid advancement of artificial intelligence
(AI) in geosciences has significantly improved the simulation
and comprehension of complex Earth systems [51]. Data-driven
methods, especially deep learning (DL), provide prospective
avenues for infrared image simulation. In particular, CycleGAN
[17], [18] and Pix2Pix GANGenerative adversarial network
(GAN) [19] are favored for their applications in domain adap-
tation and image translation, thus transforming visible light
images into infrared representations. ThermalGAN [52] con-
verts red, green, and blue (RGB) images to long-wave infrared
(LWIR) images for person reidentification by predicting ther-
mal segmentation maps and local temperature contrasts with
two GANs, which are combined to generate the final thermal
image. Özkanoğlu et al. [53] developed InfraGAN, which is a
UNet-based network that learns the mapping between infrared
and RGB image data, thus enabling the pixelwise classification
of generated images. Li et al. [54] introduced a dual attention
GAN (DAGAN) that enhances thermal image translation by
separating and focusing on foreground and background features.
For direct infrared image generation, Zhang et al. [55] developed
SIR-GAN to enhance synthetic infrared images by learning bidi-
rectional mappings between real and simulated domains. They
constructed 3-D geometric models, applied physical modeling
for infrared textures, and used OGRE rendering and atmospheric
models to generate initial infrared images, which were then
refined by SIR-GAN. The unique features of infrared scenes
complexify the learning process, as a single generator cannot
model all relevant characteristics simultaneously. Generating
realistic infrared images from RGB data remains challenging.
In addition, multiple deep learning models lack physical con-
straints, and the limited availability of labeled data hinders
training, thus resulting in insufficient variation in target angles,
time, and seasons. Acquiring large volumes of real remote
sensing images is costly and requires extensive fieldwork and
postprocessing.

III. MATERIALS AND METHODS

This study proposes a HCSS method focused on simulating
complex infrared cloud-sea background images, as shown in
Fig. 2. The process begins by identifying key scenario param-
eters, including atmospheric type, cloud type, sea conditions,
observation geometry, time and location, and infrared band. For
static scenarios, we employ a data-driven method using on-orbit
images from the Qilu-2 and New Technology Satellites. For
dynamic scenarios, we develop and optimize a fractal-driven
method based on the FD of real clouds. Next, we analyze the
optical properties of the cloud and sea using Mie scattering
theory and the Cox–Munk model, integrating cloud and sea
optical properties. These properties are then used to compute
infrared radiation, considering factors such as self-radiation,
reflection, path radiation, and total radiation. The resulting
data are synthesized into simulated infrared images. Finally,
we evaluate simulation confidence using 2-D histogram-based
morphological analysis and validate the radiative simulation
accuracy through comparison with MODTRAN.

A. Hybrid Data-Driven and Fractal-Driven Cloud-Sea
Scenario Simulation

1) Static Cloud-Sea Simulation based on the Data-Driven
Method: Infrared detection systems rely on image sequences de-
rived from temperature differences in radiation between targets
and their backgrounds for effective target detection, recognition,
and tracking. Thus, in space-based infrared payload digital twin
technology, one of the most critical and challenging tasks is ac-
curately simulating infrared radiation characteristics in complex
backgrounds. In digital twin models for space-based infrared
payloads, cloud-sea scenarios represent detection backgrounds
where clouds act as primary targets against an oceanic back-
ground. Traditional static cloud simulations are constrained
by the limitations of infrared cloud imagery. To address this,
data from the Qilu-2 and New Technology satellites were uti-
lized, with adaptive threshold processing, mask detection, and
grayscale value extraction applied to generate realistic cloud
images. The integration of these multisource datasets overcomes
traditional limitations and significantly enhances the accuracy of
cloud morphology, thus establishing a more reliable foundation
for infrared simulation and improving overall simulation quality.
In addition, an on-orbit cloud image database was developed,
which contains comprehensive observational cloud data.

The 2-D simulation of the sea surface in these scenarios is
effectively rendered using the P-M spectrum [3], which can
be expressed as follows. The Pierson.Moskowitz spectrum with
different wind speeds is illustrated in Fig. 3.

S (ω) = α
g2

ω5
exp

[
−β

( g

Uω

)4
]

(1)

where α = 8.1 × 10−3, β = 0.74, g = 9.81 m/s, ω represents
the frequency, and U represents the wind speed, indicating the
growth condition of the waves [46].

To simulate a cloud-sea scenario, when the static scenes of
clouds and the sea are modeled, the cloud layer is overlaid onto
the sea surface, with the composite image adjusted to match
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Fig. 2. Flowchart of our proposed method.

Fig. 3. Pierson–Moskowitz spectrum with different wind speeds.

the spatial resolution and field of view of space-based infrared
sensors. This process produces a realistic cloud-sea scene from
a space-based detection perspective, thus facilitating accurate
performance modeling and the evaluation of digital infrared
payload detection systems.

2) Dynamic Cloud-Sea Simulation via the Fractal-Driven
Method: In space-based infrared payload detection, the cloud-
sea background is a key environment, especially for long-
term observation of high-speed targets. Simulating dynamic
cloud-sea scenarios is critical for digital development, as it
aids in optimizing payload parameters, thus reducing costs and
risks, and in assessing detection performance across varying
backgrounds. In addition, these simulations support research
related to cloud layer effects on infrared transmission and

contribute to building a comprehensive background feature
database.

This study presents a novel cloud-sea scene modeling method
based on a fractal-driven approach. Centered on the optimization
of FD derived from on-orbit images, the method establishes a
multiscale, multitype framework for simulating cloud-sea mor-
phology, thus significantly enhancing the realism and accuracy
of cloud-sea scene simulations. As detailed in this study, first,
the dynamic model of the cloud field was established based on
fractal theory, where An is an n-dimensional random matrix
following a zero-mean Gaussian distribution, the real function
Sn(x) is the interpolation function of An at the coordinate point
X , the interpolation method is the cubic interpolation, and Vn

is an n-dimensional position vector. The random function is
defined as follows:

Vn (X ) =

kmax∑
k=k0

1

γkH
Sn

(
γkX

L

)
(2)

where γ is the gap parameter, which influences the richness
of image details; in general, values of 2, 3, or 4 suffice to
meet human visual perception requirements. H is the Hurst
parameter. A higher H value increases the low-frequency
components, thus resulting in a smoother image, whereas a
lower H value adds more detail. Typically, 0 < H < 1. L is
the interpolation resolution, where L = (l1, l2, . . . , ln) is an
n-dimensional matrix used to calculate the interpolated po-
sitions of X in matrix An, which determines the density of
interpolated data points adjacent to An. Moreover, k is the
summation term, with k0 and kmax representing the lower and
upper limits of the summation term, respectively. Different
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Fig. 4. Fractal images with different parameter settings. (a) r = 2. (b) r = 3.
(c) r = 4. (d) H = 0.1. (e) H = 0.5. (f) H = 0.8. (g) L = [5,5]. (h) L = [20,20].
(i) L = [50,50]. (j) kmax = 0. (k) kmax = 2. (l) kmax = 4.

parameter settings produce different effects, as illustrated in
Fig. 4.

By extending (2) to four dimensions and fractalizing in the
time dimension, a simulation of a 4-D dynamic cloud can be
obtained as follows:

V4 (X (x, y, z, t)) =

∞∑
k=k0

1

γkH
S4

(
γkX (x, y, z, t)

L(x, y, z, t)

)
. (3)

To further simulate the impact of air convection on the overall
position of clouds, we introduce the influence of time t in the
x and y dimensions. We assumed that the cloud layer moves
horizontally with v = (vx, vy), where vx and vy represent the
velocity components in the x and y directions, respectively.
Equation (3) can be updated as follows:

V4 (X (x+ vx, y + vy, z, t)) =

kmax∑
k=k0

1

γkH

·S4

(
γkX (x+ vx, y + vy, z, t)

L(x, y, z, t)

)
. (4)

Algorithm 1: Dynamic Cloud Simulation With Iterative FD
Optimization.

Input: Cloud type, cloud cover, image size, on-orbit image
FD range

Output: Fractal dynamic cloud images
1: Initialize the cloud type, cloud cover, image size, and

fractal control parameters.
2: Generate dynamic clouds based on the fractal

algorithm.
3: Calculate the initial FD of the dynamic clouds.
4: while FD is not within the on-orbit image FD range

do
5: Adjust the fractal control parameters.
6: Generate new dynamic clouds using the updated

fractal parameters.
7: Recalculate the FD of the optimized fractal

dynamic cloud images.
8: end while
9: return the optimized fractal dynamic cloud images.

After performing fractal interpolation based on (4), the matrix
followed a Gaussian random distribution with a mean of 0, a
standard deviation of 1, and values ranging from −5 to 5. The
error function was then used to transform this random matrix Vn

into a uniform distribution between 0 and 1, which facilitated
the subsequent division of cloud and cloud-free regions

p =
1

2

(
1 + erf

(
Vn√
2

))
. (5)

Here erf is the error function, and p represents the uniformly
transformed cloud fraction value. Thereafter, sort the matrix p
based on the specified cloud coverage rate. Areas with coverage
below the threshold are classified as cloud-free, which is denoted
as C(x, y) = 0, whereas regions exceeding the threshold are
considered cloud-covered, and represented byC(x, y) �= 0 [56].

To enhance the credibility of the simulated clouds, a method
based on iterative optimization of the FD derived from on-orbit
imagery was proposed to model dynamic cloud morphology.
This approach first calculates the FD of clouds extracted from
on-orbit images, verifies the range of FD for the simulated
clouds, and iteratively adjusts the fractal control parameters.
This process enhances the credibility and accuracy of the sim-
ulated cloud images. The FD of the graphics can be calculated
using

FD = lim
ε→∞

logN ε

log (1/ε)
(6)

where ε represents the unit of measurement. The measurement
method uses the measurement unit to cover the measured object,
where N represents the number of the measurement unit used
to cover a fractal object [57], [58].

For cloud-covered regions, thickness mapping is performed
using a fractal 2-D matrix based on the cloud-base and cloud-
top heights. The mapping from the cloud brightness distribution
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Fig. 5. 3-D spatial morphology modeling of clouds.

matrix to the cloud thickness matrix is approximately linear.
Assuming the cloud thickness distribution ranges from Thmin to
Thmax, the cloud thickness valueTh in the cloud-covered region
can be mapped, as shown in (7). When C(x, y) = 0, Th(x, y)
was set to 0, as illustrated in Fig. 5

Th(x, y) = Thmin +ΔTh
C(x, y)− Cmin

Cmax − Cmin
. (7)

In space-based observation scenarios, the limited spatial res-
olution of satellite sensors makes it challenging to accurately
capture subtle variations on the sea surface. From a top-down
perspective, microfeatures such as waves and ripples on the sea
surface are generally of scales smaller than the resolution ca-
pability of the sensors. Consequently, these details are averaged
out during the imaging process, thus rendering the sea surface as
a relatively homogeneous, large-area region. This characteristic
simplifies the modeling of the sea surface background. In the
simulation of dynamic cloud-sea scenes, a P–M-based approach
was employed to simulate the sea surface. In contrast, subse-
quent infrared scene simulations are more focused on the sea sur-
face infrared optical properties, primarily considering emissivity
and reflectivity to ensure accurate calculations of sea surface ra-
diation. Therefore, dynamic cloud-sea simulation scenarios are
proposed.

B. Calculation of Optical Properties of Cloud and Sea.

In space-based satellite observation scenarios, high-altitude
cirrus clouds are commonly observed. These clouds, which are
typically located above 6 km, are cold and primarily composed
of ice crystals; thus, they are referred to as ice clouds. In contrast,
clouds with lower cloud-top heights are generally composed of
water particles. The significant difference in optical properties
between ice clouds and water clouds significantly influences
radiative calculations. Therefore, in this study, we categorized
clouds into two types, i.e., ice clouds and water clouds, for
radiative computations. The particle size within clouds is com-
parable to the wavelength of infrared radiation, thus making Mie
scattering the primary interaction between clouds and infrared
radiation. By calculating the extinction efficiency, scattering effi-
ciency, absorption efficiency, single-scattering albedo and phase
function based on Mie scattering theory, the cloud emissivity and
reflectivity can be obtained, which serve as a basis for subsequent
radiative calculations [59].

The calculation formula for the infrared emissivity of clouds
εcloud is expressed as follows:

εcloud = 1− exp (−Kabsz) (8)

Fig. 6. Optical property parameters of clouds in the 0–14.0 µm band:
(a) cumulus (water cloud), (b) stratus (water cloud), and (c) cirrus (ice cloud).

where Kabs is the absorption coefficient of the clouds, and
z is the optical thickness of the clouds. The definition of the
absorption coefficient varies under different circumstances. For
water clouds, the expression is as follows:

Kabswatercloud (λ) = π

∫ r2

r1

r2Qabs (λ, r)n(r)dr (9)

where r represents the radius of the cloud droplets, n(r) is
the size distribution function of the clouds, (r) = arαe−βrv ,
α is the particle number density, and β and v are morpho-
logical parameters, which are empirical coefficients based on
statistical observation data [60]. Moreover, Qabs(λ, r) is the
absorption efficiency of clouds with a wavelength λ and ra-
dius r, which can be calculated through Mie scattering the-
ory [61]. The absorption coefficient for ice clouds is expressed
as

kabsicecloud (λ) = (1− w0)Qe x t (10)

where Qext(λ, r) is the extinction coefficient of clouds with a
wavelength λ and radius of r. The results of the optical properties
of the cloud for 0–14 µm are shown in Fig. 6.

w0 is the single-scattering albedo, which can be expressed as
follows:

w0 =
Qsca

Qext
. (11)

As presented below, BRDF (λ, θi, ϕi, θr, ϕr) is the bidirec-
tional reflectance distribution function (BRDF) of the cloud

BRDF (λ, θi, ϕi, θr, ϕr) =
w0

4π
P (θ)

cos θi
cos θi + cos θr

. (12)

The parameter P (θ) is the phase function for scattering:

P (θ) =
1− ρ2

(1 + ρ2 − 2ρ cos θ)3/2
. (13)

The parameter θ is the actual scattering angle at the cloud top

cos θ = cos θi cos θr − sin θi sin θr cos (ϕi − ϕr) (14)

where θi is the incident zenith angle, θf is the reflected zenith
angle, ϕi is the incident azimuth angle, and ϕf is the reflected
azimuth angle [62].

The Cox-Munk model, as developed by Charles Cox and Wal-
ter Munk, is used to calculate the emissivity and reflectivity of
the sea surface. According to this model, the sea surface exhibits
relative roughness due to the formation of numerous wavelets,
with the slope distribution of these wavelets following specific
statistical characteristics. This model computes the BRDF for
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Fig. 7. Schematic diagram of radiative transfer for the cloud-sea scenario.

each wavelet surface, thus allowing for the calculation of sea
surface emissivity, which is then used to determine the radiation
of the sea surface [63].

C. High-Precision Calculation of Infrared Radiance for
Cloud-Sea Background

To investigate the infrared radiation of the cloud-sea back-
ground received by payloads, the combined contributions of
multiple radiation sources were comprehensively considered in
this study. These contributions include the thermal radiation
emitted by the clouds, the reflection of solar radiation by the
clouds, the sea surface thermal radiation transmitted through
the clouds, and the sea surface reflection of solar radiation.
Furthermore, the model incorporates the impact of atmospheric
path thermal radiation. This integrated analysis of multiple
radiation sources ensures the completeness and accuracy of the
investigation into the radiation characteristics of the cloud-sea
background, as illustrated in Fig. 7.

1) The Thermal Radiation of the Clouds: The cloud absorbs
a portion of solar radiation while emitting radiative energy due
to the increase in temperature. The radiation from the cloud
temperature Tcloud can be approximated to that of a gray body

Lc,self = εcloud (λ)
M (Tcloud, λ)

π
(15)

where εcloud(λ) is the emissivity of the cloud at wavelength λ,
and Lc,self is cloud thermal radiation.

2) The Solar Radiation Reflected by the Clouds: Differ-
ent types of clouds contain ice and water particles of vary-
ing shapes and sizes, which can significantly scatter en-
ergy when illuminated by the sun. This can cause signifi-
cant interference with target detection while operating space-
based infrared detection systems. Therefore, the calculation
of the solar radiation reflected by the cloud layer Lc,relf is as
follows:

Lc,relf = τs−cLsun cos θiBRDF (λ, θi, ϕi, θr, ϕr) dω (16)

where τs−c is the transmittance for sensor to cloud, Lsun is the
solar radiance.

3) The Thermal Radiation of The Sea Surfaces.: Radiation
from the sea surface plays a critical role in infrared detection sys-
tems. When analyzing this radiation, it is important to consider
the thermal radiation emitted by the sea surface and the “glitter”
effect observed in the MWIR band at certain observation angles.
This glitter effect is caused by the reflection of solar radiation
off the sea surface. The radiation of the sea surface temperature
can be calculated using

Ls,self = εsea (λ)
M (Tsea, λ)

π
(17)

where εsea(λ) is the emissivity of the sea at wavelength λ, Ls,self

is sea thermal radiation.
4) The Solar Radiation Reflected by the Sea Surface.:

Ls,relf = τs−sLsun cos θiBRDF (λ, θi, ϕi, θr, ϕr) dω (18)

where τs−s represents the atmospheric transmittance from the
detector to the sea surface, and dω is the solid angle of the solar
radiation reaching the sea surface.

5) Atmospheric Path Radiation.: The atmospheric path ra-
diation Latm(λ) is calculated using the atmospheric radiation
software MODTRAN.

6) Total Radiation Calculation.: When detecting sea-cloud
scenes from a space-based platform, the total radiation in cloud-
free areas is taken as a combination of the sea surface radiation,
solar radiation reflected by the sea surface, and atmospheric path
radiation. These components form the radiation field of the sea-
cloud scene.

Ltotal (λ) = τsLs (λ) + Latm (λ) (19)

where Ls = Ls,self + Ls,relf.
In the presence of clouds, the radiation field is more complex,

and it includes direct radiation from the clouds, solar radiation
reflected by the cloud layer, radiation from the sea surface trans-
mitted through the cloud layer, solar radiation reflected by the
sea surface transmitted through the cloud layer, and atmospheric
path radiation.

Ltotal (λ) = τcLc (λ) + τsLs (λ) + τscLs (λ) + Latm (λ) (20)

where Lc = Lc,self + Lc,relf,τc, τs and τsc represent the atmo-
spheric transmittances from the cloud top to the detector, from
the sea surface to the detector, and from the sea surface through
the cloud layer to the detector, respectively. These values are
calculated using Modtran 5.0 software.

D. Infrared Cloud-Sea Scenario Simulation Confidence
Evaluation

1) Morphological Evaluation Analysis Based on 2-D His-
tograms: To accurately assess the confidence level of simulated
cloud images, we first focused on the shape distribution of the
simulated clouds, as this directly impacts the realism of the sim-
ulation. The 2-D histogram visually and intuitively represents
the statistical correlation or visual blur characteristics of the
infrared images. Information entropy reflects the distribution of
pixel values in an image; more complex images generally have
higher information entropy. Thus, the richness and complexity
of an image can be evaluated by using its information entropy.
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The image confidence can be quantitatively analyzed using the
entropy value (EV), density (Den), diagonal peak (DP), and
FD. Two-dimensional histogram statistics effectively illustrate
neighborhood correlation in infrared images, while considering
the overall information entropy and FD. Therefore, the simulated
images can be analyzed and evaluated optimally using both
the graphical representation of the 2-D histogram and objective
statistical data.

Let f(x, y), x ∈ [0,M − 1], y ∈ [0, N − 1] denote a
grayscale cloud image of size M×N , where x and y are the
horizontal and vertical coordinates of the image, respectively.
Let GL = f(x, y), GR = f(x+ 1, y) where GL and GR

represent the grayscale values in the image, and W be the
number of grayscale levels. The 2-D histogram represents as
the count of occurrences of the adjacent pixel grayscale pairs
G(GL, GR). This histogram show the distribution of pixel
values in combinations of two grayscale levels. For images
with strong correlation, the 2-D histograms exhibit a higher
amplitude, density, and distinct peak along the diagonal where
(GL = GR) when compared with the surrounding areas.

The EV can be computed by the following equation:

EV = −
W−1∑
GL=0

W−1∑
GR=0

Pr (GL, GR) log2 Pr (GL, GR) (21)

where Pr(GL, GR) represents the probability of a pair of pixels
with gray levels GL and GR. Density can be defined as the
average reciprocal of the number of gray levels between adjacent
pixels in the entire image, representing the density or correlation
of the image. The mathematical expression of Den is as follows:

Den =
1

(M − 1)×N

W−1∑
GL=0

W−1∑
GR=0

1

1 + |GR −GL|G (GL, GR) .

(22)

The DP characterizes the average height of the cross-section of
the 2-D histogram along the diagonal [64]

DP =

∑W−1
GL=0 G (GL, GL)

W − 1
. (23)

The statistical measures of the 2-D histogram effectively illus-
trate neighborhood correlations in infrared images. Analyzing
and evaluating simulated images using these statistical measures
provides an objective assessment. Discrepancies between the
simulated and real on-orbit images were validated using the
RMSE indicator in (24)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

erEV = |EVtrue−EVsim|
EVsim

erDen = |Dentrue−Densim|
Densim

erDP = |DPtrue−DPsim|
DPsim

erFD = |FDtrue−FDsim|
FDsim

RMSE =

√
er2EV +er2Den+er2DP+er2FD

4 .

(24)

2) Radiative Simulation Accuracy Analysis Based on MOD-
TRAN: MODTRAN’s status as the primary standard of compari-
son for the calculation of infrared radiative properties stems from

Fig. 8. Detection scenario Settings. (a) Map perspective. (b) Spatial perspec-
tive.

its excellence in accuracy, reliability, and wide range of appli-
cations. This atmospheric radiative transfer model is advanced
and validated as the de facto standard in several related fields. Its
comprehensive spectral coverage, detailed atmospheric model-
ing, and flexible parameter settings ensure its optimal suitability
for infrared radiation studies [36], [41].

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Detection Scenario Parameter Configuration

By configuring the simulation scene parameters, this aims to
provide a more accurate infrared cloud-sea scenario simulation
model, laying a solid foundation for subsequent tasks such as
performance evaluation of infrared payload digital twin systems
and target detection inversion. At 35◦N,150◦E on April 20, 2019,
at 12:30 PM, the solar zenith angle and azimuth angles were
calculated as 24.39◦ and 198.72◦. The reflection zenith angle was
set to 20◦, and the reflection azimuth angle was set to 18.72◦. The
atmospheric model for the simulation scenario is based on the
1976 U.S. Standard Atmosphere. The detection scenario settings
are shown in Fig. 8.

The precision of infrared radiation calculations for clouds
and the sea surface is closely related to the background tem-
perature settings for both. The sea surface temperature was
determined using the global sea surface temperature dataset
from 2002–2019 [63], [65]. MOD08_M3, a Level-3 MODIS
gridded atmospheric monthly global joint product, provides
monthly 1 × 1◦ grid averages of cloud optical properties [66],
which we use to set the temperature of clouds in the simulation
scenario.

B. Static Infrared Cloud-Sea Scenario Simulation Results and
Evaluation

Considering the detection scenarios comprehensively, the
proposed method can generate infrared cloud-sea scenario im-
ages with multibands, various parameters, controllable reso-
lution, and adjustable coverage. By integrating multiple data
sources and image processing algorithms, this method provides
highly flexible and accurate infrared cloud-sea images that meet
practical application requirements.

1) Static Infrared Cloud-Sea Scenario Parameters: The ini-
tial scene settings, as shown in Table I, and have a spatial
resolution of 20 m. The reflection zenith angle is varied from 0◦
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Fig. 9. Static cloud-sea scenario simulated images based on the data-driven method. (1) Scenario1, (2) Scenario2, (3) Scenario3, (4) Scenario4, (5) Scenario5,
(6) Scenario6. (a) 0◦. (b) 10◦. (c) 20◦. (d) 30◦. (e) 40◦. (f) 50◦. (g) 60◦. (l) 70◦.

TABLE I
PARAMETER SETTINGS FOR STATIC CLOUD-SEA SCENARIO SIMULATION

to 70◦ in steps of 10◦. The simulation covers different spectral
bands of the static cloud-sea scene to analyze the impact of the
detection angle on the infrared cloud-sea background.

2) Static Infrared Cloud-Sea Scenario Simulation Results:
By integrating high-quality on-orbit data from the Qilu-2 and
New Technology satellites, we created a static cloud-sea back-
ground dataset, providing essential support for infrared target
detection and recognition research. The simulated images of

2.7–3.0 µm, 3.0–5.0 µm, and 8.0–14.0 µm, respectively, are
shown in Fig. 9.

For the scenario configurations shown in Table I, we success-
fully implemented multispectral infrared scene simulation of
static sea clouds based on the orbital imagery data from Qilu-2
and New Technology satellites, conducting systematic verifica-
tion under various detection angles. Research findings indicate
that in the 2.7–3.0 µm band, the infrared images of Scenarios 1
and 2 exhibit significantly higher brightness when the reflection
zenith angle is at 20◦ and 30◦. This phenomenon can be attributed
to the specular reflection effect in sea cloud scenes—when the
sum of reflection and incidence angles approaches 180◦, the
enhanced infrared radiation energy entering the detector results
in higher image brightness values. In the 3.0–5.0 µm band, the
clouds display characteristic black cloud features, with thinner
cloud edges manifesting as brighter peripheries and darker cen-
ters, as clearly demonstrated in Scenario 4. In the LWIR band,
the thermal radiation from the sea cloud scene itself dominates,
while reflected radiation is relatively weak, resulting in images
with characteristically blurred edges, which closely corresponds
to the features observed in orbital measurements.



3034 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 18, 2025

TABLE II
SIMULATION RESULTS OF STATIC CLOUD-SEA RADIANCE (W · SR−1 · M−2)

3) Static Infrared Cloud-Sea Scenario Simulation Evalua-
tion: In static cloud-sea scenario simulation, we adopt a data-
driven approach, utilizing real on-orbit images for simulation,
and therefore do not perform morphological confidence as-
sessment, only focus on comparing with MODTRAN radiative
calculation results. In the 2.7–3.0 µm infrared band, the average
radiance of the infrared images simulated by this method is
0.001–0.002 W · sr−1 · m−2, which is consistent with the results
calculated by MODTRAN. For radiative calculation results in
the 3.0–5.0 µm and 8.0–14.0 µm infrared bands, shown in
Table II, which validates the reliability and accuracy of this
method in static cloud-sea scene simulation.

The analysis results demonstrate that in the infrared radia-
tion assessment, within the 3.0–5.0 µm spectral band, both our
proposed method and MODTRAN simulation results fall within
the 0.4–0.6 W · sr−1 · m−2, effectively validating the feasibility
of our approach. In the 8.0–14.0 µm spectral band, our method
shows excellent agreement with MODTRAN simulation results,
particularly for reflection angles between 0–60◦, where the
relative error (RE) in LWIR radiation remains within 3%, fully
meeting practical engineering requirements. Notably, when the
reflection angle reaches 70◦, both methods exhibit a significant
downward trend in their calculations. This phenomenon can be
attributed to the close correlation between infrared radiation
and atmospheric transmittance—under large-angle conditions
of 70◦, atmospheric transmittance experiences a sharp decline.

C. Dynamic Infrared Cloud-Sea Scenario Simulation Results
and Evaluation

1) Dynamic Infrared Cloud-Sea Scenario Simulation Param-
eters: We propose a fractal-driven dynamic cloud-sea scene
simulation method that achieves high-quality scene reconstruc-
tion through iterative optimization based on the FD of on-orbit
images. By comprehensively analyzing the fractal characteris-
tics of satellite-observed marine atmospheric scenes, our ap-
proach significantly advances the fidelity and realism of dynamic
cloud-sea scenario simulation, offering substantial methodolog-
ical innovations for target detection and recognition in complex
maritime environments.

Table III lists the parameters of the cloud fractal simulation af-
ter optimization based on the FD of the on-orbit image. Dynamic

TABLE III
CORRECTED FRACTAL CONTROL PARAMETER VALUES FOR DIFFERENT TYPES

OF CLOUDS

Fig. 10. Cloud-sea simulation scenarios. (a) Cumulus and sea scenario.
(b) Stratocumulus and sea scenario. (c) Cirrus and sea scenario, (d) Simulated
on-orbit cloud and sea scenario.

simulated cloud-sea scenarios from a space-based detection
perspective is shown in Fig. 10. The resulting image, with a
resolution of 20 m and dimensions of 800×800 pixels, simulates
3-D cloud-sea backgrounds: (a) cumulus and sea scenario, (b)
stratocumulus and sea scenario, (c) cirrus and sea scenario, and
(d) simulated on-orbit cloud and sea scenario. In Fig. 10, it is
observed that at a wind speed of 10 m/s, corresponding to sea
state 5, the maximum sea surface undulation is around 2.5 m,
which aligns with the wave height of 2.5 to 4.0 m typical of sea
state 5 [3], [46].
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TABLE IV
SIMULATION RESULTS OF DYNAMIC CLOUD-SEA RADIANCE (W · SR−1 · M−2)

Fig. 11. Infrared cloud-sea images in different spatial resolutions. (a) 5 (m).
(b) 20 (m). (c) 50 (m).

2) Dynamic Cloud-Sea Scenario Simulation Results: During
the simulation, the satellite speed was set to 1 km/s. With a
spatial resolution of 20 m for the simulated images, the image
shifted 50 pixels in the x-direction with each update, while
remaining unchanged in the y-direction. This method effectively
simulated the push-broom imaging process of the satellite,
thus ensuring that the sequence of simulated images reflected
physical changes. By performing upsampling and downsam-
pling on images, the spatial resolution can be flexibly adjusted
to meet the needs of different application scenarios. Whether
for rapid monitoring of large areas or detailed analysis of lo-
cal regions, these techniques provide robust support. Fig. 11
shows infrared cloud-sea images with spatial resolutions of 5,
20, and 50 m. Fig. 12 presents the dynamic infrared stratus
cloud-sea simulation results in (1) 2.7–3.0 µm, (2) 3.0–5.0 µm,
and (3) 8.0–14.0 µm. The proposed method supports radia-
tion calculation and image simulation in infrared multispectral
bands.

Radiation measured in 3.0–5.0 µm infrared band during the
daytime includes both direct solar radiation and solar radiation
reflected by clouds and the sea surface. The amount of radiation
received by the satellite during the daytime depends on the
albedo, emissivity, and temperature of the clouds and sea surface.
Higher temperatures, albedo, and emissivity result in greater
radiation received by the satellite, and vice versa. In the LWIR
band, the radiation from clouds and the sea surface primarily
comprises their own thermal radiation, with minimal reflected
solar radiation. Consequently, in the LWIR band, the radiance
images of clouds and the sea surface become blurred and difficult
to distinguish.

2) Radiative Error Assessment Based on MODTRAN: The
results of cloud-sea background radiation brightness obtained

TABLE V
SIMULATION RESULTS OF INFRARED CLOUD SEA SCENES FOR DIFFERENT

LOCATIONS (W · SR−1 · M−2)

by the proposed method and Modtran, along with the ratios or
RE, for the 2.7–3.0 µm, 3.0–5.0 µm, and 8.0–14.0 µm infrared
bands are shown in Table IV. The satellite side swing angle
is generally within 70◦ and the error of this method can meet
most detection requirements. The RE in the 3.0–5.0 µm infrared
band is approximately 15%; whereas, the RE in the 8.0–14.0 µm
infrared band is less than 10%. Therefore, this method can meet
the detection requirements.

Combining the analysis of radiative data from on-orbit in-
frared cloud-sea images, the results revealed that the radiative
in the mid-wave spectrum is approximately in the order of
10−1 W · sr−1 · m−2. Ignoring potential errors in the inversion
process, these experimental results align with the magnitude
of on-orbit measured data, thus indicating that the simulation
results meet accuracy requirements.

D. Infrared Cloud-Sea Simulation Results Under Different
Conditions

1) Dynamic Cloud-Sea Scenario Simulation Across Different
Seasons: To analyze the effect of season on infrared cloud-sea
scenario simulation, we simulated infrared scenes for different
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Fig. 12. Dynamic infrared stratus cloud-sea simulation results in (1) 2.7–3.0 µm, (2) 3.0–5.0 µm, and (3) 8.0–14.0 µm. (a) T=1s. (b) T=2s. (c) T=3s. (d) T=4s.
(e) T=5s. (f) T=6s. (g) T=7s. (h) T=8s.

TABLE VI
SIMULATION RESULTS OF INFRARED CLOUD-SEA SCENES FOR DIFFERENT

SEASONS (W · SR−1 · M−2)

months based on the parameters in Table VI. The cloud type
used is the “simulated” type, as shown in Table III.

The data presented in Table VI highlighted distinct seasonal
variations in the simulated radiance of infrared cloud-sea back-
grounds. In winter (e.g., Scenario7 in January and Scenario18
in December), the radiance values are lower, approximately
0.609 and 0.608 W · sr−1 · m−2, respectively. These lower values
correspond to smaller solar zenith angles and reduced solar
irradiance due to the Sun’s lower position in the sky during
winter. In summer (e.g., Scenario12 and Scenario13 in June
and July), the radiance values are higher, reaching 0.639 and
0.636 W · sr−1 · m−2, respectively. This increase corresponds
to larger solar zenith angles and more direct solar radiation
during summer, leading to higher atmospheric absorption and
scattering, which increase overall radiance.

Transitional seasons, such as spring (e.g., Scenario9 in
March) and autumn (e.g., Scenario15 in September), show
intermediate radiance values of around 0.615 and 0.616 W ·
sr−1 · m−2, reflecting moderate solar zenith angles during the
equinoxes. The consistent radiance variations across scenarios

highlight the significant impact of seasonal changes in so-
lar geometry—especially solar zenith and azimuth angles—
on the radiative properties of infrared cloud-sea simulations.
This emphasizes the importance of accounting for seasonal
effects in radiative transfer modeling and infrared payload
design.

2) Dynamic Cloud-Sea Scenario Simulation at Different Ge-
ographic Locations: By maintaining other factors, this simula-
tion approach was focused on mid-latitude areas, and analyzed
the effect of latitude and longitude on the scenario, as shown in
Table V.

Table V presents simulation parameters for various infrared
cloud-sea scenes, covering latitudes, solar zenith and azimuth
angles, and corresponding radiance values for different scenar-
ios. The scenarios are organized by latitude and longitude, fo-
cusing on two main latitude bands, 35◦N and 35◦S, representing
distinct seasonal variations in solar illumination.

The solar zenith angles for northern scenarios (35◦N) range
from 23.746◦ to 26.52◦, indicating higher solar elevation, while
southern scenarios (35◦S) show larger angles (46.37◦ to 47.90◦),
indicating lower solar elevation. This contrast highlights sea-
sonal variations in solar radiation. Solar azimuth angles vary
between 186.63◦ and 356.30◦ representing different illumi-
nation directions vital for accurate infrared cloud-sea model-
ing. Radiance values remain consistent, ranging from 0.613 to
0.630 W · sr−1 · m−2, indicating controlled atmospheric and
surface conditions, which allows focused analysis of solar pa-
rameter effects on the simulated imagery.

In summary, the data in Table V provide a comprehen-
sive framework for evaluating the influence of solar angles
and geographical location on infrared radiance. These param-
eters support the simulation of multiscenargio, multitype cloud-
sea backgrounds, essential for applications such as infrared
payload calibration and optoelectronic system performance
assessments.

3) Dynamic Cloud-Sea Scenario Simulation Across Different
Coverage: The cloud coverage is an important factor in infrared
image target detection, as it can influence the performance of the
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Fig. 13. Infrared cloud-sea simulation with different coverage. (a) Coverage=10%. (b) Coverage=20%. (c) Coverage=30%. (d) Coverage=40%.
(e) Coverage=50%.

TABLE VII
AVERAGE RADIANCE OF SIMULATED CLOUD-SEA BACKGROUND AT

DIFFERENT CLOUD COVERAGES (W · SR−1 · M−2)

detection algorithm and the accuracy of the results. Clouds may
block ground targets, thus influencing the usability of the image.
Due to the similarity between cloud and ground features, detec-
tion may be more challenging. Fig. 13 illustrates the infrared
cloud-sea simulation designed to meet detection requirements,
with cloud coverage rates ranging from approximately 10% to
50%. These simulations are useful for cloud target detection
in infrared remote sensing images, improving the accuracy of
cloud target identification.

In the simulation of infrared cloud-sea images in the 3.0–
5.0 µm infrared band shown in Table VII, under identical
conditions, the average radiance of the cloud-sea background
decreases from 0.648 to 0.604 W · sr−1 · m−2 as the cloud
coverage increases from 10% to 50%. This trend indicates
that higher cloud coverage significantly suppresses infrared
radiance intensity, consistent with the on-orbit observation of
clouds appearing as “dark clouds.” This phenomenon is pri-
marily attributed to the strong absorption characteristics of
clouds in the infrared spectrum, demonstrating the high physical
consistency of the simulation results. It also provides critical
data support for performance evaluation of infrared electro-
optical payloads and the development of algorithms in complex
scenarios.

E. Morphological Evaluation of Infrared Cloud-Sea
Simulations

This comparative experiment utilized several key metrics to
access the similarities and differences between the simulated and
real on-orbit cloud background images, as shown in Fig. 14. The
black areas represent NaN values, and the lighter areas represent
cloud clusters, The simulation cloud type is the “simulated” type,
as shown in Table III.

The RMSE between the simulated image and the real image
was 3.09%, as shown in Table VIII, which demonstrates a high
level of confidence with a low degree of error. The error can
be attributed to inaccuracies in simulating cloud features. The

Fig. 14. Real and simulated cloud images. (a) Real cloud image. (b) Simulated
cloud image.

TABLE VIII
STATISTIC COMPARISON OF REAL CLOUD IMAGE AND SIMULATED CLOUD

IMAGE

EV error was 5.58%, and reflects differences in the amount of
information between the simulated and real images. Moreover, it
is primarily influenced by cloud coverage and grayscale distribu-
tion. The Den error was 2.57%, which indicates the consistency
of grayscale variation between the simulated and real images.
The DP error was 0.21%, which indicates a high consistency
in the grayscale concentration trend of local areas between the
simulated and real images. The FD error was 0.69%, which
describes the complexity of the image texture. A lower error
suggests that the simulated image closely matches the real image
in terms of texture complexity. Overall, the RMSE of 3.09%
indicates a high degree of similarity between the simulated and
real images.

To demonstrate the accuracy of our simulation method, we
used a real image as a reference, i.e., Image1, which depicts
a simulated cloud radiation scenario. In contrast, Image2 and
Image3 were created using random cloud masks. The com-
parison is shown in Table IX. The error for the simulation
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TABLE IX
STATISTIC COMPARISON OF REAL CLOUD IMAGE AND SIMULATED CLOUD

IMAGE WITH DIFFERENT COVERAGE

that matches the real image was significantly low (4.18%),
whereas the errors for the random simulations were 8.73%
and 12.01%. The average discrepancy of approximately 10%
confirms that the simulation meets the established confidence
benchmarks.

In summary, the errors in simulated image were within an
acceptable range. The lower errors in density and FD indicate
a high consistency with the authentic image in terms of local
detail and complexity. Although there were several errors in EV
and Den, the overall similarity between the simulated and real
images was high, and the simulation results were considered
ideal.

V. DISCUSSION

A. Variation of Radiation With Reflection Angle

This method thoroughly accounts for specular reflection in
the cloud-sea environment. During specular reflection, solar ra-
diation reflected by the cloud-sea in the absorption band initially
increases and reaches its maximum radiance. As the detection
angle increases, the radiance value first rises and then falls.
With specular reflection, the radiance values calculated by this
methods remain consistent with real cloud-sea radiance levels.
The simulated images are highly aligned with real infrared
cloud-sea radiance images, thus providing high confidence in
their accuracy [46], [63], [67].

In radiation calculations, as can be observed from
Tables II and IV, the total radiation of the cloud-sea background
decreased with an increase in the reflection angle. This decrease
occurred because MODTRAN models cloud-sea scenarios as
diffuse reflectors, thus resulting in radiative values that remain
relatively constant across different observation angles within
the 0–90◦ range. However, the transmittance in MODTRAN
is closely related to the observation angle. As the observation
angle increased, the transmittance decreased until it reached 0
when the observation angle was sufficiently large to prevent the
detector from illuminating the Earth’s surface (approximately
70◦). This method utilizes the transmittance values calculated by
MODTRAN, with radiative values changing accordingly as the
observation angle increases. The transmittance from the cloud
layer to the detector and from the sea surface to the detector, cal-
culated using MODTRAN, decreases across the 0–14 µm band,
as illustrated in Figs. 15 and 16. Fig. 15(a) presents the spectral
transmittance varying with the reflection angle from 0–70◦, and
Fig. 15(b) presents the atmospheric spectral transmittance from

Fig. 15. Atmospheric spectral transmittance in 0-14 µm. (a) From Clouds to
Detector (b) From Sea Surface to Detector.

Fig. 16. Average spectral atmospheric transmittance in 0-14 µm.

the sea surface to the detector. Fig. 16 presents the average
spectral atmospheric transmittance. The primary source of error
between this method and MODTRAN arises from differences
in transmittance.

B. Specular Reflection Phenomenon

The results in Table IV reveal that when the reflection azimuth
angle was 18.72◦ and the reflection zenith angles were 20◦ and
30◦, the radiance of the cloud-sea background was greater than
that at other reflection zenith angles. This is because the incident
solar zenith angle is set to 24.39◦ and the incident azimuth angle
to 198.72◦, which resulted in a specular reflection phenomenon,
thus causing the radiance to reach its maximum. For the MWIR
band, the sea surface background radiation brightness obtained
by both methods was similar at small or large exit angles.
However, there was a significant difference around an exit angle
of 20◦, with a maximum discrepancy of 15.37%. The radiation
brightness simulated by this method initially increased and then
decreased with the exit angle, which aligns with the results
presented above; whereas, the MODTRAN simulation exhibited
a continuous decrease. This suggests that the model established
here can effectively capture the specular reflection phenomenon
on the sea surface when exit angle and the exit direction angle
are both 180◦, and the incident zenith angle is close to the exit
zenith angle, thus resulting in maximum radiation brightness. In
contrast, the MODTRAN model approximates the sea surface
as a gray body. Therefore, the model developed in this study
provides a more accurate representation of specular reflection.
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Fig. 17. Infrared degraded image.

TABLE X
COMPARISON OF THE PROPOSED METHOD, MODTRAN, AND DEEP LEARNING METHODS

For LWIR band, the results obtained by the two methods differed
by less than 3% when the angle was under 30◦. This is because
the solar radiation reflected in the LWIR band is almost negli-
gible, and the effect of specular reflection is minimal. Overall,
the sea surface radiation brightness model established in this
study is superior to the built-in sea surface radiation model of
MODTRAN.

C. Sensitivity Analysis of Infrared Cloud-Sea Scenario
Simulation

This study presents a detailed analysis of the radiative
properties of the infrared cloud-sea background using our mul-
tiscenario, multiparameter simulation method. Compared to
MODTRAN, which assumes a Lambertian cloud-sea back-
ground with a constant value of 0.5757 W · sr−1 · m−2, our
method shows significant sensitivity by considering factors such
as geographic location, season, solar zenith and azimuth angles,
and cloud coverage. The key findings are as follows:

1) Experimental results show that as cloud coverage in-
creases from 10% to 50%, radiance decreases from 0.648
to 0.604 W · sr−1 · m−2. In contrast to the fixed value in
MODTRAN, our results exhibit greater sensitivity to the
suppressive effect of increased cloud coverage on infrared
radiation.

2) Results from Table VI indicate significant seasonal vari-
ations in radiance, with values ranging from 0.608 to
0.639 W · sr−1 · m−2 in scenarios from Scenario7 to Sce-
nario18. Summer scenarios (e.g., Scenario12 and Sce-
nario13) show notably higher radiance compared to win-
ter scenarios (e.g., Scenario7 and Scenario8). This high-
lights our method’s advantage in capturing seasonal so-
lar radiation variations, a feature not accounted for in
MODTRAN’s Lambertian model.

3) Data from Table V show that radiance values change with
latitude and longitude due to solar zenith and azimuth
angles. In Scenario19 and 38, radiance ranges from 0.613
to 0.630 W · sr−1 · m−2. These variations, simplified by

MODTRAN, are better captured by our method, which
accounts for geographic influences.

4) Our method captures the interactions between multiple
parameters, including geographic location, cloud cover-
age, and season. For example, in Scenarios 19 and 38,
radiance varies slightly despite the same latitude, due to
longitude differences. This shows our model’s ability to
capture subtle geographic interactions.

By incorporating multiparameter simulations, our method
overcomes the limitations of MODTRAN’s Lambertian
assumption, enhancing simulation sensitivity and physical
consistency. The approach captures the effects of environmental
factors on infrared radiative properties, providing higher pre-
cision for infrared payload evaluation and complex scenario
analysis.

D. Support the Input of Digital Twins

Based on the simulation experiment, a convolution with the
on-orbit image blur kernel combined with the addition of on-
orbit image noise using target simulation technology resulted
in a degraded infrared image, as shown in Fig. 17. The wave-
length range is 2.7–3.0 µm, the cloud type is cirrus, and the
coverage rate is 100%. Such simulated images can be used
for the development and testing of infrared target detection
algorithms. By simulating various environments and scenarios,
these images can assess the robustness of the algorithms under
various conditions. Future research will focus on adjusting the
algorithm to achieve various cloud effects, simulating dynamic
cloud behavior, and applying fast and efficient volume rendering
techniques. These areas will require further in-depth study and
discussion in future research.

E. Advantages and Comparative Analysis of the Proposed
Method

Our method offers the following key advantages, as shown in
Table X. Unlike traditional MODTRAN methods, our approach
includes specular reflection, enabling more accurate simulation
of infrared cloud-sea background radiative characteristics. It
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generates 2-D radiative images, rather than single-point or 1-D
values, offering a more comprehensive representation of infrared
radiation. Unlike deep learning methods, our approach does not
depend on large datasets, avoiding limitations related to data
availability or bias. Based on physical models, our method offers
strong interpretability and theoretical grounding, ensuring result
reliability and verifiability.

VI. CONCLUSION

In this article, we proposed a HCSS method for generating
infrared radiation images, thus serving as inputs for infrared
digital payloads and supporting future target detection tasks.
Unlike methods that rely on on-orbit image datasets, our ap-
proach enables the generation of large-scale cloud-sea images
under variable conditions. This method supports the creation of
multispectral infrared radiation images across typical infrared
bands, including the bands ranging from 2.7–3.0, 3.0–5.0, and
8–14 µm. The generated images feature adjustable spatial res-
olutions ranging from 20 to 100 m and flexible cloud cover-
age rates from 10% to 50%, catering to various precision and
environmental requirements. Validation through comparisons
with MODTRAN software and real infrared images shows high
confidence in our simulated images. The average RMSE for
morphological accuracy is approximately 8.3%. For radiance
assessments, the simulated radiance in the 2.7–3.0 µm band
aligns closely with MODTRAN calculations. In the 3.0–5.0 µm
band, the RMSE is about 12.3% when the reflection angles under
60◦. In the 8.0–14.0 µm band, the RMSE is less than 3.7%, thus
confirming the accuracy and reliability of the proposed method.
Future research will involve refining infrared cloud types
and expand the database for more comprehensive cloud-sea
simulations.
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