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Abstract—Pansharpening is to fuse a panchromatic (PAN) image
with a multispectral (MS) image to obtain a high-spatial-resolution
MS (HRMS) image. Although the denoising diffusion probabilis-
tic model can generate high-quality image details, its inherent
stochasticity can lead to spectral and spatial distortions in the
pansharpening task, and the adding noise method for fixed-size
images can weaken the generalization of the model at different
scales. To address these issues, a novel pansharpening method based
on prior-guided dual-branch diffusion model (PDDM) is proposed.
First, a dual-branch diffusion model for different information flows
from MS and PAN images is constructed to achieve the spatial
and spectral fidelity, which is developed by a collaborative and
adversarial learning strategy. Then, to guide detail recovery and
reduce the uncertainty of the generated detail information, two
pregeneration modules based on different prior information are
designed for pixel-to-pixel reconstruction. Finally, a focus module is
constructed to fuse the features from the dual-branch and improve
the generalization of the proposed PDDM. Extensive experiments
on multiple satellite datasets demonstrate that the proposed PDDM
has superior performance compared to state-of-the-art methods.

Index Terms—Diffusion model, dual-branch, pansharpening,
pregeneration module.

I. INTRODUCTION

MULTISPECTRAL (MS) images have been widely used
in various fields, such as rescue, navigation, and geo-

logical exploration [1], [2], [3], [4], [5]. However, due to the
current physical limitations of sensors, MS sensors capture
images with low-spatial resolution, which are not conducive to
practical applications [6], [7], [8], [9]. To address this issue,
researchers fuse low-spatial-resolution MS (LRMS) image with
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high-spatial-resolution panchromatic (PAN) image to obtain
high-spatial-resolution MS (HRMS) image, namely, pansharp-
ening. Although great achievements have been obtained in the
field of pansharpening, there are still some challenges [10], [11],
[12]. For instance, how to generate high-quality spatial details
and preserve the similarity to the source images in terms of
spatial and spectral information, are still hot research topics [13],
[14], [15].

Currently, the existing pansharpening methods are mainly
divided into four categories, i.e., component substitution meth-
ods [16], [17], [18], multiresolution analysis methods [12], [19],
variational optimization methods [20], [21], [22], and deep
learning (DL)-based methods [23], [24], [25]. The first three
categories are traditional methods, which use symbolic compu-
tation to generate the HRMS images. Wang et al. [26] proposed a
two-stage approach to generate prior information, which is then
integrated into the pansharpening model to simulate the spatial–
spectral degradation process. Wen et al. [27] developed a spatial
fidelity term with a learnable nonlinear mapping to establish a
nonlinear relationship between PAN and HRMS images. Wang
et al. [28] introduced fog-line priors to correct the fog effect in
source images, and then used a tensor completion technique to
reconstruct HRMS images from the corrected source images.
Traditional methods have the advantage of interpretability and
do not rely on large amounts of data. However, the fusion quality
of the traditional methods depends on the model design, and
the settings of various parameters in traditional methods are
uncertain, which may lead to inaccuracy in the constructed
models [29].

Inspired by the performance of DL technique, Masi et al. [23]
proposed a simple multilayer neural network, called PNN,
extracting feature from the MS and PAN images and fusing
them by convolution neural network (CNN), which is the first
CNN-based solution applied in the field of pansharpening. Sub-
sequently, several improved DL-based pansharpening methods
were proposed. TFNet [24] utilized two encoding structures to
extract features from MS and PAN images, respectively, ensur-
ing that spectral and spatial features are not interfered with each
other during the extraction process. FusionNet [25] absorbed
the idea of detail injection, using a residual network to learn
the injected information between the HRMS and LRMS images,
thereby reducing the learning burden of the network. TDNet [30]
used a multilevel, multibranch, and multidirectional architecture
to fully explore spatial and spectral features. AWFLN [31]
allowed the network to focus on the composite features of
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Fig. 1. Architecture of the proposed PDDM. SPAPM denotes the spatial pregeneration module, SPEPM denotes the spectral pregeneration module, ECM denotes
encoding-MS module, ECP denotes the encoding-PAN module, and FM denotes the focus module.

spectral and spatial information by an adaptive spatial–spectral
interleaved attention structure. Although the CNN methods have
advantages in feature extraction, the significant modality differ-
ence between MS and PAN images makes their results difficult
to preserve spatial information closed to the MS modality [32].

Currently, the denoising diffusion probabilistic model [33]
can generate high-quality image details compared to the CNN-
based model, and shows great potential in image denoising,
generation, and other visual domains. In these studies, Rui
et al. [34] developed a low-rank strategy to calculate the coeffi-
cient matrix, and then used this matrix to build an unsupervised
low-rank diffusion method for pansharpening. Pang et al. [35]
proposed an unsupervised HSI restoration framework called
HIR-Diff, which uses a pretrained diffusion model to decom-
pose the source images into the degraded images for image
restoration. Cao et al. [36] introduced a diffusion model for
pansharpening that effectively integrates high-frequency details
and spectral information. Zhong et al. [37] separated the learning
processes of spatial details and spectral features into distinct
branches, and proposed a spatial–spectral integrated diffusion
model for pansharpening. However, in pansharpening task, in-
herent stochasticity of denoising diffusion probabilistic model
often leads to the loss of spatial and spectral fidelity from source
images [33], and the loss is proportional to information quantity
of learning objects. Furthermore, the adding noise modes in
diffusion models generally aim at fixed-scale images during the
training process, which weakens generalization of model and
fusion performance at different scales. One approach to address
this issue is to divide the test samples into patches and compute
them separately. But this approach can lead to distortion due
to the window effect. Another one is to calculate the average
of the stacked patches using sliding windows [38], which sig-
nificantly increases computational complexity compared to the
original model.

To address the issues of denoising diffusion probabilistic
model in pansharpening, a prior-guided dual-branch diffusion

model (PDDM) is proposed for pansharpening. First, a dual-
branch diffusion model structure is constructed, with each
branch focusing on the recovery of spectral information and
spatial information, respectively. The two branches of the dif-
fusion model are guided by a collaborative loss, enhancing the
global perception of spectral and spatial features across these
two branches. Meanwhile, adversarial constraints are supervised
on the outputs of different branches to maintain the spatial and
spectral fidelity. Then, to reduce the uncertainty of generated de-
tail information, two pregeneration modules based on different
prior information are designed for pixel-to-pixel reconstruction.
Finally, a focus module is established, supervised by a joint
multiscale variation detection loss, to fuse the generated features
of two branches and improve the generalization of the PDDM at
different scales. The contributions of this work are as follows.

1) A dual-branch diffusion model, named PDDM is con-
structed for pansharpening, which can collaboratively
generate high-quality details through different informa-
tion streams for adversarial fusion, ensuring the spatial
and spectral fidelity of in each branch.

2) To reduce the uncertainty of the generated detail informa-
tion, two pixel-to-pixel pregeneration modules are estab-
lished based on spatial and spectral priors, which guide
the generation of details in the diffusion process.

3) A focus module is constructed to fuse the generated de-
tail information. In addition, a joint multiscale variation
detection loss is defined to supervise the focus module to
improve the generalization performance of the PDDM.

II. PROPOSED METHOD

In this section, the architecture of PDDM is presented, as
shown in Fig. 1, which consists of a dual-branch diffusion model,
pregeneration modules, and a focus module. In PDDM, each dif-
fusion branch injects condition features through spatial–spectral
information, respectively, which learns from two pregenerated
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Fig. 2. Architectures of SPAPM and SPEPM. (a) SPAPM. (b) SPEPM.

pixel-to-pixel modules. Guided by prior information, two dif-
fusion branches are constructed to generate fusion features.
Finally, a focus module is built to generate the HRMS images.
Each component in PDDM is introduced in detail as follows.

A. Construction of Pregeneration Module

To reduce the uncertainty in the generation process of the
diffusion model, two pregeneration modules based on different
priors are designed, as shown in Fig. 2.

The obtained HRMS image M̂ is expected to be unique when
the PAN images and UPMS images M̃ are fixed, which can be
illustrated by the following probability models:

Pn1

(
M̂ |M̃, f

(
M̃, P

))
= Pn2

(
M̂ |P, f

(
P, M̃

))
(1)

f(a, b) = Norm(a) ∗ b (2)

where f(·) is an operation to obtain the features of input images,
Norm(·) is a normalization operation, and ∗ is a Hardman
product. Pn1 and Pn2 are two learnable networks.

Based on the probability model, we construct two pregener-
ated pixel-to-pixel modules according to different interference
ways for the two image features, namely, spectral pregeneration
module (SPEPM) and spatial pregeneration module (SPAPM).
These two modules are used for two diffusion model branches
to generate pansharpening results. The specific process is as
follows.

In the construction of SPAPM, given a pixel Pi,j of PAN
image, where i and j are the positional coordinates of the pixel,
influenced by the pixel M̃i,j at the corresponding position in
the UPMS image, the pixel M̂i,j is generated, as shown in the
following formula:

M̂ spa
i,j = fSPAPM

(
Pi,j , M̃i,j , PMi,j

)
(3)

where fSPAPM(·) is the network for preconstructing pixel M̂ spa
i,j ,

and PMi,j denotes an influence factor that can be obtained by

Algorithm 1: Training Process of the Pregeneration Mod-
ules.

Input: The UPMS images M̃ , PAN images P , GTs, and
epoch numbers.

Output: The parameters of fSPAPM(·) and fSPEPM(·).
for each epoch do

(1) Extract pixel M̃i,j and Pi,j from M̃ and P by
elementwise operation.

(2) Input M̃i,j and Pi,j into SPAPM and SPEPM to
obtain M̂i,j , and then reconstruct M̂i,j to output M̂ .

(3) Calculate Lbase = |GT − M̂ | for each module.
(4) Update parameters of fSPAPM(·) and fSPEPM(·)

modules, respectively.
end for
Return: The parameters of fSPAPM(·) and fSPEPM(·).

the following formula:

PMi,j = Norm
(
M̃i,j

)
⊗ Pi,j . (4)

By elementwise multiplication operator⊗, the interference fac-
tors PMi,j are obtained and used as inputs to the SPAPM to
obtain reconstruction pixels M̂ spa

i,j .

Similarly, assuming that pixels M̃i,j in the spectral channels
are also influenced by Pi,j , an SPEPM is constructed to obtain
the corresponding M̂ spe

i,j by the following formulas:

M̂spe
i,j = fSPEPM

(
M̃i,j , Pi,j ,MPi,j

)
(5)

MPi,j = Norm (Pi,j)⊗ M̃i,j . (6)

The training process of the pregeneration modules is shown in
Algorithm 1. By applying two learnable pixel-to-pixel pregen-
eration modules to the entire image, approximate reconstructed
images Y SPA and Y SPE can be quickly obtained, which are used
to guide the forward process of the diffusion model.

B. Structure of Diffusion Branch

In the construction of pregeneration modules, although the
reconstructed HRMS images Y SPA and Y SPE are close to the
corresponding ground-truth (GT) image, the residual features
between them are different due to the use of simple interactive
interference. Therefore, to increase the consistency of the gen-
erated features in feature interaction, two diffusion branches are
constructed for generating residual features Y SPA

res and Y SPE
res be-

tween Y SPA and the GT image, as well as between Y SPE and the
GT image, respectively, by increasing the interaction between
two image features at different scales, as shown in Fig. 3.

The mathematical derivations of deduction for each branch
adhere to the fundamental version of the denoising diffusion
probabilistic model. During the forward process, the input im-
age X0 is known. At each time step, an approximate standard
normal distribution noise ε ∈ N(0, 1) is added toX0 through the
Markov chain process [39], and at time step t, the noisy image
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Fig. 3. Architecture of the proposed dual-branch diffusion model. ECP and ECM denote the encoding-PAN module and encoding-MS module, respectively.

Fig. 4. Architectures of ECP and ECM. MTF denotes MTF, FPAN denotes the features of PAN images, and FUPMS denotes the features of UPMS images.

Xt can be obtained using the following formula:

Xt =
√
ᾱX0 +

√
1− ᾱε (7)

where ᾱ is a reparameterization operator for controlling the noise
distribution so that the sampling process is easy to differentiate.

Due to the inherent randomness of denoising diffusion prob-
abilistic model, the information of Xt is reduced to improve the
stability in generated details. Therefore, in different branches,
X0 is replaced with Y SPA

res and Y SPE
res , respectively. In addition,

as a deterministic conditional reconstruction diffusion model,
the reencoded UPMS and PAN image features are injected as
condition injections, guiding the recovery of the learning objects
during the backward process, as shown in Algorithm 2.

In this work, the encoding-PAN (ECP) module and the
encoding-MS (ECM) module are constructed to obtain the
condition injections, as shown in Fig. 4. In these modules,

features of PAN images are first smoothed through a modu-
lation transfer function (MTF) [40]. Then, by calculating the
analogous spectral differences between the features of UPMS
and smoothed PAN images, the spatial features of PAN images
are reassigned to get the condition injections. The specific com-
puting processes are as follows:

cd1 = fECP

(
M̃, P

)
(8)

cd2 = fECM

(
M̃, P

)
(9)

where cd1 and cd2 represent the condition injections of the dual-
branch diffusion model; fECP(·) and fECM(·) denote the ECP and
ECM modules, respectively.

The time embedding step is used to make the network aware
of the current time step t. The noise images at different time
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Algorithm 2: Training Process of the Dual-diffusion
Branch.

Input: The M̃ , P , GTs, epoch number, T , parameters of
fSPAPM(·) and fSPEPM(·).

Output: Generated images X̂b1
0 and X̂b2

0 .
for each epoch do

(1) Sample t ∼ uniform({1, . . . , T}).
(2) Sample ε ∼ N (0, I).
(3) Compute Y SPA and Y SPE by (3) and (5).
(4) Compute residual images Xb1

0 = GT − Y SPA and
Xb2

0 = GT − Y SPE, respectively.
(5) Input M̃ and P into fECP(·) and fECM(·) to obtain cd1

and cd2.
(6) Take gradient descent step on loss Lb1 + Lcol and
Lb2 + Lcol, respectively.
(7) if epoch mod 100 = 0 then

a. Sample Xb1
T and Xb2

T ∼ N (0, I).
b. for t← T to 1 do

Output X̂b1
t−1 and X̂b2

t−1 by using denoising module.
end for

c. Output X̂b1
0 and X̂b2

0 .
d. Take gradient descent step on loss Ladv.
e. Update parameters of fSPAPM(·) and fSPEPM(·)

modules, respectively.
end for
Return: The latest values of X̂b1

0 and X̂b2
0 .

Algorithm 3: Training Process of the Focus Module.

Input: epoch number, X̂b1
0 , X̂b2

0 , and GTs.
Output: pansharpened image Y output.
for each epoch do

(1) Input X̂b1
0 and X̂b2

0 into the focus module and then
output Y output.
(2) Take gradient descent step on loss Lmsv.
(3) Update parameters of the focus module.

end for
Return: pansharpened image Y output.

steps can be used to train a U-shaped denoising network. The
losses of the branches b1 and b2 are as follows:

Lb1(θ) = E
[‖ε− εθ

(√
ᾱtY

SPA
res +

√
1− ᾱtε, cd1, t

) ‖2]
(10)

Lb2(θ) = E
[‖ε− εθ

(√
ᾱtY

SPE
res +

√
1− ᾱtε, cd2, t

) ‖2]
(11)

where θ represents parameters of denoising network. By con-
stantly searching for the optimal network parameters, the dif-
fusion model can generate learning objects from pregeneration
modules.

C. Collaborative and Adversarial Losses

Each branch of PDDM focuses on spatial and spectral infor-
mation, respectively. To interact and complement output details

in both spatial and spectral domains, a collaboration loss and an
adversarial loss are proposed.

First, at each time step t, the diffusion branches from different
information streams learn synchronously. Ideally, each branch
should be able to reconstruct the HRMS image. However, dif-
ferent injection methods make each branch perceive spectral
and spatial information with different intensity and generate
different results. To enhance the interaction of the two branches,
a collaborative loss is introduced during each synchronization
process to perceive different information

Lcol = ||Lb1 − Lb2|| (12)

where Lcol is used in reverse process and works with Lb1 or Lb2

in different branches, promoting interaction and collaboration
between the branches, leading to improved training effectiveness
of the network.

Second, since the approximate reconstruction HRMS image
can be directly obtained by the generation features of the dif-
fusion model adding with Y SPA

res and Y SPE
res , an adversarial loss

is proposed to constrain the fused result. By monitoring the
intermediate results and making them compete with each other,
the ability of the pregeneration module is improved to interact
with different information. The adversarial loss Ladv is defined
as follows:

Ladv = ||Xb1
0 + Y SPA|| − ||Xb2

0 + Y SPE|| (13)

where Ladv is used to adversarially constrain the fused result,
causing the updated residuals to produce an HRMS image.

D. Focus Module

To enhance the generalization of PDDM in the pansharpening
task at different scales, we build a focus module to fuse the
outputs Xb1

0 and Xb2
0 from the two branches. The focus module

is constructed as a U-shaped connection structure. Besides, to
improve the fusion performance of the model across different
scales, a multiscale variation detection loss function is defined
as follows:

Lmsv =
∣∣Downn(GT )− Downn

(
Y output

)∣∣ (14)

where Down(·) denotes a downsampling method, and n is an
integer scale factor for downsampling. This loss is used to guide
the fusion process of the focus module at different scales, im-
proving the generalization of PDDM, as shown in Algorithm 3.

III. EXPERIMENTAL RESULTS AND ANALYSIS

To assess the efficacy of the proposed PDDM, both subjective
and objective experiments were conducted on simulated and
real satellite datasets, including IKONOS (four bands), Pléiades
(four bands), and WorldView-3 (eight bands). The specific satel-
lite parameters are shown in Table I. In the simulated dataset,
LRMS images were generated based on the Wald’s protocol [40],
[41] using MTF and downsampling operations applied to HRMS
images. The LRMS and PAN images have dimensions of 64×64
and 256 × 256, respectively. For the real datasets, the LRMS
and PAN images have dimensions of 200× 200 and 800× 800,
respectively. In this work, t is set to 500 empirically [33].
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Fig. 5. Comparison of pansharpened images on simulated data from the IKONOS dataset. (a) GSA [16]]. (b) GLP-REG [13]. (c) DRPNN [14]. (d) MSDCNN [19].
(e) PCDRN [42]. (f) TFNet [24]. (g) FusionNet [25]. (h) TDNet [30]. (i) AWFLN [31]]. (j) LRTCFPan [20]. (k) VOGTNet [26]. (l) PLR-Diff [34]. (m) Dif-PAN [36].
(n) PDDM (ours). (o) GT.

TABLE I
SPECIFICATIONS OF THE DATASETS

During the experiments, the performance of the proposed
PDDM was compared with that of state-of-the-art methods.
The comparative methods include GSA [16], GLP-REG [13],
DRPNN [14], MSDCNN [19], PCDRN [42], TFNet [24], Fu-
sionNet [25], TDNet [30], AWFLN [31], LRTCFPan [20],
VOGTNet [26], PLR-Diff [34], and Dif-PAN [36].

Notably, all DL-based methods were retrained using the same
datasets to ensure fairness and were tested on the NVIDIA
GeForce RTX 3090 and INTEL 11700K hardware environment.

A. Experiments on Simulated Dataset

As shown in Fig. 5, the subjective fusion images of various
comparison methods were examined using a pair of images from

the IKONOS dataset. Obviously, the fusion results of FusionNet,
MSDCNN, DRPNN, PCDRN, TDNet, AWFLN, TFNet, and
PLR-Diff exhibit more blurred edges compared to GTs. The
pansharpened images of GSA and GLP-REG perform an over-
injection phenomenon in the edge. The DRPNN and MSDCNN
methods show significant spectral distortion, while our proposed
method produces fusion results that are more closed to GTs.
To provide a clearer demonstration of the differences between
the fusion results and GTs, residual maps were calculated and
displayed by an enlarged local area beneath each result. The
residual maps clearly indicate that the comparison methods suf-
fer from noticeable spectral distortion and loss of spatial details.
In contrast, our method exhibits the least residual information,
further confirming the effectiveness of the proposed approach.

Fig. 6 presents a group of pansharpened images of all compar-
ison methods on the Pléiades dataset. From the figure, it can be
observed that most comparison methods exhibit varying degrees
of edge distortion in their fused results. It is evident that both
VOGTNet and our method successfully reconstruct almost all
curved edges. Compared to the result of VOGTNet, our result
has less residual map and is closer to GT.

Fig. 7 displays a group of pansharpened results from various
comparison methods on the WorldView-3 dataset. It can be
clearly seen from the figure that all methods perform well in
reconstructing the gray areas. However, the fusion results of
FusionNet, MSDCNN, DRPNN, PCDRN, TDNet, AWFLN,
TFNet, and PLR-Diff exhibit varying degrees of spectral and
spatial distortions in the white street areas. In contrast, our
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Fig. 6. Comparison of pansharpened images on simulated data from the Pléiades dataset. (a) GSA [16]]. (b) GLP-REG [13]. (c) DRPNN [14]. (d) MSDCNN [19].
(e) PCDRN [42]. (f) TFNet [24]. (g) FusionNet [25]. (h) TDNet [30]. (i) AWFLN [31]]. (j) LRTCFPan [20]. (k) VOGTNet [26]. (l) PLR-Diff [34]. (m) Dif-PAN [36].
(n) PDDM (ours). (o) GT.

method produces a reconstruction result that is closest to the
GT. Furthermore, our result has the least residues compared to
the results of other methods.

The evaluation metrics, including peak signal-to-noise ratio
(PSNR), root mean square error, relative average spectral error,
universal image quality index (UIQI), Q2n, spectral angle map-
per (SAM), erreur relative globale adimensionnelle de synthèse
(ERGAS), and spatial cross correlation (SCC) were employed to
objectively assess the performance of the different methods [43],
[44]. Table II shows the quantitative evaluation metrics of each
method across all three datasets, where the best results are
highlighted in bold and the second-best results are underlined.

Table II shows that VOGTNet achieves superior objective
results compared to GSA, GLP, and LRTCFPan among the tradi-
tional methods. In DL-based methods, AWFLN, Dif-PAN, and
our PDDM perform better than others. In diffusion model-based
methods, PDDM performs better than PLR-Diff and Dif-PAN.
In summary, the results in Table II indicate that our method
achieves the best performance on all the three datasets.

B. Experiments on Real Dataset

Fig. 8 presents the fusion results of a pair of images from the
IKONOS dataset. To better distinguish the spectral and detail
differences between the fusion results, two small regions were
selected and magnified. As shown in the figure, compared to the

fusion results of other methods, GSA and GLP-REG methods
fail to restore the spatial features of the PAN image adequately.
The results of TFNet, TDNet, FusionNet, PLR-Diff, and Dif-
PAN methods exhibit more serious color distortion than those
of other methods. VOGTNet and our PDDM successfully recov-
ered distinct texture features. However, compared to VOGTNet,
our method presents clearer spatial details.

Fig. 9 shows a set of fusion results of various methods on
the Pléiades dataset. The figure reveals that the results of most
methods exhibit clear spatial texture details. Compared to other
methods, AWFLN, LRTCFPan, VOGTNet, and our PDDM dis-
play abundant color information. However, the color information
presented by PDDM is closest to that of the UPMS image.

Fig. 10 shows a pair of pansharpened images from the
WorldView-3 datasets. As can be seen from the figures, the
results of the GSA method have the problem of over-injection
details and lack of spectral information. Compared with other
results, the results of MSDCNN, DRPNN, and PCDRN methods
display distinct color distortions. It can be clearly observed from
the enlarged areas that our result has more abundant information
than those of other comparison methods.

In the absence of GT, nonreference quantitative metrics, Dk
λ ,

Ds, and HQNR [45] are employed to evaluate the similarity
of spectral and spatial details between the fusion images and
source images. Dk

λ quantifies the spectral similarity between the
fusion results and LRMS images, while Ds measures the spatial
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Fig. 7. Comparison of pansharpened images on simulated data from the WorldView-3 dataset. (a) GSA [16]]. (b) GLP-REG [13]. (c) DRPNN [14].
(d) MSDCNN [19]. (e) PCDRN [42]. (f) TFNet [24]. (g) FusionNet [25]. (h) TDNet [30]. (i) AWFLN [31]]. (j) LRTCFPan [20]. (k) VOGTNet [26]. (l) PLR-Diff [34].
(m) Dif-PAN [36]. (n) PDDM (ours). (o) GT.

similarity between the fusion results and PAN images. HQNR
calculates the overall similarity by incorporating both Dk

λ , Ds.
As presented in Table III, the traditional method LRTCFPan

outperforms several DL-based methods, such as DRPNN, MSD-
CNN, PCDRN, TFNet, PLR-Diff, and Dif-PAN, in the QNR in-
dex. Among the diffusion model-based methods, PLR-Diff and
Dif-PAN perform worse than PDDM. One possible explanation
is that the fixed-size noise addition approach in diffusion models
limits the generalization of models at different scales. Among all
comparison methods, our proposed PDDM achieves the highest
QNR scores, indicating its superior ability to effectively preserve
both spectral and spatial fidelity.

In summary, the proposed PDDM achieves advanced perfor-
mance in both subjective visual effects and quantitative metrics
compared with other methods.

C. Ablation Study

To verify the performance of each component of the proposed
method, we conducted some ablation studies on the simulated
IKONOS dataset to explore the effectiveness of the various
components to the overall results.

1) Effect of Structure of PDDM: In the experiments of val-
idating the PDDM structure, five models containing different
modules are tested. Model 0 is only a single diffusion model

with neither any branch nor the proposed module. Models 1–3
are various combinations of the leave-one-out module approach,
respectively.

Fig. 11 shows two examples of the pansharpened images on
five different models. It is obvious that the results of Model 0
(without any proposed component) retain the most residues in
the magnified rectangles. Our results are closer to GT images
than those of other models, as shown in the magnified rectangles.
Furthermore, Table IV shows the quantitative indexes obtained
by the five models. It can be seen that the indicators obtained
by our method with all modules are better than those of Models
0–3. Therefore, the performance of each module is verified.

2) Effect of Loss Functions: Loss functions play a key role
in network training. To prove the performance of each loss
in PDDM, the ablation experiments using different losses are
performed. Model 4 only has the basic loss Lbase, which is
supervised by HRMS images. Model 5 adds a collaborative loss
Lcol to the previous Model 4 and Model 6 adds an adversarial
loss Ladv to Model 5. Fig. 12 displays two examples of the
pansharpened images on different loss functions. It can be seen
that our method with all loss functions can better maintain the
details and spectral features of the source images to the fused
results, and our results have the least residual information. In
addition, Table V shows the objective results on different loss
functions. From the table, we can find that the proposed model
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TABLE II
AVERAGE QUANTITATIVE RESULTS ON THE SIMULATED DATA FROM IKONOS, PLÉIADES, AND WORLDVIEW-3 DATASETS

TABLE III
AVERAGE QUANTITATIVE RESULTS ON THE REAL DATA FROM FROM IKONOS, PLÉIADES, AND WORLDVIEW-3 DATASETS
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Fig. 8. Comparison of pansharpened images on real data from the IKONOS dataset. (a) UPMS. (b) GSA [16]. (c) GLP-REG [13]. (d) DRPNN [14].
(e) MSDCNN [19]. (f) PCDRN [42]. (g) TFNet [24]. (h) FusionNet [25]. (i) TDNet [30]. (j) AWFLN [31]. (k) LRTCF [20]. (l) VOGTNet [26]. (m) PLR-Diff [34].
(n) Dif-PAN [36]. (o) PDDM (ours).

TABLE IV
ABLATION STUDY RESULTS OF THE STRUCTURE OF PDDM ON THE SIMULATED DATA FROM IKONOS DATASET

TABLE V
ABLATION EXPERIMENT OF EACH LOSS FUNCTION ON THE SIMULATED DATA FROM IKONOS DATASET

with all losses obtains the best performance than other models,
which indicates the effectiveness of the loss functions in PDDM.

3) Effect of the Proposed Injection Conditions: The injection
conditions play an important role in the diffusion branches,
which are obtained by ECP and ECM in our work. To demon-
strate the effectiveness of the proposed injection conditions, we
built two other models that use different structures to obtain

injection conditions for comparison. Model 7 directly concate-
nates UPMS and PAN images as injection conditions for the
diffusion model. Model 8 uses convolution residual blocks to
generate injection conditions.

Fig. 13 shows two examples of the pansharpened images on
different injection conditions. It clearly shows that the results of
Model 7 have more spectral and spatial distortions than those
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Fig. 9. Comparison of pansharpened images on real data from the Pléiades dataset. (a) UPMS. (b) GSA [16]. (c) GLP-REG [13]. (d) DRPNN [14].
(e) MSDCNN [19]. (f) PCDRN [42]. (g) TFNet [24]. (h) FusionNet [25]. (i) TDNet [30]. (j) AWFLN [31]. (k) LRTCF [20]. (l) VOGTNet [26]. (m) PLR-Diff [34].
(n) Dif-PAN [36]. (o) PDDM (ours).

Fig. 10. Comparison of pansharpened images on real data from the WorldView-3 dataset. (a) UPMS. (b) GSA [16]. (c) GLP-REG [13]. (d) DRPNN [14].
(e) MSDCNN [19]. (f) PCDRN [42]. (g) TFNet [24]. (h) FusionNet [25]. (i) TDNet [30]. (j) AWFLN [31]. (k) LRTCF [20]. (l) VOGTNet [26]. (m) PLR-Diff [34].
(n) Dif-PAN [36]. (0) PDDM (ours).
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Fig. 11. Comparison of pansharpened images by the models with different structures on simulated data from IKONOS dataset. (a) Model 0. (b) Model 1.
(c) Model 2. (d) Model 3. (e) Proposed. (f) GT.

Fig. 12. Comparison of pansharpened images by the models with different loss functions on simulated data from IKONOS dataset. (a) Model 4. (b) Model 5.
(c) Model 6. (d) Proposed. (e) GT.

of Model 8. Our results have the best visual effects and least
residues compared to those of Models 7 and 8. Besides, the
quantitative results are displayed in Table VI. The proposed
injection conditions obtained by ECP and ECM performs better
than Models 7 and 8, confirming its value to the method.

4) Application Experiment: To assess the applicability of
all comparison methods, image classification experiments were
conducted on the fusion results. In [21], the ENVI tool was
employed for classification purpose. Initially, The GT images
are first fed to the classification model to obtain classification
reference images for other methods. As shown in Fig. 14, the
subjective classification results of various comparison methods

were examined, and the residual images of two different selec-
tion regions were displayed at the bottom of each image. It is
obvious that the result of our approach is the closest to the GT.
In addition, the quantitative classification results are presented
in Table VII. It is also evident from Table VII that the proposed
PDDM outperforms the other comparison methods in terms of
classification accuracy.

D. Discussion

One of the primary advantages of our method is its advanced
performance in pansharpening, as assessed both subjectively
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Fig. 13. Comparison of pansharpened images by the models with different injection conditions on simulated data from IKONOS dataset. (a) Model 7. (b) Model
8. (c) Proposed. (d) GT.

TABLE VI
ABLATION STUDY RESULTS OF DIFFERENT INJECTION CONDITIONS ON THE SIMULATED DATA FROM IKONOS DATASET

TABLE VII
QUANTITATIVE CLASSIFIED RESULTS OF FIG. 14

and objectively. Through a prior image-guided approach, our
diffusion branches mitigate spatial and spectral distortions aris-
ing from uncertainties when applying diffusion models to pan-
sharpening. In addition, adversarial and collaborative learning
strategies are designed to fully interact spectral and spatial
information across different branches. Furthermore, a focus
module is developed to enhance the generalization of PDDM
at different scales. Moreover, the applicability of our method
has been validated.

Although our method performs exceptionally in pansharp-
ening, there are still certain limitations. The diffusion model
requires separate training of the denoising module, which inter-
rupts the end-to-end training process. In addition, due to multiple
noise sampling steps, more inference time of PDDM is required
compared to traditional DL-based modules. Future research
will focus on optimizing sampling techniques to enhance the
inference speed of the diffusion model.
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Fig. 14. Comparison of classified results of Fig. 5. (a) GSA [16]. (b) GLP-REG [13]. (c) DRPNN [14]. (d) MSDCNN [19]. (e) PCDRN [42]. (f) TFNet [24].
(g) FusionNet [25]. (h) TDNet [30]. (i) AWFLN [31]. (j) LRTCFPan [20]. (k) VOGTNet [26]. (l) PLR-Diff [34]. (m) Dif-PAN [36]. (n) PDDM (ours). (0) GT.

IV. CONCLUSION

In this article, a novel pansharpening method named PDDM
is proposed, which employs a dual-branch diffusion model to
extract different information to improve the spatial and spectral
fidelity. The collaborative and adversarial loss functions ensure
the fusion of complementary information from the source im-
ages. Furthermore, to enhance detail recovery and reduce the
uncertainty of generated detail information, two pregeneration
modules are constructed to leverage various prior information
for pixel-to-pixel reconstruction. In addition, to improve the
generalization capability of PDDM at different scales, a focus
module supervised by a joint multiscale variation detection loss
is designed. Extensive experiments on three satellite datasets
demonstrate that our PDDM outperforms state-of-the-art pan-
sharpening methods.
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