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Viewing the Forest in 3-D: How Spherical Stereo
Videos Enable Low-Cost Reconstruction
of Forest Plots

Hristina Hristova"”, Arnadi Murtiyoso

Christoph Fischer

Abstract—Understanding and monitoring the surrounding en-
vironment increasingly rely on its 3-D representations. However,
the often high costs of 3-D data equipment limit its wide usage,
and low-cost solutions are in demand. Here, we propose a novel
approach based on spherical stereo videos captured with a known
baseline (distance between the cameras) for a low-cost and effi-
cient 3-D point cloud reconstruction. In a forest environment, we
evaluated 1) the influence of baseline length on point cloud quality
and 2) the suitability of the generated point clouds for extracting
primary forest attributes (tree position and diameter). Our results
show that the proposed approach allows for feasible 3-D reconstruc-
tion of complex forest plots. The highest point cloud quality was
achieved with a baseline of 60 cm. This setup enabled the correct
detection of more than 65% of the trees within the forest plots,
producing an average tree position error between 30 and 50 cm and
clearly outperforming other setups. A multiscale model-to-model
cloud comparison analysis showed signed distances between the
generated point cloud and the reference data with zero mean
and 1 m standard deviation. We demonstrate that the proposed
approach can be a valuable low-cost solution for 3-D point cloud
reconstruction, facilitating forest assessment and monitoring.

Index Terms—3-D reconstruction, forest, low-cost, point cloud,
spherical camera, stereo video, tree diameter, tree position.

I. INTRODUCTION

ROUND-BASED 3-D capture technologies, such as ter-
G restrial and mobile laser scanning (MLS) and close-range
photogrammetry, have seen growing interest in forestry [1], [2].
They have shown an increased potential for producing highly
detailed 3-D representations of forest sites and retrieving a wide
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range of forest parameters [3], [4], [S]. However, the operational
use of such technologies is still limited due to high costs, sub-
stantial weight of devices, and significant data collection time.
While MLS overcomes some of the limitations of terrestrial laser
scanning (TLS) [6], [7], [8], it suffers from lower measurement
precision [9].

In recent years, low-cost sensor solutions, such as low-end
digital cameras, have demonstrated the ability to efficiently
acquire data while substantially reducing the cost [10], [11].
These sensors are usually lightweight and readily accessible,
with a robust, user-friendly interface for collecting reliable data,
even for nonexperts. The benefits of low-cost sensors have
extended to the photogrammetry field, where low-end cameras,
such as mobile phone cameras and low-resolution spherical and
fish-eye cameras, have been used to replace high-end cameras
for reconstructing scenes from multiple stereo images [12],
[13], [14].

In forestry, photogrammetric methods are used to create 3-D
representations of forest sites by capturing multiple overlapping
forest images with middle-range to high-end cameras in a stop-
and-go or mobile manner. This technology has gained significant
attention in recent times [15], [16], [17], [18]. Forest point clouds
have also been generated using enhanced smartphone pho-
tographs as an alternative to images from high-end cameras [19].
Furthermore, the time-lapse function of the GoPro sensor
(a fish-eye lens) has been exploited for collecting wide-lens for-
est content to build point clouds [1]. Furthermore, the potential
of using forest images for monocular depth estimation using
deep learning has recently been investigated [20]. A review of
the deep learning methods and their prospects for various forest
conditions and different types of remote sensing data has been
detailed in [21]. Videogrammetry, as a subset of photogram-
metry, encompasses the process of 3-D reconstruction from
video sequences [22]. Video capture is a faster and more robust
way to acquire data than capturing stereo images [23], although
often at the expense of image quality. The overlapping video
frames extracted from a video sequence can then successfully
be processed using conventional photogrammetric principles to
generate point clouds. Videogrammetry has mainly been used
in the context of indoor scenes and cultural heritage [13], [24],
[25], [26], [27], with a more recent focus on low-end spherical
videos [24], [25], [28]. However, compared with point clouds,
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Fig. 1.

Forest study area and acquisition patterns. Three plots in temperate mixed forest were selected (a)—(c), representing both sparse and dense forest conditions.

An example of the visually coded targets distributed throughout the study area is shown in image (c). The second row contains the tree distributions per plot.
The trees are visualized by circles, whose diameter corresponds to the DBH on a 1:170 scale. In black, we illustrate the acquisition patterns per plot and show

representative camera positions only. (a) Plot 1. (b) Plot 2. (c) Plot 3.

which were built with classical photogrammetry or acquired us-
ing TLS technology, videogrammetric point clouds have shown
signs of noise due to the lower image resolution of the video
frames [29]. This limitation has prompted research into the
effects of blur filters, video frame rate, and video resolution
on the quality of a 3-D videogrammetric reconstruction [25],
[29], [30].

Unlike classical photogrammetry, videogrammetric ap-
proaches are rare in forestry. Low-end spherical cameras have
shown great potential for video acquisition in forest environ-
ments, as they provide a complete view of a forest scene [31],
[32]. Murtiyoso et al. [31] used a Ricoh Theta Z1 dual-lens
spherical camera to record monocular videos in a forest envi-
ronment, followed by a 3-D reconstruction of the geometry of
habitat trees and mapping of the forest understory. The authors
employed videogrammetric principles to produce dense point
clouds, which they then scaled using evenly distributed visually
coded targets on the forest plot. Setting up such visually coded
targets can significantly increase the acquisition time and add
complexity to the data collection. Furthermore, the quality of
the generated point cloud may depend on the expertise of the
person placing the targets in the field and how well the targets
are detected by the photogrammetric software [33]. Uneven or
ill-designed networks of these targets may also generate 3-D
model distortions [34], [35]. Alternatively, a stereo setup with
a known baseline (distance between two camera sensors) fixed
through the data acquisition process has been used for absolute
scaling in conventional pinhole cameras [36]. However, Dai
etal. [36] concluded that there was a necessary tradeoff between

baseline length and 3-D reconstruction precision. Indeed, based
on the epipolar model [37], smaller baselines theoretically
present more risk to geometric stability and, thus, also quality.
To the best of the authors’ knowledge, no studies have been per-
formed to evaluate the influence of baseline length on the quality
of point cloud reconstruction from stereo videos collected in a
forest environment.

In this study, we propose a novel videogrammetric approach
based on spherical stereo videos for low-cost 3-D reconstruction
of forest sites. Our method involves a stereo setup with a known
baseline that eliminates the need for visually coded targets,
making point cloud building and scaling more efficient and
straightforward. The key objective of this study is to evaluate the
potential of the stereo-video approach for the 3-D reconstruction
of entire forest plots. For this, we 1) evaluated the influence
of the baseline in a stereo-video setup on the quality of the
generated point clouds, 2) compared the performance of the
stereo-video and monocular-video approaches, and 3) evaluated
the feasibility of the videogrammetric point clouds to extract
primary forest attributes, such as tree position and diameter at
breast height (DBH). We conducted our experiments on three
forest plots using stereo equipment consisting of two spherical
cameras. We tested three baselines (i.e., 20, 40, and 60 cm) and
generated point clouds based on the captured video content. In
addition, we reconstructed point clouds from monocular videos
with visually coded targets distributed within the forest plots.
Finally, we assessed the quality of the videogrammetric point
clouds with the Terrestrial Laser Scanning (TLS) data used as
reference.
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Fig. 2.

Stereo video system used in this study targeted two dual-lens fish-eye Ricoh Theta Z1 cameras with a known baseline (distance between the camera

sensors). To foster comparability, we used three spherical cameras arranged on a hand-held gimbal to simultaneously capture stereo videos with three baselines,

namely, 20, 40, and 60 cm.

II. DATA AND METHODS
A. Study Area

The study area is located in a temperate mixed forest in
the canton of Zurich, Switzerland (47° 21°40”N, 8° 27°10”E).
The main tree species in the study area is European beech
(Fagus sylvatica L.), followed by silver fir (Abies alba Mill.) and
Norway spruce [Picea abies (L.) H. Karst.]. We conducted our
experiments on three forest plots, each with asize of 50 m x 50 m
(see Fig. 1). Plot 1 comprised a relatively homogeneous forest
with trees of similar sizes, while Plots 2 and 3 represented com-
plex heterogeneous forests with various tree sizes [see Fig. 1(b)
and (c)]. More details about the forest plots used in this study
can be found in [1].

B. Data Acquisition

We acquired the data using 1) a stereo setup of digital cameras,
2) a single digital camera, and 3) a terrestrial laser scanner. We
acquired the data in February 2023 under leaf-off conditions to
minimize occlusion effects by avoiding dense foliage.

1) Stereo Video Capture: Stereo-video capture involved
three spherical cameras, allowing for the simultaneous recording
of stereo videos with three baselines: 20, 40, and 60 cm. We used
Ricoh Theta Z1 spherical sensors (Ricoh Company, Ltd., Tokyo,
Japan), each featuring two fish-eye lenses, and recorded videos
with 4 K resolution, 30 frames per second (fps), and 7.3 mm
focal length (35 mm equivalent). The cameras were attached to
ahand-held gimbal (Neewer, Shenzhen, China) using a specially
designed camera mount (see Fig. 2). The first two cameras (left
to right) were placed 40 cm apart, while the second and third

cameras were placed 20 cm apart. With this setup, we eliminated
acquisition bias caused by variations in path and shaking effects
during separate acquisitions.

During data acquisition, the operator walked through the
forest plot at moderate speed, which resulted in completing data
acquisition in around 8—10 min per plot. The operator’s walking
speed was not always constant due to the heterogeneous structure
of the forest floor (i.e., the presence of dense vegetation and lying
deadwood). We recorded the videos following an acquisition
grid pattern [25], as shown in Fig. 1. To avoid any on-the-fly
stitching artifacts, we acquired all videos in raw format. We
then merged the raw contents of the fish-eye lenses offline
using the Ricoh Theta Z1 stitching application. To synchronize
the stereo videos, we searched for matching sound patterns
utilizing the DaVinciResolve video editing software [38]. We
ensured that each pair of synchronized videos started with the
same sound pattern. Moreover, we registered the time using
a stopwatch during the video acquisition, showing time up to
the milliseconds. We visually checked the synchronization by
inspecting the video frame pairs and comparing them accord-
ing to the stopwatch time values. Here, we further denote the
stereo-video methods, utilizing baselines of 20, 40, and 60 cm,
as stereo-20, stereo-40, and stereo-60, respectively.

2) Monocular Video Capture: Along with the stereo-video
acquisition, we captured three monocular videos (one for each
spherical camera in our acquisition equipment). Reusing the
same videos (but in a monocular-video manner) allowed us to
enhance comparability by reducing bias from separate acqui-
sitions. To give an absolute scale to the 3-D point cloud, we
distributed a set of 24 visually coded targets evenly throughout
the plots, following conventional 3-D aerotriangulation and
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absolute orientation requirements [34]. Each target comprised
two circular 12-bit coded targets situated a known distance apart,
as shown in Fig. 1(c). Here, we set this distance to 13.4 cm. It
served as a scaling factor when building point clouds using the
monocular-video approach, as introduced and elaborated
in [31].

3) TLS Acquisition: For reference purposes, we used a TLS
point cloud acquired with a Riegl VZ400i (RIEGL Laser Mea-
surement Systems GmbH, Horn, Austria). For the acquisition,
we chose aregular grid pattern with a 10 m distance between con-
secutive scan positions, following recommendations in [39]. We
performed a vertical and 90°-tilted scan for each scan position
to cover the full sphere, as the vertical field of view of the Riegl
VZA400i scanner only covers 100°. We set the scanning resolution
to 0.04°, resulting in a scan time of 45 s per scan. All scan
positions were successfully automatically coregistered using
the built-in scan registration capabilities of the Riegl VZ400i
TLS instrument. We processed all scans using the Riegl RiScan
Pro processing software (Riegl, v2.16.1). After applying Riegl’s
multistation adjustment procedure, we achieved a final average
standard deviation of the registered point clouds of 0.0013 m,
with values for individual scans ranging from 0.0006 to 0.0037
m (calculated from 277 748 filtered patches).

C. Point Cloud Generation From Stereo Videos

We exploited the stereo-video content captured during data
acquisition to reconstruct point clouds of the study area us-
ing the spherical photogrammetric pipeline in the the AgiSoft
Metashape software [40]. From the stitched versions of the
stereo videos, we extracted video frames with a frequency of
5 fps and imported them into AgiSoft Metashape software. We
studied also higher frame frequencies, such as 15 and 30 fps.
However, we found no significant increase in point cloud quality,
where the computational time doubled.

The two key steps of classical point cloud generation in the
AgiSoft Metashape software are 1) image (frame) orientation
and 2) dense depth map estimation. We added an extra step
before the image orientation step to introduce scale into the
AgiSoft Metashape project. For this, we defined a scale factor
between each pair of stereo frames, the value of which was equal
to the baseline with which the stereo videos were captured by
creating so-called scale bars. We created these scale bars and
assigned the corresponding baseline value to each scale bar using
a Python script. Next, we performed a frame orientation with
“medium” alignment settings. The cameras were auto-calibrated
using the spherical calibration mode in the AgiSoft Metashape
software. We provided no external camera intrinsics for the
calibration. After successful orientation, we built a dense point
cloud with “medium” quality and “mild” filtering parameters. A
“medium” quality implies the employment of stereo multiview
dense matching on subsampled pixels of the original image,
amounting to 1/16 of the original pixel resolution. At the same
time, the filtering parameters refer to the specific depth map
filtering strategies used by the software. While the algorithm
behind this filtering is not publicly available, a type of epipolar
constraint may be involved [41].
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Algorithm 1: Algorithm for Tree Position and DBH Ex-
traction From the Normalized Point Cloud P. The Main
Functions (z), where ¢ € [1,5], Correspond to the Steps in
our Pipeline.

1: procedure FILTERBYVERTICALITY P, 1, t

2: P,=VERTICALITY(P,r)

Py = ApplyThreshold(F,, t)

return Py

: procedure DENOISE(P, 1, S, Iy, Pmin)

P,,-=SOR(P, n, s)

{Pccl}i\[:l = ComputeCCL(Psm., lo, p'rnin)

Py=Merge({ P.ci })

return Py

10: procedure EXTRACTTREESTEMS(P, 11, 12, t1, t2)

11: Py =FilterByVERTICALITY (P, r1, t1)

12: Pstems =FilterByVERTICALITY (P, 72, t2)

13:  return pcsiems

14: procedure FILTERTREESTEMS(P)

15: P4 = Denoise(P, 20, 0.1, 10, 1000) >(1)

16 Psiems = ExtractTreeStems(FPy, 0.3, 0.1, 0.65, 0.75)
>(2)

17: procedure EXTRACTTREEPOSITIONS(Pstens)

18:  {stem; }M,=ComputeCCL(Pstems, 10, 2000) >(3)

19: for each stem; do

20: Pos; =ProjectToXY (stem;, H, T)

21: procedure ESTIMATEDBH({pos; } M)

22: for each pos;

23: hull; = ConvexHull(pos;)

24 D; =RANSAC(pos;, hull;)

e A A

h3

>(4)
>(5)

D. Point Cloud Generation From a Monocular Video

We used the AgiSoft Metashape software to create point
clouds from the three monocular videos collected with our
equipment. Generating a point cloud from a monocular video
sequence relied on visually coded targets to provide the scale.
The AgiSoft Metashape software detected these targets after
orienting the video frames. We then created scale bars between
each pair of detected targets before recomputing the orientation
in a block bundle adjustment process and building a dense point
cloud via multiview stereo considering the monocular-video se-
quential frames. We used the “medium” setting to auto-calibrate
and orient the video frames. We built the dense point clouds with
“medium” quality and “mild” filtering parameters, similar to the
stereo-camera approach. For each forest plot, we generated three
monocular-video point clouds. For our analysis, we selected the
highest-quality point cloud among the three. All point clouds
were built on a Mac machine with a dedicated Radeon Pro 580
GPU with 8 GB of memory.

E. Point Cloud Preprocessing

The preprocessing steps involved 1) coregistration of all
videogrammetric and TLS point clouds and 2) point cloud
normalization. These steps are required to evaluate properly
the quality of the generated videogrammetric point clouds. We
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Fig. 3.

Tree position and DBH extraction pipeline. The main steps, denoted as (i), where ¢ € [1, 5], correspond to functions in Algorithm 1. The visualized

extracted tree positions showcase a snippet of the entire set of extracted tree positions on the forest plot.

completed the point cloud coregistration in two stages: 1) we
manually performed a rough coregistration of the two given
point clouds via common points, and 2) we used the iterative
closest point (ICP) fine registration method implemented in the
CloudCompare software [42] to refine the coregistration further.

Based on our goal to determine and compare the position
and DBH of trees within the forest plots, it was necessary to
normalize both the TLS data and the videogrammetric point
clouds, removing the influence of the terrain. We performed
the normalization of all point clouds according to the ground
extracted from the TLS point clouds, as we used TLS data as
reference data in our study. To classify the ground points in the
TLS point clouds, we used the cloth simulation filter (CSF) [43]
implemented in the CloudCompare software.

FE. Extraction of Forest Attributes

To evaluate the effectiveness of our videogrammetric ap-
proach for forest applications, we assessed its potential to derive
primary forest attributes, such as tree position and DBH, from
the generated videogrammetric point clouds.

1) Tree Position and Diameter at Breast Height (DBH) Ex-
traction: We extracted tree positions and DBH from normal-
ized videogrammetric and TLS point clouds as described in
Algorithm 1 and illustrated in the pipeline in Fig. 3. The tree
position extraction consisted of two main steps: stem filtering
and tree position derivation.

First, we applied gentle noise filtering to the normalized
point cloud using the statistical outlier removal (SOR) with a
neighbor count n of 20 and a standard deviation threshold ¢
of 0.1 m. Next, we used the connected components labeling
(CCL) algorithm [44] to cluster the point cloud into connected

segments. These segments contained a minimum number of
points per component pmi, equal to 1000. The result of merging
the connected segments is shown in Fig. 3 as “denoised point
cloud.” In the next step, for the denoised point cloud, we com-
puted the verticality feature with a neighborhood radius r
of 0.3 m and kept only points with a value above a threshold ¢ of
0.65. This filtering operation was repeated one more time with a
radius of » = 0.1 m, retaining only points withaverticality
value above 0.75. These operations preserved tree stems and
eliminated most ground points, leaves, and small branches (see
Fig. 3).

We clustered the point cloud containing the extracted tree
stems using the CCL algorithm at an octree level [, of 10 with
Pmin = 2000, ensuring that each cluster contained an individual
tree stem. For each cluster, we computed a cross-section at a
height H of 1.3 m with a thickness 7" of 20 cm (10 cm above
and below 1.3 m) and projected it onto the XY plane. Lastly, we
associated the extracted tree positions with the center of each
projection. We derived all the function parameters discussed in
this section and described in Algorithm 1 empirically, maximiz-
ing the number of extracted trees. We applied the same function
parameters to all videogrammetric and TLS point clouds.

To estimate tree DBH, we applied a modified version of
the random sample consensus (RANSAC) algorithm [45]. The
RANSAC algorithm determines the best-fitting circle for the
points within each projection. We constrained our DBH esti-
mation by half the size of the convex hull calculated for each
projection, which helped us achieve an optimal circular fit.

2) Reference Tree Matching: To enhance point cloud compa-
rability, we matched reference trees from the TLS data to trees
from the generated videogrammetric point clouds. Only trees
closer than 2 m from the reference positions were considered a
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match. When a reference tree was matched to multiple trees from
a videogrammetric point cloud, we used a recursive function to
identify the closest tree. This ensured that each reference tree
was only paired with one tree from the generated point cloud
and that the paired tree was the nearest match.

G. Point Cloud Quality Assessment

We assessed the quality of the generated videogrammet-
ric point clouds by computing camera orientation errors dur-
ing point cloud reconstruction and calculating the multiscale
model-to-model cloud comparison (M3C2) error. Furthermore,
we evaluated the potential of the generated videogrammetric
point clouds for forest applications by computing tree detection
rate, absolute tree position error, and relative DBH error. We
computed the evaluation metrics relative to the reference TLS
data. To assess the statistical significance of the differences
in the tree position distributions, as well as DBH and M3C2
distributions, calculated for each videogrammetric approach, we
used the nonparametric Mann—Whitney independence test.

1) Camera Orientation Error: To assess 3-D reconstruc-
tion quality, we computed camera orientation errors for each
videogrammetric approach. These errors are derived from the
camera positions predicted with the Agisoft Metashape soft-
ware. The errors represent how much the distance between
corresponding stereo positions deviates from the scale bar value
set in the project.

2) Multiscale Model-to-Model Cloud Comparison: We used
the M3C2 metric [46] to measure cloud-to-cloud distance by
detecting local distance changes in reference core points ex-
tracted from the TLS data. We computed the Multiscale Model-
to-Model Cloud Comparison (M3C2) metric for each core point
based on its distance to neighboring points in the videogram-
metric point clouds. We ignored the core points with no neigh-
boring points. To assess the quality of different parts of the
point cloud, we computed the M3C2 metric separately for tree
stems and ground points using the M3C2 implementation in
the CloudCompare software. To extract tree stems, we used the
FilterTreeStems(-) function in Algorithm 1. To prevent any loss
of information, we applied this function to the nonnormalized
point clouds after extracting ground points using the CSF algo-
rithm implemented in the CloudCompare software [43].

3) Tree Detection Rate: We defined the tree detection rate r4
as the percentage of trees successfully detected in the videogram-
metric point cloud in relation to the number of trees identified
in the reference TLS data

rq = 100 % (1)

where m is the number of trees in the videogrammetric point
cloud matched to reference TLS trees, and N is the number of
extracted trees from the TLS point cloud.

4) Absolute Tree Position Error: We calculated the absolute
position errors for each tree in a videogrammetric point cloud
to determine how close they were to the TLS data using the
following formula:

cus| @)

€Epos = |CU -
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TABLE I
CAMERA ORIENTATION ERRORS DERIVED FROM THE CAMERA POSITIONS
ESTIMATED WITH THE AGISOFT METASHAPE SOFTWARE

Camera orientation error [mm]

Approach Plot 1 Plot 2 Plot 3
stereo-20 1.265 2.496 2.105
stereo-40 0.906 1.833 0.966
stereo-60 0.628 0.770 1.080
single-camera 4.261 5.636 28.025

where ¢, and cys are the extracted positions of the trees in a
given videogrammetric point cloud and their counterparts in the
corresponding TLS point cloud, respectively.

5) Relative DBH Error: To assess the proximity of an esti-
mated DBH to the reference DBH, we computed the relative
errors epgy as follows:

‘Dv - Dllsl

tls

EDBH = 100 * (3)
where D,, and Dy are the extracted tree DBH of matched trees
in a given videogrammetric point cloud and the corresponding
TLS point cloud, respectively.

III. RESULTS

A. 3-D Reconstruction Quality

We successfully generated point clouds from all acquired
stereo-video and monocular-video sequences. As shown in
Table I, the stereo-60 approach achieved the smallest camera
orientation errors. In contrast, the largest camera orientation
errors were computed for the monocular-video approach,
with values exceeding the sought-after accuracy error of Imm by
four to five times for Plot 1 and Plot 2 and by 28 times for Plot 3.
These results indicate that the camera orientation in the AgiSoft
Metashape software is more successful with the stereo-video
approach than the monocular-video approach and that the
orientation process benefits from the extra stereo information
and the known baseline between the stereo videos.

B. Tree Detection Rate

The stereo-60 approach produced the highest tree detec-
tion rate of 71% for Plot 1, 68% for Plot 2, and 65% for Plot
3 [see Fig. 4(a)]. For Plot 1 and Plot 2, both the stereo-40
andmonocular-video approaches had similar performance.
However, for Plot 3, the monocular-video approach only
reconstructed 22% of the reference trees.

Tree size impacted the detection of trees in the videogram-
metric point clouds [see Fig. 4(b)]. To study this impact, we
combined all trees from Plots 1-3 and stratified them into five
categories according to their DBH, estimated from the corre-
sponding reference TLS data. The lowest detection rate (16%
for stereo-40 and 33% for stereo-20, stereo-60, and
monocular-video) was computed for trees with a DBH of
less than 10 cm. In contrast, the detection rates improved for
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Tree detection rate for all videogrammetric approaches (a) per forest plot and (b) per tree diameter category computed relative to the reference TLS data.

We considered five tree diameter categories D[y, 1y, where D is the estimated DBH and D € [u,1).

trees with a DBH above 10 cm, with the best overall rate being
for trees with a DBH above 40 cm. In general, the stereo-60
approach achieved the highest detection rates for all tree sizes.

C. Tree Position Extraction

The tree positions for all the forest plots extracted at a
height of 1.3 m from the videogrammetric point clouds and
the corresponding TLS point clouds are visualized in Fig. 5(a).
Moreover, Fig. 5(b) shows the tree position error distribution
(in m) for all videogrammetric approaches. The stereo-60
approach yielded the lowest median tree position error over all
three forest plots, with 30 cm for Plot 1 and less than 50 cm
for Plots 2 and 3. The second-best result was obtained for the
monocular-video method, followed by the stereo-40
and stereo-20 approaches.

The Mann—Whitney independence test indicated that the
difference in the tree position error distributions between the
stereo-60 and monocular-video approaches was sta-
tistically significant, with a p-value of less than 0.0001 for Plot
1 and less than 0.05 for the more complex Plots 2 and 3. More-
over, the tree position error distributions for the stereo-20,
stereo-40, and stereo-60 approaches were statistically
different, with a single exception for Plot 2. The tree position
errors of the stereo-20 and stereo-40 approaches for Plot
2 come from the same population, i.e., the two approaches are
interchangeable regarding tree position precision for this specific
plot.

The analysis of the tree position errors reveals that the pro-
posed stereo-video approach with a baseline of 60 cm outper-
formed the monocular-video approach. On average, the
tree positions computed with the stereo-60 were 20-50 cm
closer to the reference tree positions than those computed with
the monocular-video approach [see Fig. 5(b)]. Finally,
according to the Mann—Whitney test, for Plot 1 and Plot 3, the

monocular-video approach was statistically indistinguish-
able from the stereo-40 approach.

D. DBH Extraction

For all plots, the stereo-60 and stereo-40 approaches
performed the best with a median DBH error of less than
25%. For Plots 1 and 2, all videogrammetric approaches per-
formed similarly concerning the precision of DBH extraction
(see Fig. 6). The Mann—Whitney independence test showed
that for these two plots, the relative DBH error distributions of
all videogrammetric approaches were statistically indistinguish-
able. Plot 3, however, proved challenging for the monocular-
video approach, with an increase in the median DBH error
to 38%.

We evaluated the influence of tree size on DBH extraction
precision based on the stereo-60 approach [see Fig. 6(d)].
Over 80% of trees with a DBH greater than 30cm had a relative
DBH error (epgy) of less than 20%, while more than 40% of
them had a ep g of less than 10%. None of these trees showed
huge errors (over 50%). Conversely, 11% to 17% of the trees
whose DBH was between 10 and 30 cm contributed to DBH
errors greater than 50%. Furthermore, over 70% of the trees with
a DBH below 10 cm had eppy greater than 20%, which signifies
that the DBH estimation from the videogrammetric point clouds
was inefficient for thin trees.

E. Cloud-to-Cloud Comparison

We assessed the quality of the point cloud reconstruction
using the M3C2 distance computed for all videogrammetric
point clouds relative to the reference TLS data. The metric
was calculated separately for tree stems and ground points, as
depicted in Section II-G2.
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T

Fig. 5.

(a) Tree position visualizations. Circles represent tree positions from the TLS, scaled according to the estimated DBH. Triangles represent the tree positions

extracted from videogrammetric point clouds. The indicated scale is in meters. (b) Tree position error distributions for the three stereo-video approaches and the
monocular-video approach compared with TLS. The statistical significance of the distribution difference is indicated with (1) * for p-value < 0.05, (2) ***

for p-value < 0.001, and (3) **** for p-value < 0.0001.

1) Tree Stems: For parts of all videogrammetric point clouds
associated with tree stems, the M3C2 errors were normally dis-
tributed with approximately zero means (see Fig. 7). The largest
standard deviation of 1.96 m was obtained for the stereo-20
approach. This approach was prone to large errors, as observed in
the color maps (first two columns in Fig. 7). In contrast, most of

the M3C2 errors computed for the stereo-60 approach were
distributed around zero, with the smallest standard deviation
(equal to 1 m) among all four approaches. In addition, the
stereo-60 method reconstructed more tree stems than the
other videogrammetric approaches (fewer gray areas) and had
significantly lower reconstruction errors. On the other hand, the
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(a)—(c) Distributions of relative tree DBH errors for the (1) stereo-20, (2) stereo-40, (3) stereo-60, and (4) monocular-video approaches.

The black circles show diameter error data, which are always positive. The cross in each violin plot indicates the median value of the distribution. The negative curve
values are a result of curve smoothing. (d) Percentage of trees per diameter category corresponding to various DBH errors epgy computed for the stereo-60

approach.

stereo-40 and monocular-video approaches had statis-
tically similar distribution densities with identical standard de-
viations. Finally, all videogrammetric approaches reconstructed
the tree stems to a certain height. The tree crowns were not
recovered.

2) Ground: The M3C2 distance distributions for the ground
points of the videogrammetric point clouds for Plot 1 are visual-
ized in Fig. 8. The Mann—Whitney independence test confirmed
that the M3C2 distributions computed for the ground points of
all videogrammetric approaches were statistically interchange-
able. This finding means that the stereo-20, stereo-
40, stereo-60, and monocular-video methods recon-
structed the forest ground similarly.

F. Time Assessment

The proposed stereo-video method operates without visually
coded targets, decreasing the expected acquisition time to the

duration of the captured videos (8 to 10 min per plot as shown in
Table II). In contrast, the monocular-video approach [31]
requires additional time to set up the visually coded targets,
equal to 25 min for our study area. While the stereo-video
approach significantly speeds up the acquisition, its processing
requirements are higher (see Table II). Compared with the
monocular-video approach, the proposed method takes
approximately three times longer to align the video frames and
two times longer to generate a point cloud. The more extended
computation is due to the amount of information, which doubles
when stereo cameras are involved.

IV. DISCUSSION

A. Stereo Videogrammetry

In this study, we have presented a low-cost stereo-video
system for 3-D reconstruction of forest sites. While other stereo-
based data acquisition and point cloud reconstruction systems
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close-to-zero errors, whereas red indicates large errors (greater than 2 m). The parts of the TLS point cloud that were not recovered by a given videogrammetric
approach are shown in gray. The third column shows the M3C2 error distributions and their mean and standard deviation values.

TABLE II
ACQUISITION AND PROCESSING TIMES FOR ALL VIDEOGRAMMETRIC APPROACHES IN HH:MM FORMAT

stereo-20

stereo-40

stereo-60 monocular-video*

Acquire  Align  Generate  Align  Generate  Align  Generate  Align Generate
Plot 1  00:08+t*  12:49 06:06 11:56 04:38 11:53 05:12 03:56 02:12
Plot 2 00:09+t*  14:58 05:28 15:09 06:57 14:57 05:23 04:28 02:32
Plot 3 00:10+t*  23:24 08:28 23:32 07:35 23:09 07:47 06:58 02:54

The additional time for distributing visually coded targets T equals 00:25 and applies only to methods marked with *.

have been introduced, e.g., [47], [48], they rely on visual si-
multaneous localization and mapping and aim at real-time data
collection and sparse 3-D reconstruction. Our methodology is
different because we prioritize quality over the real-time gener-
ation of point clouds. Instead of a mobile mapping system, we
solely focus on exploiting stereo-video information.

Past research on photogrammetric stereo reconstruction [49]
has considered the dual fish-eye cameras of the Ricoh Theta

sensor as stereo cameras, even though they are attached to
the same support. Unlike in [49], our stereo system comprises
two spherical cameras instead of just one, expanding the visual
information and enabling better scene coverage. Moreover, the
two lightweight cameras in our acquisition equipment are ideal
for use in challenging forest conditions. This contrasts other
solutions for forest applications that demand heavy camera
rigs with multiple high-end cameras [15], [17], which can be
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cumbersome and expensive. Our approach is practical, afford-
able, and efficient.

In our study, the stereo-video approach with a baseline of
60 cm outperforms the monocular-video approach. Yet, while
using a stereo baseline of 40 cm, we achieved the same level
of reconstruction precision as with the monocular-video
approach. However, the quality of the point cloud reconstructed
from a monocular video sequence depends heavily on three
factors: 1) the number of control points (represented by the
visually coded targets), 2) their distribution, and 3) their proper
detection by the software. Ideally, more control points detected
in a more distributed manner lead to better precision, similar to
the requirements for aerotriangulation in classical photogram-
metry [50]. The first factor is always considered a compromise
between precision and time spent in the field [33], while the
second factor applies to all 3-D registration processes, being of
particular importance in photogrammetry due to possible model
distortions [34], [S1]. Meanwhile, the third factor is directly
related to the image resolution [52].

Finally, the monocular-video approach requires half as
many spherical video frames as the stereo-video approach to
generate the point cloud. While this results in greater computa-
tional efficiency, less data is utilized, potentially compromising
the dense matching performance and resulting in lower precision
and fewer details in the point cloud (see Section III).

B. Influence of Stereo Baseline

Our results show that increasing the baseline length positively
affects the quality of the point clouds generated from stereo-
video sequences. We achieved the highest point cloud recon-
struction quality when using a baseline of 60 cm (stereo-60
approach). This setup outperformed the stereo-video approaches
with 20 and 40 cm baselines as well as themonocular-video
approach. In theory, using a larger baseline could result in even
higher precision. Hasegawa et al. [53] studied optimal baseline
values in the context of aerial stereo imagery. The authors
demonstrated that the best digital elevation model can be created
for a baseline-to-height ratio that does not exceed 1. However,
the study has also found that large baseline values can reduce
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accuracy because the intersection angle formed between the two
camera positions and the object is the principal factor determin-
ing quality. In a terrestrial close-range photogrammetry setting,
this problem is less apparent due to the reduced camera-to-object
distance. With our stereo-camera system, we target applicability
to various forest conditions. While increasing the baseline fur-
ther may enhance the accuracy of the 3-D reconstruction, it may
not always be practical. In a heterogeneous forest environment,
relying on large baselines can harm the acquisition experience
by causing unwanted interaction of the equipment with the forest
components (e.g., forest understorey). This interference can
result in a significant camera shake, causing poor video quality
and, thus, negatively affecting the point cloud reconstruction. To
consider these issues, in our case study, we limited the baseline
to 60 cm.

C. Influence of Spherical Camera Lenses

The advantages of using spherical cameras in our method are
twofold: 1) spherical camera sensors help capture more content
in less time, and 2) they contribute to the successful frame
orientation during the point cloud reconstruction. Spherical
lenses ensured sufficient overlap between video frames needed
to successfully generate point clouds, even when moving with a
moderate walking speed during data acquisition. This resulted
in a short data acquisition time ranging from 8 to 10 min per
50 x 50 m? plot. In contrast, Mokro§ et al. [17] required a
reduction in the walking speed to ensure image overlap while
capturing stereo image data with their multicamera system com-
prising four high-end cameras. On average, that resulted in a data
acquisition time of 8 min per 25 x 25 m? plot.

Furthermore, a key step in point cloud generation is the
proper frame orientation, which leads to greater reconstruction
precision. The frame orientation depends on the spherical stereo
camera calibration. In our case, an automatic camera calibration
was performed in AgiSoft Metashape. Further exploration of the
calibration aspect may benefit the overall absolute accuracy of
the generated point cloud and is a potential avenue for future
improvement.

D. Extracting Forest Attributes

Forest conditions influence the performance of the video-
grammetric approach. Although this article’s focus is not on
demonstrating the generazability of the stereo-video approach,
we explored its potential for extracting forest attributes in three
different types of forest conditions. Plot 1 represented a rel-
atively open forest area, unlike Plots 2 and 3, where a dense
understory was present. As shown in Fig. 5(b), the smallest mean
tree position error of 30 cm for our stereo-60 approach was
obtained for Plot 1. In Fig. 5(a), it is evident that not all reference
trees were detected in the generated point clouds. This could
result from missing information caused by occlusion during data
acquisition. The selected grid pattern is also a determining factor
that affects the completeness of the generated point cloud [18],
[25]. Fig. 5(a) shows that insufficient information (either from
occlusion or incomplete acquisition pattern, or a combination of
the two) may hinder the proper reconstruction of trees near the
edge of the forest plots [see Fig. 1(a)].
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Furthermore, the tree detection rates for Plots 2 and 3 are
significantly lower than that of Plot 1, as shown in Fig. 4(a).
The lower detection rate in Plots 2 and 3 could be attributed to
the more complex forest conditions in these plots. Only 33% or
less of the trees with a DBH of less than 10 cm were detected in
the videogrammetric point clouds, as shown in Fig. 4(b). Dense
forest areas pose a challenge to the acquisition process, making it
difficult to capture feasible content within such areas. This leads
to a significant loss of information, resulting in low matching
success and an incomplete point cloud.

Given the low-cost nature of our stereo-60 approach,
having an average tree position error of 30 to 50 cm compared
to the TLS data is a clear improvement over the monocu-
lar wvideo approach using the same type of spherical sensor.
Various geometric factors, including the quality of point cloud
coregistration, may influence this error. Indeed, the ICP method
is susceptible to errors caused by high rates of noise points
resulting from sensor resolution and scene heterogeneity.

E. Limitations

1) Point Cloud Orientation: The videogrammetric point
clouds generated using our stereo-video approach are scaled
but not absolutely oriented. The orientation of the generated
point clouds is arbitrary, as per standard assumption in close-
range photogrammetry. In this study, we oriented the generated
videogrammetric point clouds according to the reference TLS
point cloud for evaluation purposes. This allowed us to suc-
cessfully match the generated point cloud to the reference TLS
point cloud and extract tree positions and diameters using our
algorithm that operates on a verticalized point cloud. Without
reference TLS data, verticality should be established using
other means. For example, this can be achieved by placing a
leveled vertical reference (e.g., a surveying pole) or integrating a
lightweight Global Navigation Satellite System receiver. Within
the context of orientation, even low-cost and low-precision
receivers may be envisaged. However, in most practical cases,
specific forest applications do not require point cloud orien-
tation. For instance, performing semantic segmentation and
object detection can be accomplished even if the point cloud
reconstruction is not oriented. Moreover, the orientation issue
can be addressed on an algorithm level by taking into account
the a priori knowledge that the point cloud is not absolutely
oriented.

2) CameraSensor Resolution: The resolution of the low-cost
spherical cameras used in this study is 4 K. However, once the
resolution is distributed over the 360° field of view, capturing
small objects in enough detail may become insufficient. Indeed,
most trees with a DBH of less than 10 cm in our study area have
diameter errors greater than 20%, as shown in Fig. 6(d). The
latter signifies that the DBH estimation from the videogram-
metric point clouds is inefficient for small trees. In contrast, the
resolution of the Ricoh Theta Z1 sensor is high enough for the
proposed stereo-60 approach to reliably reconstruct trees
with a DBH greater than 30 cm [see Fig. 6(d)]. However, using
the proposed stereo-video setup with higher quality sensors can
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positively impact the 3-D reconstruction quality (especially for
smaller trees) and will be investigated in the future.

FE. Application Potential

Even though point clouds generated from mono- and stereo-
video sequences collected by the Ricoh Theta Z1 sensor show
limited potential to detect thin trees, they provided sufficient
results on tree detection and DBH estimation for medium to
large trees. Thus, the proposed videogrammetric approach can
be a cost-effective alternative to classical photogrammetry and
ground-based laser scanning when working under specific forest
conditions. The videogrammetric point clouds are suitable for
forest applications that do not require very high measurement
precision, such as forest structure evaluation on the lower part
of the canopy, habitat and forest understory characterization,
and dead wood assessment. In addition, videogrammetric point
clouds can complement video and image data while using ar-
tificial intelligence methods to derive target forest information,
including vegetation categories and tree species.

V. CONCLUSION

In this study, we have 1) introduced a novel approach for the
point cloud reconstruction of forest sites from spherical stereo
videos and 2) presented a new piece of equipment for data
acquisition, consisting of stereo spherical cameras with a known
baseline. The proposed stereo-video approach is self-contained,
i.e., it builds and scales point clouds using stereo-video content
without visually coded targets. This reduces the acquisition time
significantly. A baseline of 60 cm was the most suitable among
the three baselines for obtaining feasible 3-D reconstruction pre-
cision of a forest site. This setup reduces the average tree position
error to 30 cm in easier forest situations and to 50 cm in more
challenging forest conditions, while keeping the mean DBH
error at less than 20%. Our stereo-60 approach outperforms
the reference monocular-video method. However, decreas-
ing the baseline to 40 cm drops the point cloud accuracy to a
level similar to the monocular-video approach, albeit with
the benefit of saving time during data collection. Our low-cost
spherical camera sensors can capture enough content to reliably
reconstruct larger trees (with a DBH of 30 cm or more) using
the stereo-60 approach. Increasing the sensor resolution and
quality could potentially improve 3-D reconstruction quality for
smaller trees and is an avenue for future work.
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