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Hyperspectral Anomaly Detection via Merging Total
Variation Into Low-Rank Representation
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Abstract—Anomaly detection (AD) aiming to locate targets dis-
tinct from the surrounding background spectra remains a challeng-
ing task in hyperspectral applications. The methods based on low-
rank decomposition utilize the inherent low-rank characteristic of
hyperspectral images (HSIs), which has attracted great interest and
achieved many advances in recent years. In order to fully consider
the characteristics of HSIs, more appropriate constrains need to be
added to the low-rank model. However, there are too many regular-
izations and mutual constraints between regularizers, which would
result in a reduction in detection accuracy, while an increasing
number of tradeoff parameters complicates parameter tuning. To
address the above problems, we propose a novel method based on
merging total variation into low-rank representation (MTVLRR)
for hyperspectral AD in this article, using a regularizer to reflect
the low-rankness and smoothness of the background component of
HSIs simultaneously, which can significantly decrease the mutual
influence of regularizers and the difficulty of parameter tuning.
Experimental results on both simulated and real hyperspectral
datasets demonstrate that the proposed MTVLRR has an excellent
AD performance in terms of detection accuracy compared with
other state-of-the-art methods.

Index Terms—Anomaly detection (AD), hyperspectral images
(HSIs), low-rank, sparsity, total variation (TV).

I. INTRODUCTION

HYPERSPECTRAL remote sensing techniques utilize tens
to hundreds of narrow-band electromagnetic waves to

image objects of interest, thereby obtaining abundant spec-
tral information of objects [1]. Hyperspectral images (HSIs)
are acquired by hyperspectral imaging sensors in real scenes,
which contain tens to hundreds of narrow-band spectra can be
visualized as a three-dimensional (3-D) data cube, including
one spectral dimension and two spatial dimensions. Because of
their substantial spatial information and high spectral resolution,
HSIs are applicable to determine subtle differences between
similar materials and can be utilized in several fields, such as
classification and target detection (TD) [2], [3], [4], [5].
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Hyperspectral TD (HTD) locates targets by classifying each
pixel of HSIs into background and targets. Based on whether
the target has prior knowledge or not, it can be categorized
into supervised TD and unsupervised anomaly detection (AD).
Although HTD and hyperspectral AD (HAD) are employed in
different situations, the HTD method can be converted into the
HAD method [6], [7], [8]. Due to the difficulty in obtaining a
priori information about the target spectra and the variability
of the spectra in real scenarios, AD should be more practical
in hyperspectral applications and has been widely adopted in a
variety of fields, such as surveillance monitoring, environmental
and mineral exploration, etc. Anomalous targets in HSIs are
usually unknown, with a low probability of occurrence, and
markedly different spectra from the surrounding background
pixels, such as rare minerals in mineral exploration [2]. Anomaly
detectability and background suppression are two key metrics
for the performance of AD [9].

Over the years, many methods for HAD have been advanced
[10], [11], [12], [13]. In particular, the statistical-theory-based
Reed–Xiaoli global algorithm (RX) [14] has been used as the
benchmark method, which presumes that the background fol-
lows the multivariate Gaussian distribution, and the Mahalanobis
distance between the measured pixel and the surrounding back-
ground is adopted as the final decision rule. The RX algorithm
has been further extended to many versions. The local RX
[15] is the typical version that have been extensively studied.
Considering the difficulty of describing complex backgrounds
with a single Gaussian distribution, kernel RX [16] is proposed.
Besides, there have been many methods for the improvement
of the RX [17], [18], [19]. Since the hypothesis that the back-
ground follows a Gaussian distribution is difficult to meet in
complex and realistic environments, the detection accuracies of
statistically based methods is often limited in practice.

The sparse representation (SR) based detector (SRD) [20] for
HAD does not require any other specific hypothesis about the
distribution of background component and only assumes that the
background dictionary can linearly represent the background
component, while the abnormal pixels cannot be represented.
The background joint SR [21] for HAD selects the most im-
portant atoms to represent background adaptatively. The AD
method based on constrained SR [22] adds the coefficients’
non-negativity constraint and the coefficients’ sum-to-one con-
straint to SR. The methods based on SR have been successfully
applied to the HAD [23], [24]. The collaborative representation
(CR) based detector (CRD) [25] for HAD is similar to SRD.
The difference between SRD and CRD is that the SRD is based
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on an assumption that sparse combination of spatially adjacent
background pixels can represent themselves and constrains the
representation coefficients by �1-norm, while the CRD uses all
the atoms in the dictionary and the cooperation between atoms is
enhanced by �2-norm. However, CRD constructs the dictionary
via a pixel-by-pixel two-window approach is unreliable. The
relaxed CRD [26] for HAD can improve this problem through
the use of a new nonglobal dictionary for HAD. Recently, the
combination of SR and CR (SRCR) [27] for HAD has the
benefits of both SRCR.

Unlike the SRD and CRD which detect anomalies pixel
by pixel, the low-rank decomposition-based methods not only
consider the global structure of the data but also do not require
a specific hypothesis regarding the distribution of background
component. Robust principle component analysis (RPCA) [28],
[29], [30] presumes that background is in the same subspace
and anomalies can be separated by sparse constraints. However,
the background does not lie in a single subspace for complex
HSIs. The low-rank representation (LRR) [31], [32] introduces a
background dictionary that distributes hyperspectral data across
multiple subspaces. The low-rank and sparse matrix decom-
position based models of [33], [34], and [35] divide the HSIs
into three parts: background, anomaly, and noise. Considering
that a single distribution cannot represent complex noise, the
low-rank, and sparse decomposition with mixture of Gaussian
method [36] introduces a mixed noise model combined with
LRR to characterize the complex distribution of HSIs and de-
signs a Manhattan distance based global detector. To improve
the background suppression performance of detectors based
on low-rank and sparse representations (LRaSR), the effective
anomaly space (EAS) for HAD [37] introduces independent
component analysis and sparsity cardinality into LRaSR-based
methods. And to improve the anomalous target detectability,
the iterative spectral–spatial for HAD (ISSHAD) [38] captures
spectral and spatial information through iterative optimization.
Since EAS and ISSHAD cannot solve the problem of reduced
interband correlation, the band sampling for HAD [39] in EAS
combines band sampling [40], EAS [37], and ISSHAD [38].
Further, the methods based on the combination of LRR and CR
have been proposed [41], [42], [43] to improve the performance
of LRR.

Due to ignoring the meaningful potential spatial similarity
between each pixel and its surrounding neighbors, these LRR-
based methods may result in inaccurate separating background
from anomaly. To avoid breaking the intrinsic connection of the
3-D HSIs, the tensor low-rank sparse representation (TLRSR)
method [44] utilizes tensor nuclear norm to characterize the
low-rank background. The enhanced tensor low-rank represen-
tation [45] divides the HSIs into background, anomaly, and noise
components while preserving the intrinsic connection of the 3-D
HSIs. The prior-based tensor approximation (PTA) [46] unfolds
the 3-D HSIs along different dimensions, with the smoothing
constraint being imposed in the spatial dimension and the low-
rank constraint being imposed in the spectral dimension.

Furthermore, the low average rank with total variation (TV)
regularization method for AD (LARTVAD) [47] utilizes the
low-rank of tensor and TV to constrain the background of 3-D

HSIs. The tensor ring (TR) decomposition with factors TV
regularization model for AD (TRDFTVAD) [48] fully utilizes
the smoothing property of the background in 3-D HSIs by the
TR decomposition with factors TV regularization. Many AD
methods have emerged that are based on tensor representations
[49], [50], [51] in recent years. However, the spatial and spectral
dimensions have distinct physical meanings. The graph and total
variation regularized LRR [52] add TV regularity with graph
regularity to the LRR to preserve the geometric structure and
correlation between pixels in the data, where graph regularity can
represent structural information. Other methods based on graph
theory for HAD are proposed in [53] and [54]. Moreover, the
local spatial constraint and TV (LSC–TV) method [55] employs
superpixel segmentation and uses TV to obtain the local spatial
structure of the background. However, in the above methods,
too many regularizers result in increased interaction between
regularizers and difficult parameter tuning.

On the other hand, the 3-D correlated TV improved RPCA
(3DCTV–RPCA) [56] joints low-rank and local smoothness as
a regularizer. This regularizer performs differential and low-rank
operations on both spatial and spectral dimensions, and achieves
good results on the denoising task of HSIs. It should be noted
that although both denoising and HAD task can benefit from ob-
taining a clean background, a method used for the denoising task
is not fully applicable to the HAD task due to the characteristic
difference between anomalies and noise.

In recent years, many deep-learning-based AD algorithms
have emerged, and usually the anomalies they acquire come
from reconstruction errors. The autonomous HAD network [57]
uses a fully convolutional autoencoder (AE) and designs an
adaptive-weighted loss function. To account for the geometry of
the data, the robust graph AE (RGAE) [58] detector introduces
a graph constraint, and to better distinguish between anomalies
and noise, RGAE introduces �2,1-norm. To reduce the recon-
struction of anomalous features, the guided AE-based detector
[59] adds a guided module. Besides, many other deep-learning-
based methods have been proposed, such as [60], [61], and [62].
However, there are several problems with deep-learning-based
methods. First, their lack of physical interpretability leads to
poor generalization performance, and second, due to the rela-
tively small size of HSI datasets (compared to the size of the
networks) used for training (in the published articles [57], [58],
[59], [60], [61], and [62]) may result in overfitting, making their
experimental results less convincing.

Inspired by the 3DCTV–RPCA, this article proposes a novel
LRR-based method for HAD. Due to that HAD task is essentially
different from the denoising task, the differential operation on
spectral dimension will affect the anomalous degree of the
pixels, resulting in the loss of anomalies, which in turn results
in the decrease of detection accuracy. Further, the anomalies
coming from different subspaces are substantially different from
the noise. Unlike RPCA-based 3DCTV–RPCA, a novel AD
method based on LRR, by merging TV into LRR (MTVLRR)
to constrain the coefficient matrix, is proposed.

Although LRR and TV have been extensively studied in
previous articles, exploiting these two properties simultaneously
requires the inclusion of more regularizers in the optimization
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objective, thereby increasing both the numbers of regularizers
and the tradeoff parameters. Since the mutual constraints be-
tween the regularizers will result in a decrease in detection ac-
curacy, and an increase in the number of tradeoff parameters will
complicate parameter adjustment, the proposed MTVLRR uses
only one regularizer to make full advantage of the low-rankness
and smoothness of the background to learn a more accurate
representation (i.e., a more accurate background component),
thus helping to improve the detection accuracy for HAD. Es-
pecially, the proposed MTVLRR reduces the number of trade-
off parameters and the constraints between the regularizations
while retaining the use of spectral and spatial information in
HSIs. Thus, it could better reconstruct the background, and
better detect anomalous targets from HSIs. Experimental results
on both simulated and real hyperspectral datasets consistently
demonstrate that the proposed method has an excellent AD
performance in terms of detection accuracy compared with other
state-of-the-art (SOTA) methods.

The main contributions of this article can be concisely sum-
marized as follows.

1) By merging TV into the regularizer of LRR, the proposed
method can fully utilize the spatial similarity between
adjacent pixels, and the low-rank property of background
component. Moreover, it can reduce the complexity of
mutual constraints and parameter adjustment among the
regularizers, which makes the model simpler and also
makes it more stable and practical.

2) We utilize the alternating direction method of multiplier
(ADMM) [63] algorithm to resolve the proposed model,
thus constructing a new algorithm, which can improve the
efficiency and accuracy of the solution. The superiority
and effectiveness of the proposed MTVLRR have been
consistently verified on both simulated and real hyper-
spectral datasets.

The rest of this article is organized as follows. The basic
concepts of RPCA, LRR, and 3DCTV–RPCA are reviewed in
Section II. The proposed algorithm is presented in Section III.
Its effectiveness is demonstrated by the experimental results on
both simulated and real datasets in Section IV. Finally, Section V
concludes this article.

II. RELATED WORKS

A. RPCA and LRR

The principle component analysis (PCA) [64] presumes that
the noise conforms to a Gaussian distribution, which leads
to the fact that PCA will not get the desired results when
the data have large noise and abnormal values. However, the
low-rank decomposition-based RPCA [28], [29], [30] considers
that the background component lies in a single subspace, and
decomposes the original data into a sparse part that contains
anomalies and noise, and a low-rank background part, which
makes the principle components in the low-rank part robust to the
anomalies and noise in the sparse part. RPCA can be described as

min
L,E

‖L‖∗ + λ‖E‖0, s.t.Y = L+E (1)

where Y is the original data and hypothesized to be
decomposable into the sparse part E and the low-rank part
L. ‖L‖∗ is the nuclear norm of L, which is used to constrain
the low-rank of the matrix L. ‖ · ‖0denotes the �0-norm of the
matrix, which is nonconvex.

To facilitate obtaining the optimal solution, the convex opti-
mization problem of RPCA is expressed as follows:

min
L,E

‖L‖∗ + λ‖E‖1, s.t.Y = L+E. (2)

In HAD, Y ∈ R
B×Ncan be considered as hyperspectral data

with N pixels and each pixel has B bands. The error E represents
the sparse anomaly component, and the matrix L represents
the low-rank background. RPCA does not easily distinguish
anomalies and noise, resulting in a high false alarm rate.

The methods based on LRR [31], [32], [33], [34], [35], [36]
consider that different anomalies come from their correspond-
ing subspaces, and thus LRR can more accurately recover the
subspace structure by finding the dictionary A corresponding to
a hyperspectral data Y ∈ R

B×N with N pixels and B bands. The
objective function of LRR model can be written as

min
X, E

‖X‖∗ + λ‖E‖2, 1, s.t.Y = AX +E (3)

where AX denotes the background component, meaning that
the background component consists of a background dictionary
A and its corresponding matrix of coefficient X ∈ R

m×N (m
denotes the number of atoms); if A =I , the model is consistent
with RPCA; and‖E ‖2,1 denotes the �2,1-norm of the anomaly
matrix E.

B. 3DCTV–RPCA

3DCTV–RPCA [56] is a new RPCA model that joints local
smoothness and low-rankness, which utilizes �1-norm constraint
on the sparse part and achieves good results on the denoising task
of HSIs. The objective function of 3DCTV–RPCA can be written
as

min
L,E

‖L‖3DCTV + λ‖E‖1, s.t. Y = L+E (4)

‖L‖3DCTV =
3∑

i=1

‖∇iL‖∗ (5)

where L is the background component, representing the low-
rank term of the observed data; and E is the sparse matrix,
representing the sparse term of the observed data. Due to that
the gradient graph also has a low-rank structure, the low-rank
constraint can be employed on the gradient graph. Formula (5)
represents the low-rank sum of the matrices after differentiation
of L in the horizontal, vertical, and spectral dimensions.

III. PROPOSED METHOD

A. Merge TV Into LRR

LRR and TV represent the most important low-rank and
smoothing properties of HSIs, respectively. LRR exploits the
correlation of spectral dimensions of HSIs to present the global
structure of the data, and it can reduce the dimensionality of the



LI et al.: HYPERSPECTRAL ANOMALY DETECTION VIA MERGING TOTAL VARIATION INTO LOW-RANK REPRESENTATION 14897

Fig. 1. Singular value curves of hyperion datasets.

data and extract potential features of the data by representing the
data as low-rank structured data. The TV leverages the smooth-
ness of the background of HSIs to achieve the dual goals of
image smoothness and edge information preservation. To exploit
LRR and TV simultaneously requires the inclusion of more
regularizers in the optimization objective, thereby increasing
both the number of regularizers and the tradeoff parameters,
which leads to the interaction between regularizers, increases
the difficulty of parameter tuning, and ultimately reduces the
detection accuracy.

To address the above problems, the proposed MTVLRR uses
a regularizer that merges TV into LRR to enable simultane-
ous utilization of the low-rankness and smoothness of HSIs
without adding any other regularizer. The objective function of
MTVLRR is written as

min
X,E

‖HX‖∗ + λ‖E‖2, 1, s.t. Y = AX +E (6)

where ‖E‖2,1 denotes the sum of �2-norm for each column of E,
which encourages the pixels belonging to the background in E
to be zero, i.e., achieving column sparsity. λ is the only tradeoff
parameter for balancing the regularizer and the error term.

Fig. 1 illustrates the singular value curves of the original
imagery and the differential imagery, from which it can be seen
that the original imagery and the differential imagery obtained by
performing TV are all low-rank. Therefore, a low-rank constraint
can be applied to the differential imagery. Based on this, a novel
regularizer ‖HX‖∗ is designed by MTVLRR term and can be
calculated as follows:

‖HX‖∗ =
∥∥∥∥
[
HhX
HvX

]∥∥∥∥
∗

(7)

where Hh (or Hv) denotes the linear operation to calculate
the representation coefficient difference of adjacent pixels in
the horizontal (or vertical) direction, HhX = [d1,d2, . . . ,dN ]
(or HvX = [v1,v2, . . . ,vN ]), where di = xi − xih (or vi =
xi − xiv ) and ihth (or ivth) pixel indicates the neighboring pixels
of the ith pixel in the horizontal (or vertical) direction.

In our method, we construct the dictionary A following the
approach described in [52]. This approach first classifies all
pixels of HSIs into M categories. Calculate the Mahalanobis
distance between each pixel and the mean vector of the current
category, and then select S pixels that give the smallest results
in every cluster to be the elements of A.

B. Optimization Process Using ADMM

The optimal solution of the objective function (4) can be
obtained by using the ADMM optimization algorithm [62].

First, introducing auxiliary variables P1 and P2, which makes
(6) equivalent to

min
X, E, P 1, P 2

‖P 2‖∗ + λ‖E‖2, 1
s.t. Y = AX +E, P 1 = X, P 2 = HP 1. (8)

With the introduction of Lagrange multipliers, (8) can be
further transformed as follows:

L (P 1, P 2, X, E, G1, G2, G3, μ)

= ‖P 2‖∗ + λ‖E‖2, 1 +
μ

2

(
‖Y −AX −E −G1‖2F

)

+
μ

2

(
‖P 1 −X −G2‖2F + ‖P 2 −HP 1 −G3‖2F

)
(9)

where G1, G2, and G3 are the Lagrange multipliers, respectively,
and μ > 0 is the penalty parameter. Since there are multiple
variables, (9) can be divided into subproblems based on the
different update variables. After fixing the other variables sep-
arately, each subproblem can be optimized alternately for the
final optimization solution.

In order to optimize X, fixing other variables to optimize the
following subproblems:

X(v+1) = argmin
X

∥∥∥Y −AX −E(v) −G
(v)
1

∥∥∥2
F

+
∥∥∥P (v)

1 −X −G
(v)
2

∥∥∥2
F
. (10)

The solution to the subproblem about X can be described as

X(v+1) =
(
ATA+ I

)−1
[
AT

(
Y −E(v) −G

(v)
1

)

+
(
P

(v)
1 −G

(v)
2

)]
. (11)

To optimize P1, the following equations can be considered:

P
(v+1)
1 = argmin

P 1

∥∥∥P 1 −X(v+1) −G
(v)
2

∥∥∥2
F

+
∥∥∥P (v)

2 −HP 1 −G
(v)
3

∥∥∥2
F

. (12)

Thus, the solution for updating P1 is (13). And it can be solved
by the discrete Fourier transform diagonalization [65]

P
(v+1)
1 =

(
HTH+ I

)−1

×
(
X(v+1) +G

(v)
2 +HT

(
P

(v)
2 −G

(v)
3

))
.

(13)

To update P2, fixing other variables to optimize the subprob-
lem about P2

P
(v+1)
2 = argmin

P 2

‖P 2‖∗

+
μ(v)

2

∥∥∥P 2 −HP 1
(v+1) −G

(v)
3

∥∥∥2
F
. (14)
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By applying the singular value thresholding (SVT) operator
[66], the solution to this subproblem can be written as

P
(v+1)
2 = Θ1/μ(v)

(
HP 1

(v+1) +G
(v)
3

)
(15)

where Θ denotes the SVT operator.
To update E, the subproblem of fixing other variables can be

described as

E(v+1) = argmin
E

λ‖E‖2,1

+
μ(v)

2

∥∥∥Y −AX(v+1) −E −G
(v)
1

∥∥∥2
F
. (16)

The closed-form solution for the subproblem about E can be
given as follows:

E(v+1) = Ωλ/μ(v)

(
Y −AX(v+1) −G

(v)
1

)
(17)

where Ω denotes the �2,1-minimization operator [31].
Updating G1, G2, G3, and μ according to

G
(v+1)
1 = G

(v)
1 −

(
Y −AX(v+1) −E(v+1)

)
(18a)

G
(v+1)
2 = G

(v)
2 −

(
P

(v+1)
1 −X(v+1)

)
(18b)

G
(v+1)
3 = G

(v)
3 −

(
P

(v+1)
2 −HP

(v+1)
1

)
(18c)

μ(v+1) = min
(
ρμ(v), μmax

)
. (18d)

The above alternating iteration process finishes when the
residuals are satisfied or the maximum number vmax of iterations
is reached

‖Y −AX −E‖F + ‖P 1 −X‖F + ‖P 2 −HP 1‖F ≤ τ.
(19)

Finally, the anomalous degree of each pixel is calculated as
follows, and the proposed MTVLRR can be summarized in
Algorithm 1:

D =
∥∥∥[E∗]:,i

∥∥∥
2
. (20)

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, the detection performance of the proposed
MTVLRR is evaluated on both simulated datasets and six real
datasets. We compare the proposed MTVLRR with recent ad-
vanced methods, LRR–EAS [37], LSC–TV [55], PTA [46],
PCA–TLRSR [44], LARTVAD [47], and TRDFTVAD [48].
Since the �2,1-norm can better express the column sparse struc-
ture of the data than the �1-norm, the �1-norm in 3DCTV–RPCA
[56] is modified to the �2,1-norm when applied in the HAD task.
To demonstrate the phenomenon that the differential in the spec-
tral dimension would degrade the accuracy, 3DCTV–RPCA is
transformed into 2DCTV–RPCA after removing the differential
in the spectral dimension.

The detection accuracy of each method is measured by the 3-D
receiver operating characteristic (3-D ROC) curve as described
in [67] and [68], and the importance of 3-D ROC for performance
evaluation is shown in [9]. Since the 3-D ROC curve described

Algorithm 1: Pseudocode of MTVLRR.

Input: The hyperspectral data Y ∈ R
B×N , background

dictionary A, parameter λ > 0.
Initialize: Set the anomaly matrix E, coefficient matrix X,
variables P1, P2, G1, G2, and G3 as zero matrices,
μ0 = 1e− 6, τ = 1e− 4, vmax = 200, ρ = 1.5,
μmax = 1e+ 10, and k = 0.

Repeat:
1) Update X with (11);
2) Update P 1, P 2 with (13) and (15), respectively;
3) Update E with (17);
4) Update G1, G2, G3, and μ with (18a)–(18d),

respectively;
5) v = v + 1;

Until (19) is satisfied or v > vmax.
Output: Anomaly matrix E, and coefficient matrix X.

in [67] is used for TD and the 3-D ROC curve in [68] is
utilized for AD, this article adopts the 3-D ROC curve from [68].
To quantitatively display the performance of each method, the
area under the ROC(PD, PF ), ROC(PD, τ), and ROC(PF , τ)
curve, namely AUC(D, F), AUC(D, τ ), and AUC(F, τ )) are
used, in which PD and PF are the probability of detection and
false alarm, respectively. Moreover, the overall performance is
measured by AUCOADP [68], which is calculated by

AUCOADP = AUC(D, F ) + AUC(D, τ) +
(
1− AUC(F, τ)

)
.

(21)
Further, we measure anomaly detectability with background

suppressibility by using the signal-to-noise-probability ratio
(AUCSNRP) [68], which is defined by

AUCSNRP =
AUC(D, τ)

AUC(F, τ)
. (22)

A computer with Intel Core, 3.50 GHz CPU, and 32.0 GB
RAM serves as a platform to implement all experiments in
MATLAB R2021a.

A. Experiments on Simulated Datasets

Simulated Dataset Generation: The real dataset obtained by
the AVIRIS sensor in the San Diego Airport area is utilized to
generate the background of the simulated data. It has 224 bands,
after discarding those affected by water vapor absorption and
bands with low signal-to-noise ratio (SNR), 186 bands are left
for experiments. Moreover, the simulated data are produced by
cropping an area of size 100 × 100 from the original image.
Fig. 2(a) displays the pseudocolor image of the original data,
where the red square denotes the cropped area. We embed 16
in anomalous blocks into the simulated data with sizes of 1 ×
1, 2 × 1, 1 × 2, and 2 × 2, and each size has four blocks with
different mixing fractionsα, which belongs to [0.1, 0.4, 0.8, 1.0].
We generate anomalous pixels based on a linear spectral mixture
[69], and the simulated anomalous pixel y can be represented as

y = α · t+ (1− α) · b (23)
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Fig. 2. Simulated dataset. (a) Pseudocolor image of the original data. (b) Anomaly spectrum. (c) Pseudocolor image of the simulated dataset. (d) Ground truth.

Fig. 3. Impact of the changes in parameter λ on the detection accuracy of 3DCTVS–RPCA, 2DCTV–RPCA, and MTVLRR on simulated dataset. (a) 3DCTVS–
RPCA. (b) 2DCTV–RPCA. (c) MTVLRR.

where t is the anomalous spectrum, which is shown in Fig. 2(b).
b denotes the background spectrum. The pseudocolor image of
the simulated dataset and the corresponding ground truth are
displayed in Fig. 2(c) and (d), respectively.

Parameter Experiments: The parameter experiments are con-
ducted on the synthetic dataset to find the optimal values
of the parameter λ for 3DCTV–RPCA, 2DCTV–RPCA, and
MTVLRR. Since there is only one parameter λ in the above
models, the optimal values can be confirmed by observing the
variation of the detection accuracy with the different values
of parameter λ. Fig. 3(a) and (b) shows that the accuracies of
3DCTV–RPCA and 2DCTV–RPCA change smoothly while λ in
[0.1, 0.3], and therefore we set λ = 0.2 for them. From Fig. 3(c),
it can be found that the detection performance of MTVLRR is
insensitive to the variations in λ values when λ in [0.4, 0.8], so
we set λ = 0.7 for MTVLRR. In addition to the unique tradeoff
parameter λ in the optimization objective function of MTVLRR,
the ADMM algorithm introduces a penalty parameter μ. As
depicted in Fig. 4, the detection results of MTVLRR exhibit
insensitivity to variations inμ over a relatively broad range when
λ equals 0.7. The parameters of the comparison methods are all
set in accordance with the recommended settings in the relevant
references [37], [44], [46], [47], [48], [56].

In comparison with other methods, the proposed method has
only one tradeoff parameter λ and its value is determined and
selected only by performing parameter adjustment experiments
on the simulated dataset, and then adopted for experiments on
all other datasets (also including all real datasets).

Detection Performance: Fig. 5 shows the ROC curves of
each method for the simulated dataset, from which it can be

Fig. 4. Impact of the changes in parameter μ on the detection accuracy of
MTVLRR when λ = 0.7.

observed that MTVLRR possesses superior background sup-
pression and detectability, and the detection rate of MTVLRR
is highest among all the comparison methods when the false
alarm rate is greater than 10−3. Table I quantitatively presents
the experimental results on the simulated dataset, indicating that
LRR–EAS has the shortest runtime, but the MTVLRR method
outperforms all the comparative methods in detection accuracy,
albeit with a slightly longer runtime.

Noise Robustness Experiment: To investigate the robustness
of MTVLRR, the experiment was repeated 20 times for random
burial locations of the anomalous target spectra with different
levels of zero-mean Gaussian noise. The SNR determines the
noise level which is calculated by

SNR = 10log10
E
[
yTy

]
E [eTe]

(24)
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Fig. 5. ROC curves of different methods on the simulated dataset. (a) 3-D ROC curves. (b) ROC(PD, PF ) curves. (c) ROC(PF , τ) curves. (d) ROC(PD, τ)
curves.

TABLE I
FIVE AUC VALUES AND RUNNING TIME OF DIFFERENT METHODS ON THE SIMULATED DATASET

TABLE II
AUC(D, F) VALUES (AVERAGE ± STD) FOR 20 RUNS OF DIFFERENT METHODS ON THE SIMULATED DATASET WITH DIFFERENT LEVELS OF ZERO-MEAN

GAUSSIAN NOISE

TABLE III
IN THE CASE OF WEAK TARGETS, FIVE AUC VALUES (AVERAGE ± STD) FOR 20 RUNS OF DIFFERENT METHODS ON THE SIMULATED DATASET

where e denotes the pixel’s additive noise and E[•] denotes the
expectation operator.

Table II illustrates the AUC(D,F) values of the above re-
peated experiments, indicating that MTVLRR outperforms other
methods with higher accuracy and more stable detection results,
which could be explained by the use of LRR and TV in enhancing
the distinction between the noise and the intrinsic structure of
the data.

To compare the performance of all methods in the weak
target case, a smaller mixing fraction α (= 0.05, 0.1, 0.2,
0.4) is adopted. The above experiment is repeated 20 times

and the noise level is set to 30. Table III shows the results of
all AD methods, which indicates that MTVLRR significantly
outperforms the comparison method and is also more stable in
terms of detection results. Compared with Table II, MTVLRR
has less reduction in detection accuracy compared with other
methods, which indicates the superior detection performance of
MTVLRR in the case of weak anomalies.

B. Experiments on Real Hyperspectral Datasets

In this subsection, the performance of the proposed method
is evaluated and validated on the six real datasets.
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Fig. 6. Pseudocolor images of the six real datasets (first row) and ground truth (second row). (a) Pavia. (b) ABU-Urban. (c) AVIRIS-1. (d) AVIRIS-2. (e) HYDICE.
(f) Hyperion.

1) Datasets Description: The first dataset was captured by
ROSIS sensor, retained spectral information for 102 bands,
and selected a size of 100 × 100 with 71 anomalous pixels
subimages for the experiments. The second dataset called the
Airport–Beach–Urban dataset (ABU-Urban) was collected by
the AVIRIS sensor from the Texas Coast, TX, USA. We selected
a subimage which has a size of 100 × 100 with 204 bands and
67 anomalous pixels for the experiments. The third and fourth
datasets (AVIRIS-1 and AVIRIS-2) are both subimages obtained
by the AVIRIS sensor from the San Diego airport. They all have a
size of 100× 100 with 186 bands. AVIRIS-1 and AVIRIS-2 con-
tain 77 anomalous pixels and 72 anomalous pixels, respectively.
The fifth dataset captured by the HYDICE sensor has a subimage
of size 80× 100 with 174 bands and 21 anomalous pixels for the
experiments. The sixth dataset captured by the Hyperion sensor
is 150 × 150 in size with 155 bands, containing 17 anomalous
pixels. The ground truths and pseudocolor images of the above
six real datasets are illustrated in Fig. 6. In [9], the importance
of experimental dataset selection and the phenomenon that the
performance of HAD methods can be improved in an appropriate
dataset are investigated and discussed. Therefore, the selected
six real datasets include anomalous targets of different sizes,
allowing the performance of different detectors can be compared
and evaluated more comprehensively and objectively.

2) Detection Performance: Fig. 7 shows the 2-D detection
results of each method for the six real datasets, respectively,
indicating that MTVLRR can suppress the background and
highlight the target well on the AVIRIS-1, AVIRIS-2, Pavia,
HYDICE, and Hyperion datasets. For the ABU-Urban dataset,
although the MTVLRR did not suppress the background as well
as LRR–EAS, the anomalies are more obvious in the MTVLRR
detection map. Overall, our method can effectively suppress
the background while detecting the anomalies of different sizes
across the datasets.

Fig. 8 shows the 3-D ROC curves, 2-D ROC(PD, PF ) curves,
and 2-D ROC(PF , τ) curves obtained by each method on the
six datasets, respectively. From Fig. 8(a), it can be seen that
the 3-D ROC of the MTVLRR is much closer to the top-right
corner than other detectors, implying that MTVLRR has the best

detection performance. For the AVIRIS-2, HYDICE, and Hype-
rion datasets, it can be observed from Fig. 8(b) that MTVLRR
has the highest PD among all the comparison methods in all
PF . For other datasets, the PD of MTVLRR is slightly lower
than that of PCA–TLRSR, and LARTVAD only in a small
range because of the logarithmic abscissas, and MTVLRR has
the highest PD in most of PF . From Fig. 8(c), it can be seen
that MTVLRR has the best background suppression on all the
datasets except the ABU-Urban dataset. For the ABU-Urban
dataset, the background suppression of MTVLRR is weaker than
that of LRR–EAS. In summary, Fig. 8 indicates that MTVLRR
has superior overall detection performance on the different real
datasets.

Fig. 9 shows the separation maps of background and anomaly
for the different methods on all real datasets. And it is generated
from the corresponding values of the background and anomalies
by the different algorithms, where the boxes of background
(i.e., blue boxes) and the boxes of anomaly (i.e., red boxes) are
shown by 10% to 90% of the corresponding data, respectively,
the height of the boxes indicates how well different algorithms
suppress the background and detect the anomalies, and the rest
are the deviations above and below the box, i.e., the part of
dotted line. As can be seen from the Fig. 9, the overlap of the
deviations between the anomaly part and the background part
of all methods is inevitable, but the overlap of the proposed
method is the least severe. Further, from which it can be observed
that the MTVLRR completely separates the background boxes
and the anomalous boxes on each dataset, and the gap between
the background boxes and the anomalous boxes is relatively
large, implying that the background and anomalous targets can
be better distinguished. It can also be found that our method has
an advantage in terms of suppressing the background. Therefore,
MTVLRR demonstrates stronger background and anomaly sep-
aration capabilities on the six real datasets.

In order to quantitatively demonstrate the accuracy of each
method, the five AUC values and running time of each method
on the real datasets are shown in Table IV, from which it can
be seen that MTVLRR achieves the highest AUC(D, F) and
AUCSNRP on all datasets. For the ABU-Urban dataset, although
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Fig. 7. Detection results of the different methods on the six real datasets. Each row from top to bottom: Pavia, ABU-urban, AVIRIS-1, AVIRIS-2, HYDICE, and
Hyperion.

the AUC(F, τ ) and AUCSNRP of MTVLRR are lower than
those of the LRR–EAS method, the AUCOADP and AUC(D,

F) are higher than those of the LRR–EAS method, indicating
that MTVLRR exhibits better overall performance. Although
the AUCOADP of LARTVAD is higher than that of MTVLRR
on the HYDICE and Hyperion datasets, its ability to suppress
the background is poor, resulting in an increased false alarm
rate. In terms of runtime, LRR–EAS has the shortest running
time due to its simple model and computational efficiency.
In summary, MTVLRR has superior AD ability with better
background suppression ability. However, the running time of
MTVLRR is still long, and it may be difficult for the current
MTVLRR to achieve real-time detection, which should be a
common problem faced by most model-based HAD algorithms
implemented through iterative optimization.

Combining the qualitative and quantitative results, it can be
concluded that MTVLRR has the best detection accuracy, but
still requires a long runtime. Also, it can be found that the
detection accuracy with TV regular term is better than without,
due to that TV can characterize the segmental smoothness of
HSIs and preserve the edge variations in HSIs.

C. Computational Complexity and Convergence Analysis

Computational Complexity Analysis: According to Algo-
rithm 1, the main computational complexity of MTVLRR comes

from fast Fourier transform (FFT) and SVT operator, which is
the update of the auxiliary variables P1 and P2. Since the input
data size is m×N, the computational complexity of FFT and SVD
operations is O(mN log(N)) and O(m2N), respectively. Dur-
ing each iteration, Algorithm 1 includes one FFT operation and
two SVD operations, so the overall computational complexity is
O(mN(log(N) + 2m)). Sincem > log(N), the computational
complexity of Algorithm 1 is O(m2N).

Convergence Analysis: We verified the convergence of the
proposed method on all the real datasets. From Fig. 10, it
can be seen that the residuals rise at the beginning of the
iteration, which may be due to that the auxiliary variables
may change drastically during the initial iteration phase. How-
ever, as the number of iterations increases, the variables ap-
proach the optimal solution, which makes the residuals even-
tually tend to zero, where the residue is calculated by (19).
Therefore, it can be concluded from Fig. 10 that MTVLRR is
convergent.

D. Discussion

On both simulated and real hyperspectral datasets, extensive
experiments have been conducted and the advantages of the pro-
posed method have been demonstrated. To sum up, the proposed
method has mainly four advantages as follows.
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Fig. 8. ROC curves of different methods on the real datasets. (a) 3-D ROC curves. (b) ROC(PD, PF ) curves. (c) ROC(PF , τ) curves. Each row from top to
bottom corresponds to Pavia, ABU-urban, AVIRIS-1, AVIRIS-2, HYDICE, and Hyperion datasets, respectively.
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Fig. 9. Background-anomaly separation maps of the different methods on the six real datasets. (a) Pavia. (b) ABU-Urban. (c) AVIRIS-1. (d) AVIRIS-2.
(e) HYDICE. (f) Hyperion.

Fig. 10. Residuals versus iterations on the real datasets.

1) Detection accuracy: The proposed MTVLRR by
MTVLRR can take full advantage of the inherent proper-
ties in HSIs, i.e., the low-rankness and smoothness of the
background in HSIs. Moreover, the proposed MTVLRR
explicitly reduces the mutual constraints between the regu-
larizers. Also, the experimental results consistently shows
that the proposed MTVLRR has obvious advantages over
HAD in terms of detection accuracy.

2) Convenient parameter setting: The proposed MTVLRR
has only one tradeoff parameter λ, and therefore, greatly
reduces the difficulty of parameter tuning. Besides, the
experiment results on simulated datasets have indicated
that the detection accuracy of MTVLRR is not sensitive
to the changes of λ value in a relatively wide range. And
the satisfactory results were achieved although this unique
parameter λ was fixed at 0.7 for all the datasets.

3) Robustness to the noise: Owing to that TV is introduced to
suppress noise by means of the smoothness of background

and LRR is utilized to distinguish the anomalies belonging
to different subspaces from noise, which greatly enhances
the distinction between the noise and the intrinsic structure
of data, MTVLRR has strong noise robustness. Moreover,
the experimental results have shown that the proposed
method can obtain satisfactory detection results even in
the case of high noise levels.

4) Adaptability of anomalies: The experimental results on
both simulated and real datasets have demonstrated that
our method can achieve excellent detection accuracy on
different anomalies with various sizes. Further, the exper-
imental results on both simulated and real datasets have
also indicated that the proposed MTVLRR still has good
detection accuracy even in the case of weak anomalies
in subpixels, since the effectiveness of AD methods may
mainly depend on the detection accuracy for subpixels.

However, due to the fact that the optimization process of the
proposed method requires tens to hundreds of iterations, each of
which undergoes one FFT operation and two SVD operations,
there is a problem of relatively long runtime. This may be the
drawback of most model-based HAD methods implemented
through iterative optimization. In the future, we consider de-
signing a deep network based on MTVLRR by means of a deep
unfolding network approach, so as to obtain the advantages of
both deep-learning and model-based methods. As is known,
model-based methods utilize the physical properties (physical
knowledge) of HSIs, and deep learning can adaptively learn
parameters and compute them efficiently. Therefore, combining
model-based methods and deep learning via the deep unfold-
ing network approach could improve both detection time and
accuracy.
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TABLE IV
EXPERIMENTAL RESULTS OF DIFFERENT METHODS ON THE SIX REAL DATASETS

V. CONCLUSION

In this article, we have proposed a novel method (named
MTVLRR) for HAD. Taking into account the degradation in
accuracy due to the mutual constraints between the regularizers
and the complexity of parameter tuning, the proposed MTVLRR
merges TV into LRR. In this way, the proposed method not only
retains the advantages of LRR, which fully exploits the low-rank
properties of HSIs without any statistical assumptions, but also
employs the local spatial smoothness in HSIs without increasing
the number of the constraints and the tradeoff parameters. The
experimental results have shown that MTVLRR has an excellent
performance in detecting anomalies while suppressing the back-
ground well, and significantly achieves more accurate detection
of anomalous targets even in the case of weak anomalies, and
has better robustness compared with other SOTA methods.

However, MTVLRR still has a high computational cost. In fu-
ture article, we may concentrate on deeply unfolding MTVLRR
as a learnable deep network that leverages the advantages of

both model-based methods and deep learning to achieve more
effective and efficient HAD.
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