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Abstract—In recent years, synthetic aperture radar automatic
target recognition (SAR ATR) has been widely researched for its
ability to achieve high-performance target classification through
supervised training, facilitating battlefield reconnaissance, and
intelligence generation. When dealing with unknown class data
for ATR model training, significant time and effort are typically
required for manual interpretation and labeling. However, when
unknown class data shares the same domain as the known la-
beled data in the library, leveraging their shared deep semantic
knowledge can enable automatic classification and labeling of the
unknown class data. In this article, we investigate the novel category
discovery (NCD) problem in SAR images, using labeled data to
guide the clustering process of new class data. Specifically, we utilize
the Unified Objective function training framework to address the
training imbalance between labeled and unlabeled data in the NCD
process, incorporating various improvements on this foundation.
Through a binary segmentation-based strategy, we effectively mit-
igate the interference of ‘“noise pairs” with significant semantic
differences on the model’s self-supervised pretraining. In addition,
we introduce multicrop consistency loss and equal distance loss
to impose constraints on training by leveraging intraclass and
interclass relationships in the latent space, thereby obtaining repre-
sentations with higher interclass separability. Our method achieves
state-of-the-art clustering performance in multiple scenarios. Ex-
tensive experimental results on the MSTAR benchmark dataset
demonstrate the effectiveness of the proposed methods.

Index Terms—Deep embedded clustering, novel category
discovery (NCD), synthetic aperture radar (SAR) target
recognition.

I. INTRODUCTION

n recent years, the rapid development of synthetic aperture
I radar (SAR) systems has enabled the collection of a large
amount of image data in a short period of time [1], [2], [3], which
can be used for training intelligence generation or automatic
target recognition (ATR) models based on deep learning [4], [5],
[6], [71, [8], [9], [10], [11], [12]. These processes often require
sufficient labeled training data. However, in many task scenarios,
obtaining target labels requires a significant amount of man-
power and time and is difficult to meet real-time requirements.
For example, in the target reconnaissance process, SAR may
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collect various unknown categories of new vehicles or variants of
known categories of vehicles, which are difficult to differentiate
and label manually. Fortunately, these targets are typically within
the same domain or share high-level semantic information with
known categories, enabling the differentiation and labeling of
unknown class targets with the assistance of information from
known categories [13], [14]. Therefore, effectively leveraging
the target information of labeled known classes to annotate a
new batch of unknown class data has become a challenging task.

The aforementioned scenario can be classified as a novel
category discovery (NCD) problem [15], i.e., training a model
to utilize the latent knowledge of labeled known class data so
that the model can discover new classes and cluster them in
unlabeled new class data. In contrast to the semisupervised
clustering problem [16], [17], [18], [19], where labeled and
unlabeled data share the same label space, NCD involves labeled
and unlabeled data categories that do not overlap, adding a higher
level of complexity to the task. The existing NCD methods
can be roughly categorized into two-stage based methods and
single-stage based methods [20], [21]. Early research on NCD
typically employed two-stage approaches, such as KCL [22],
MCL [23], and DTC [15]. In the first stage, known class data
is used to pretrain the model, followed by fine-tuning and
clustering with unknown class data in the second stage. The
advantage of such methods lies in the separate use of known
and unknown class data, catering to application scenarios where
both types of data cannot be obtained simultaneously in the same
stage [24]. However, this type of approach is highly sensitive to
the effectiveness of pretraining, and the final clustering results
are greatly impacted by the initial discriminative capacity of
unknown class data within the pretrained model. In addition,
collapse is prone to occur, i.e., all unknown class samples are
grouped into a single category, necessitating a more rigorous
training paradigm in the second stage [24], [25].

In view of the above problems, the recently proposed NCD
methods are mostly single-stage, where both known and un-
known class data are utilized concurrently during training,
such as AutoNovel [26], UNO [27], MEDI [28], NCL [29],
and NSCL [14]. In comparison to two-stage methods, these
approaches can better leverage the similarities and differences
between known and unknown class data, leading to improved
clustering accuracy for unknown classes. For instance, UNO,
as a classic single-stage method, integrates the one-hot labels
of known classes with the pseudolabels of unknown classes
obtained by manifold regularization to form a unified label
representation, enabling joint training through cross-entropy
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Fig. 1. Noisy pair problem in the pretraining stage caused by Random-
Resized-Crop. The semantics of the two cropped views on the left side are both
“target.” The semantics of the two cropped views in the middle are “shadow” and
“target,” respectively. And the semantics of the two cropped views on the right
side are “target” and “background,” respectively. The vast semantic differences
in the last two cases will produce noisy pairs.

loss. This effectively addresses the bias caused by the imbalance
in supervision strength between known and unknown classes.
Based on this framework, researchers have made numerous
improvements in training paradigms and data feature space
distributions, leading to enhanced clustering accuracy and gen-
eralization. Li et al. [20] enforced consistency between different
views via symmetric Kullback—Leibler divergence (sKLD) and
introduced the negative sKLD between known and unknown
class data within the same batch as loss, thereby elevating the
overall discrimination between known class and unknown class
samples. In addition, in the scenario of NCD of SAR targets,
Huang et al. [30] improved the data augmentation techniques in
the pretraining of UNO, enhancing the initial discriminability
between known and unknown classes. They also established a
class sample library and used prototype replay to alleviate catas-
trophic forgetting of known classes during subsequent training.
The aforementioned methods have shown promising results
in the field of SAR data analysis, but there are still two issues that
remain to be addressed. First, in the SAR image augmentation
techniques used in the above methods, Random-Resized-Crop
has been proven effective during the pretraining stage [20], [24],
[27], [30]. It contrasts the local and global characteristics of
the targets, forcing the model to focus more on the consistency
and difference of the structural features. However, unlike optical
natural images, the position and size of SAR targets in image
slices have high similarity, and the background accounts for a
large proportion. Therefore, employing Random-Resized-Crop
may capture parts with significant semantic differences from
the SAR target itself [31], such as background or shadows,
leading to the generation of “noisy pairs,” as illustrated in
Fig. 1. When these noisy pairs are used for comparison or
imposing consistency constraints, they can detrimentally impact
the model training. Second, the abovementioned methods focus
on the discriminability between known and unknown classes,
promoting separation through sKLD between the two types of
data. However, these methods do not address the separability
between different classes. Within the feature space obtained
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through the UNO framework, the separability between unknown
classes is significantly lower than that between known classes,
leading to low clustering accuracy. In an ideal feature space
data distribution, the distances between classes of unknown data
should be similar to those between classes of known data. Thatis,
through training, all class representations should possess equal
separability.

Motivated by the need of enhancing interclass separability,
and inspired by the recent advancements in deep clustering, in
this article we propose an improved SAR target NCD method
based on the UNO training framework. We first utilize all SAR
images to construct positive pairs through image augmentation
for self-supervised pretraining. To address the issue of noisy
pairs, we employ a simple and effective threshold-based method
to filter out noisy views that do not contain targets. Subsequently,
supervised pretraining is conducted using known class data
to learn semantic information from labels. The last step is to
construct a unified label based on the UNO framework, allowing
both types of data to participate in supervised training together,
and introduce equal distance loss (EDL) based on the assump-
tion that each class should have equal separability. By setting
equidistant points in the feature space, the distance between
the class prototype and the equidistant points is penalized to
guide each class towards the nearest equidistant point position,
which enhances the discriminability between different unknown
classes. Furthermore, to address the incompleteness of the aug-
mentation view constraint, we propose multicrop consistency
loss to constrain the consistency of multiple enhanced views
from the feature space. In conclusion, the main contributions of
our work are summarized as follows.

1) We propose a novel method for SAR target NCD based on
the improved UNO training framework, which achieves
the best results in the SAR field.

2) We enhance the SAR image augmentation techniques in
the pretraining stage and implement a threshold-based
algorithm to filter out and discard augmented views with
large background or shadows, so as to prevent the negative
impact of semantic differences between noisy pairs on
model training.

3) We use multicrop to generate diversified views and in-
troduce multicrop consistency loss and intraclass loss to
jointly constrain the consistency representation of dif-
ferent views in terms of KL divergence and Euclidean
distance in the feature space.

4) To address the issue that the discrimination between un-
known classes in the feature space is much lower than that
of known classes, we propose equal distance loss based
on the UNO framework. By forcing each class to move
to points with equal distances in the latent manifold, the
unknown interclass discrimination is increased.

II. RELATED WORKS

A. Novel Category Discovery (NCD)

NCD was first studied in the context of deep embedded
clustering (DEC) by Hsu et al. [22]. In [22] and [23], NCD
was introduced as a new task, where the goal was to cluster a
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new dataset whose classes were similar to an existing labeled
dataset but did not overlap with it. Han et al. [15] formally
proposed the concept of NCD based on this setting and studied
it as a separate problem. This concept has widespread applica-
tions in fields such as open-set recognition (OSR) [24], [32],
class-incremental learning [30], [33], signal classification [34],
and semantic segmentation [35].

The existing NCD methods can be roughly categorized into
two-stage methods and single-stage methods, with the main
difference lying in whether labeled and unlabeled data are
utilized in the same stage. Two-stage methods [15], [22], [23],
[36] often acquire semantic knowledge of labeled data through
supervised learning in the pretraining stage, and then use transfer
learning in the subsequent stage to guide the clustering of
unlabeled data. Specifically, KCL [22] and MCL [23] introduce
a framework that facilitates transfer learning across domains
and tasks, which leverages the pairwise similarity to represent
categorical information. DTC [15] conducts supervised training
in the initial stage, and then fine-tunes the distribution based on
Kullback-Leibler divergence using unlabeled data in the subse-
quent stage to obtain more refined and discriminative representa-
tions. In summary, two-stage methods separate the use of labeled
and unlabeled data, aiming to enhance clustering effectiveness
through knowledge transfer. However, research indicates that
the knowledge provided by supervised training may not all be
beneficial for clustering, as it is influenced by factors such as
the levels of semantic relevance between labeled and unlabeled
data [37] as well as the knowledge relationships among known
classes [14], [38]. In addition, two-stage training can result in
the final clustering outcome heavily relying on the initial separa-
bility of unknown class data in the pretrained model. Therefore,
subsequent studies often choose single-stage methods, where
labeled and unlabeled data are used simultaneously [14], [20],
[26], [27], [28], [29], [38], [39]. AutoNovel [26] first conducts
self-supervised pretraining using all data, and then leverages the
assumption that the feature vectors of the same class of samples
have similar high activation positions to construct pseudolabels.
And it finally uses binary cross-entropy loss to discover new
classes. NCL [29], NSCL [14], and OpenMix [39] introduce
contrastive learning to enhance the discriminability between
known and unknown classes by comparing samples and their
augmented views, with the key difference being in the con-
struction of the loss function. MDEI [28], on the other hand,
reduces the requirement for unknown class data by incorporating
metalearning techniques into the NCD task. Instead of using
multiple objectives, UNO [27] introduces a unified objective
function to transfer knowledge from the labeled data to unlabeled
data. IIC [20] improves upon UNO by leveraging sKLD. It
enforces constraints on interclass separability and intraview
consistency, further enhancing clustering accuracy.

The application of NCD in SAR images is often combined
with OSR tasks, clustering unknown class samples identified
through the OSR stage. Dai et al. [40] were the first to apply
this approach to ship targets, training with both known and
unknown class data to address OSR and NCD tasks simulta-
neously. Chen et al. [24] achieved more accurate estimation of
the number of unknown classes and clustering by improving
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DTC. The above methods fail to address the collapse of the
training process, which easily led to all unknown class samples
being classified into the same class. CNT [30] improved the
pretraining method using VICReg [25], effectively mitigating
the aforementioned issue, and focusing on the overall separa-
bility of known and unknown classes. In contrast to them, we
further consider the separability issue among all classes, which
is not achieved in existing SAR NCD methods. In addition, we
have made breakthroughs in both pretraining and consistency
constraints compared to the above methods.

B. Self-Supervised Pretraining

Self-supervised pretraining refers to training a network by
extracting supervised information to construct subtasks without
using data labels. The training method is typically selected based
on the requirements of downstream tasks to learn representations
beneficial for them [26], [30], [41], [42]. Early self-supervised
pretraining methods are often based on image-only pretext tasks,
utilizing the supervision information within a single image to
enhance the model’s semantic understanding. One common
approach is using context information, where two patches are
randomly extracted from a single image, and the model is then
tasked with predicting their relative positions to better under-
stand the relationships between scenes and objects [43]. Another
approach involves image reconstruction, creating prediction
tasks by discarding image colors or adding masks to enhance
the model’s overall semantic understanding of images [44], [45],
[46], [47]. Moreover, Gidaris et al. [48] devised a task for recog-
nizing image rotation angles, requiring the model to predict the
angle of the image[26]. This simple method does not leave any
explicit low-level clues, so the model must recognize and focus
on the main objects in the image and their semantic relationships
with the background to complete the task effectively. While these
methods have shown significant improvements in representation
quality, they lack a standardized training paradigm and may not
generalize well to different types of images or downstream tasks.

With the introduction of SimCLR [49] and MoCo [50] frame-
works, contrastive-based self-supervised pretraining has been
widely studied. This type of method most often uses Siamese
architectures, in which the two branches have identical archi-
tectures and share weights. By employing techniques such as
image augmentation to obtain different views of the same image,
positive and negative examples are constructed for supervised
training. SImCLR uses augmented views from the same image
as positive pairs and views from other images within the same
batch as negative pairs with respect to that image. It employs
the InfoNCE loss for self-supervised training to minimize the
distance between positive pairs and maximize the distance be-
tween negative pairs [42], [49], [51]. However, this method
faces issues such as high memory usage and its effectiveness
being limited by batch size. The series of MoCo [50], [52], [53]
decouples the relationship between batch size and the number
of contrastive samples, further expanding the applicability of
this approach. The above methods maximize the agreement
between embedding vectors produced by encoders fed with
different views of the same image, but there is still a challenge
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to preventing a collapse in which the encoders produce constant
or noninformative vectors. Bardes et al. [25] proposed VICReg,
which avoids the above two collapse problems by introducing a
variety of regularization terms, so it is more suitable for solving
the downstream NCD task of SAR images. In this article, we
improve this method by filtering out the noisy pairs generated
by the Random-Resized-Crop to enhance the quality of the
pretrained representation.

III. PROPOSED METHOD

This study focuses on addressing the challenge of NCD in
SAR images. Following the setting in [20] and [27], given a
labeled dataset D! = {(x},4}), ..., (z’,y})}, the goal is to
automatically discover C'* clusters (or classes) in an unlabeled
dataset D" = {x¥,...,x%,}, where each ! in D! or 2} in D"
is a SAR image with a single target and y! € Y = {1,...,C'}
is the corresponding class label of .. Moreover, the classes of
labeled data do not overlap with those of unlabeled data.

In the following subsections, we first introduce how to filter
out the noisy pairs in pretraining through our proposed algorithm
to obtain a better pretrained model for subsequent processes
(Section III-A). Next, we illustrate how to use D' to estimate
the number of unlabeled classes when the number is unknown
(Section III-B). Then, we introduce the UNO training framework
adopted for the NCD task and the effective improvement tech-
niques applied, such as intraclass loss and interclass loss [20]
(Section III-C). Moreover, we introduce the concept of equidis-
tant points and guide the distances between classes to be equal
using the equidistant loss, further enhancing the separability
of unlabeled classes (Section III-D). Furthermore, we explain
how to enhance the representation quality by combining the
multicrop technique with the swapped prediction algorithm
in UNO, and propose multicrop consistency loss to constrain
the consistency of different views (Section III-E). Finally, we
summarize the entire training process and overall objective
(Section III-F).

A. Pretraining With Noisy Pair Filtering Algorithm

The first step of our work is to use all the data for pretraining
to obtain a representation that implicitly includes the semantic
understanding of the sample itself. The training initially employs
self-supervised learning to avoid biases caused by the strong
semantic information contained in labels. According to [30], we
utilize VICReg [25] as the model to alleviate potential collapse
issues in downstream clustering tasks. Specifically, for a sample
x, we generate a pair of views through image augmentation, ob-
tain representations Z; and Z through an encoder, and proceed
with training using the following loss function:

K(Zl, ZQ) = A.S(Zl7 ZQ) + /L[U(Zl) + U(ZQ)]
+vl[e(Z1) + c(Z3)] (1)

where A, p, and v are hyperparameters controlling the impor-
tance of each term in the loss. s is to compute the mean-squared
Euclidean distance between each pair of features as the invari-
ance criterion. v computes the variance of the features, and c is
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Fig. 2. Augmentation method with noisy pair filtering.

used to constrain the expression of the mean of the diagonal
elements of the matrix. To obtain a more diverse view, we
combine Random-Resized-Crop, ColorJitter, CoarseDropout,
ElasticTransform, ShiftScaleRotate, and RandomRotate90 for
image augmentation, and each technique is performed at a set
probability.

However, augmentation views generated by Random-
Resized-Crop may contain only background or shadows. When
these views form a noisy pair with the target view, the significant
semantic difference between the two will have a negative impact
on model training [31]. Fortunately, the pixel values of the
background, shadow, and target of the SAR image slice typically
exhibit significant differences. Therefore, we can segment the
target by binarization and set a threshold to filter out the view
without the target, as shown in Fig. 2. Thus, the improved image
augmentation algorithm with noisy pair filtering is shown in
Algorithm 1.

We first use Random-Resized-Crop to obtain a cropped view
x 7, and then obtain the binary image of the cropped view and the
binary image of the original image according to the set threshold
Trhin = 100 to achieve a rough separation of the target from the
background and shadow. The next step is to count the proportion
of the target in the cropped view and the original image Pr,
Pori- If Pr is smaller than the threshold 7, it is considered
that there is no target in the view. In order to prevent the size of
the area taken by the Random-Resized-Crop from being close
to the original image, causing Pr to be small and the view to
be mistakenly divided into noisy view, we calculate the ratio
R = Pr/Poi, and solve this problem by comparing it with the
threshold Ty40. If the view does not meet the requirements, it
is re-cut until a valid view containing the target information is
obtained, which will be used for subsequent image augmentation
operations.

Following self-supervised pretraining, we can obtain an en-
coder that has a preliminary comprehension of the data’s in-
herent semantics. Research suggests that supervised training
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Algorithm 1: Augmentation Algorithm With Noisy Pair
Filtering.

Input: Original SAR image = € D' U D", image-binary
threshold 7,,, proportion threshold 7,,.,, ratio threshold
Tratio-
Output: augmented view Z.
1: Initialized: Target proportion of augmented view
Pr = 0, the ratio of augmented view proportion to
original image proportion R = 0.
2: Compute the proportion P,,,; of pixels in image x that
are above the threshold 73;,,;
: while Pr < 70 and R < Tpq140 do
xr = RandomResizedCrop(x)
Compute the proportion Pr of pixels in view @7 that
are above the threshold 7;,,
Update R = 7:; -t
:end
: & = Other Augmentation(xr).
: return .

W

Al

NoJi JEN N

using labeled data facilitates the transfer of label semantics in
the subsequent NCD phase, leading to the acquisition of an
initial discriminative representation that enhances the guidance
of unknown class clustering [15], [26], [27], [30]. Therefore,
we further train the encoder on the labeled dataset D' using
cross-entropy loss, as shown below

cewy

Z yelog(pe) )

where C represents the number of classes, which equals C' dur-
ing the supervised training stage. . and p, are the cth units of the
label y and the network prediction p = o(f(x)/7), respectively.
f(-) represents the network formed by connecting the encoder
with a linear classifier consisting of C output units. o(-) and 7
represent a softmax layer and the temperature of the softmax,
respectively. Through the above two stages of pretraining, we
obtain an encoder and a linear classifier, which will be utilized
as the feature extractor and the labeled classification head in the
subsequent NCD task, respectively.

B. Unknown Class Number Estimation

To establish a unified training label for subsequent UNO-
based training, we need to know the number of unlabeled classes
C'. When studying NCD problems, the number of unlabeled
classes is typically set to be known by default [20], [27], [30].
If this number is unknown, we use the method proposed in [24]
for estimation, which can provide relatively accurate estimates
when the total number of classes is small. The estimation method
is illustrated in Algorithm 2. First, we select [V; classes from D!
(where C" classes are known) to form a new training set D’T. The
remaining C' — N classes form the probe set Dy,;.ope, Which
is combined with D* for estimating the number of unlabeled
classes. Then, we independently build a ResNet-18 network
and conduct supervised training on DY. using cross-entropy loss
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to capture semantic information from the labels. The trained
network is then used to extract sample features mebe and
D** from Dyyobe and D*. Next, we divide Dy, into a vali-
dation probe set Dy, ,, containing N, classes and an anchor

probe set Dy .. , consisting of the remaining (C'— N; — N,)
classes. Finally, we use a semisupervised k-means algorithm
with U + (C! — N;) centers to estimate the number of classes U
in D“*. Specifically, we enforce features in the anchor probe set
Djiope, o to be assigned to the corresponding clusters according
to their ground-truth labels during clustering, while features in
the validation probe set Dy ... ,, are treated as unlabeled data. We
carry out experiments by varying the U value multiple times and
evaluate them using the average clustering accuracy (ACC),) and

the cluster validity index (C'V I), which are defined as follows:

1 & '
ACC, = max < Z; Ly =perm(@)}, @)
cvi= Yy M2 alZ) “

2= max{a(2).b(Z)}
where y; and y; represent the ground-truth label and clustering
assignment for sample Z; € mebe »» Tespectively. Ng repre-
sents the number of samples in D, ., and P represents the
set of all permutations of NV,, elements (as a clustering algorithm
recovers clusters in an arbitrary order). a(Z) represents the
average distance between sample Z and all other samples within
the same cluster. b(Z) represents the smallest average distance
of sample Z to all samples in any other cluster. By recording
the ACC,, on Dy .. ,, and the C'V I on D** under each selected
value of U, we can obtain the U value that corresponds to the
highest AC'C,, and the U value that corresponds to the highest
CVI. The average of these two values is taken as the final
estimate for the number of unlabeled classes. If the average of
these two estimates is noninteger, it is rounded down.

C. SAR Image NCD Framework Based on UNO

We choose UNO as the basic framework for the NCD training
phase. The UNO model is primarily divided into three compo-
nents: 1) an encoder E; 2) a labeled classification head h; and
3) an unlabeled classification head g, as illustrated in Fig. 3(a). £
and h utilize the feature extractor and linear classifier obtained in
the pretraining stage, while g is composed of a multilayer percep-
tron (MLP) and a linear classifier with C* output units. During
the training process, first, a pair of augmented views Z 1, Z5 of the
SAR image x are obtained through augmentation. The encoder
FE is then used to extract features from the two views, obtaining
feature vectors Z; and Z,, which will be passed through both
labeled head h and unlabeled head g to obtain the corresponding
logits {I ZL} € R and {1V ZU} € RY", respectively. After
that, the outputs of the same view in d1fferent heads are con-
catenated to obtain [lLHlU] € RC'*+C" and [lLHlU] € RO'+0O",
which are then processed through the softmax layer to obtain
probability distributions p; and p,. Through the aforementioned
operations, we can obtain the probability distribution of the
sample’s view across the entire class space. Finally, we construct
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Fig. 3. Framework of our method. (a) Basic framework of UNO. (b) Equal distance loss. (c) Multi-crop swapped prediction and multicrop consistency loss.

the corresponding unified label according to whether the class
of the input sample is known. If the class of the SAR image «x is
known (labeled data), we apply zero-padding to its ground-truth
label 3/ to obtain the unified labels y; = yo = [yl\|6>] If the
class is unknown (unlabeled data), we zero-pad the pseudolabels
{y}, y4 } obtained by using the Sinkhorn—Knopp algorithm [54],
which obtains the unified labels y, = [0 ||y] andyz = [0 ]|y4]
corresponding to the two views. With the obtained y; and yso,
we can utilize the cross-entropy loss from (2) for training,
where C equals C' 4 C*. This approach offers a unified training
paradigm for both labeled and unlabeled data, alleviating the
influence of unbalanced training of the two types of data in
previous NCD research. In addition, Multihead Clustering and
Overclustering techniques have also been applied to improve
UNO performance. The utilization of Multihead helps mitigate
the issue of individual heads converging to suboptimal clustering
configurations, thereby leading to a reduction in such effects
and making it beneficial. Overclustering forces the network to
produce an alternative partition of the unlabeled data that is
more fine-grained, thereby improving the quality of the repre-
sentations.

Furthermore, UNO employs the method of swapped predic-
tion. When the input sample is unlabeled, by swapping the

prediction distributions of the two augmented views, the net-
work can be forced to produce more consistent predictions for
different views of the same sample. Therefore, UNO uses the
swapped prediction loss to address unlabeled data, as shown
below

gsp = ece({iu,la yZ) + éce(iu,% Z/l)~ (5)
In summary, the overall loss function of UNO is as follows:
guno _ éce(fc\h y) =+ Ece(QQa y)) T e Dl ) (6)
lop, x €D

In addition to the techniques utilized in UNO, we also incorpo-
rate two methods proposed in IIC [20]. First, in order to further
enhance the overall separability between labeled and unlabeled
classes, we have employed interclass loss to explicitly enlarge
the distance between each labeled sample and each unlabeled
sample using an sKLD distance. For a labeled SAR image x;
and an unlabeled SAR image x,, within the same batch, the loss
is as follows:

(N

eimer =

~S(Drs@lp*) + Dics (1))
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Algorithm 2: Unknown Class Number Estimation.

Input: Unlabeled class feature set D"*, anchor probe set

Dy, obe q» validation probe set D, . .
Output: Final estimation result of the number of
unlabeled classes U.

1: Initialized: the maximum value of average clustering
accuracy ACC, 4, = 0, the maximum value of cluster
validity index CV Inae = 0, Ugee, Usui.

2:forU < 0,1,..., N do

3:  Perform semi-supervised k-means on

D uD: UD* with U + (C' — Ny)

robe,a robe,v
CCI;ItGI‘S’, forcirI;g sahlples in D, ., L0 assign to the
ground-truth class labels;
4:  Compute ACC, onD,, ;. and CVIon D"
5. if ACC > ACC), 4, then
6: Uacc =U,
7 ACCee = ACC.
8: end
9: ifCVI>CVI,,, then
10:  Uewi =U,
11: CV e =CVI.
12: end
13: end

14: return U = (Ugee + Unyi) /2.

where p! and p* are the probability distributions generated for
the x; and x,,, respectively. D, presents the Kullback—Leibler
(KL) divergence. Second, to address the issue of insufficient
consistency constraints on the outputs of different augmented
views of the same sample in UNO, we utilize the intraclass
loss to minimize the distance between the output probability
distributions of the two views. For two augmented views Z1 and
Z5 of a sample x, the loss is as follows:

S Drmillp) + Dsllp))  ®
where p; and py are the probability distributions of the aug-
mented views 1 and x5 after passing through the corresponding
classification heads and the softmax layer. If « is a labeled class
sample, thenp; € R andp, € RY" . Otherwise, p; € RE" and
P2 € RC™.

éimra =

D. Equal Distance Loss (EDL)

Although the introduction of the interclass loss function has
enhanced the overall separability between labeled and unlabeled
classes, this method does not address the separability between
any two classes. Ideally, the distributions of different classes in
the latent space should tend to be equidistant. Inspired by [21],
we introduce the concept of equidistant points and propose an
algorithm for computation. In addition, we design an algorithm
to guide samples from each class towards equidistant points
during the training process. The entire process is shown in
Fig. 3(b). Specifically, we start by utilizing the feature extractor
FE to acquire the feature vectors of all samples, followed by the
application of K-means [55] to generate m centroids as the class
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prototypes P = {p1, ..., pm}, wherem = C! + C*. Then, we
postulate that the desired m equidistant points are denoted as
Pe = {p5,...,pS,}, with each pair of points having equal and
sufficiently large distances d., between them. Let dy.x be the
largest pair-wise distance between the prototypes. d., is set to
@ X dmax, Where « is a hyperparameter greater than 1. Next, let
dij(P*) be the Euclidean distance between p{ and p§ in the
feature space, as shown below

di;(P°) = || P} — Pjl[3. ©)

Therefore, our objective can be defined as minimizing the fol-
lowing function:

O'(Pe) = ZZ wij(deq _dij(Pe))Q

1<i<y<m

(10)

where w;; indicates the relative importance of measurement d.q.
Due to the fixed value of d.4, all w;; are setto 1 in the experiment.
Hence, (10) can be further written as

o(P°) =) dj(P)+ ) d2,—2) degdi;(P%). (11)
i<j 1<J 1<J
According to [56], we define the matrix valued function B(X)
to simplify the solving process, as shown below

bij(X) = —degsij(X)  if i # j, 1)
bii(X) =D degsij (X).
Here
S [ AT
Moreover, we define the matrix V' as follows:
vij =—1 ifi#j, (14

Vii = — D Vij.

Both B(X) and V' are real symmetric matrices with nonpositive
off-diagonal and nonnegative diagonal elements, whose rows
and columns sum to 0. Then, (11) can be written as

o(P°) =trP"V P+ " dZ, —2trP°" B(P°)P® (15)
i<j
where the third term can be bounded as follows [56]:

trP*" B(P°)P° > trP*"B(X)X. (16)

The second term of (15) is a constant, so the surrogate function
that majorizes o (P¢€) can be expressed as follows:

EP,X)=trP VP —2trPTB(X)X.  (17)

Finally, we propose an algorithm to solve the optimization
process of P€, as shown in Algorithm 3.

In Line 3, as V is a singular matrix, we compute its Moore—
Penrose inverse matrix V' for subsequent calculations. Sub-
sequently, we optimize through iterative alternation. In each
iteration, we first use the current P as X to compute the matrix
function B(X). In the second step, we substitute B(X) and X
into £(P¢, X), setting the derivative of £(P¢, X') with respect
to P° to zero, and derive the updated P¢ with the minimum
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Algorithm 3: Calculating Equidistant Points.

Input: Expected distance between any two points in P*¢:
deg.
Output: Equidistant points in latent space: P°.
: Initialized: Randomly initialized P°.
: Construct matrix V',
: Calculate the Moore—Penrose inverse matrix V' of V;
:fori < 0,1,...,10do
X = P¢
Calculate B(X) using X and dq;
P =VTB(X)X.
:end
: return P°¢

N I R o N N

Algorithm 4: Training With Equal Distance Loss.

Input: All training data D! U DY, Feature extractor F.
1: Initialized: E after 10 epochs of warm-up training,
assignment frequency 3 = 0; |3| = m.
2: Use K-means to obtain class prototypes
P = {plv s 7pm},
3: Calculate the equidistant points P¢ = {p§, ...
4: for each epoch e do
5:  for each batch X € D' U D" do
6: Z=EFEX),
7: Assign the nearest prototype from P for each Z to
obtain Z;
8: Update E with equal distance loss {eq(Z, Z,);
9: Recompute Z with updated E: Z = E(X);

D}

10: Recompute prototype assign Z,, for each new Z;
11: for z; in Z do

12: Retrieve assignment index c,, of z; from Z p;
13: /B[czi] :/G[czi]—’_l;

140 pe,, = (1 - gry)Pe., + gry(=i + 05,
15: end ] ]

16: end

17: end

18: return P¢

&(P¢, X) value. By solving this iteratively, P¢ is obtained
where the distance between any two points is equal.

Next, we use the obtained P€ to guide the clustering process
to achieve a more distinctive distribution of classes. Since the
initial separability of unlabeled classes is poor at the beginning
of training, the initialized class prototypes P obtained using
K-means may be inaccurate. Therefore, different from [21], we
set the first ten epochs as the warm-up stage. After the warm-up
training, all classes have a certain degree of separability. At this
point, we introduce equidistant points and involve them in the
training process in the form of equal distance loss, as shown in
Algorithm 4.

In Line 8 of the Algorithm 4, the definition of equal distance
loss is as follows:

1 Nbaren

leal(Z, Zp) = o > llzi — 2p.ll3
el i=1

(18)
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where Npych 1S the number of samples in the current batch, and
z; and z, ; are, respectively, the sample in the current batch and
its corresponding closest class prototype. This method alternates
between learning from pseudolabels derived from class proto-
types and modifying the class prototypes themselves, thereby
guiding each sample to move to the designated equidistant
position in the latent space, ultimately enhancing the separability
between all classes.

E. Multicrop Consistency Loss

As described in Section A, UNO [27] leverages a views pair
strategy built on image augmentation and uses the swapped pre-
diction mechanism through the Sinkhorn—Knopp algorithm [54]
to obtain pseudolabels for augmented unlabeled images. This
method implicitly compares two views of the same sample by
correlating the network’s output predictions. According to [57],
comparing more views can effectively improve model perfor-
mance. Hence, we increase the number of augmented views to
N,, employ Random-Resized-Crop, ColorlJitter, and Random-
Rotation for augmentation, and utilize the approach illustrated
in Section III-A to filter out noisy pairs. Due to the proportion of
the cropped view to the original image being random, a variety
of views depicting different parts and sizes of the target will
simultaneously appear. Therefore, a new multicrop swapped
prediction loss for a sample is defined as follows:

Ny

>

i=1,j=1,i#j

émsp = gce(iu,ivyj) (19)

where Z,,; represents the augmented view of the sample x,,.
y; denotes the unified label of the augmented view Z,, ; (con-
catenating the zero vector and the corresponding pseudolabel
obtained from the Sinkhorn—Knopp algorithm). Therefore, the
training loss of UNO is changed to the following function:

Ny
NLU che(whyL T EDZ
i=1 .

x € DY

(20)

Zunofmsp =

1
CZ2VU stp )

In order to ensure consistency among the outputs of different
views of the same sample, IIC [20] employs sKLD to impose
consistency constraints on the predictions produced by the
classification heads. However, this approach does not directly
enforce constraints at the feature space level, which may not
suffice to enhance the representation quality in NCD tasks. The
modified swapped prediction process is shown in Fig. 3(c).
Therefore, we propose the multicrop consistency loss for multi-
crop swapped prediction, which enforces consistency based on
Euclidean distance in manifold, as shown below

1 ol
a2

No i=1,j=1,i#j

‘emc: H/Z\l_’z\]Hg

21
where Z; and Z; represent the output feature vectors of two
different augmented views of the same sample. Compared with

the intraclass loss used in IIC, this loss directly constrains the
generation of high-quality representations within the manifold,
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participates in the training process together with the intraclass
loss and plays a complementary role.

F. Overall Training Process and Objective

The overall training process is summarized as follows: First,
when we obtain a dataset of images D" containing only unknown
classes, we perform self-supervised pretraining using both the
known class dataset D' and D, using (1) as the loss function.
Second, we estimate the number of classes contained in D" using
the method presented in Section III-B. Third, based on the UNO
training framework, we add output heads to the model, adjusting
the output units of the heads according to the estimated number
of unknown classes from the previous step. Fourth, we perform
NCD training on the model using £4,,0—m.sp> Zinter» Lintra> fme Ledts
simultaneously leveraging both D! and D*. During the initial
warm-up phase, only the first four loss functions are used. Once
the warm-up training is completed, we determine equidistant
points in the feature space based on the Euclidean distances
between class centers, introducing f.q to assist the subsequent
training process.

In summary, the overall loss function of the NCD stage is
expressed as follows:

gncd = Eunofmsp + gimer + Eimra + emc + Eedl- (22)

Through the above process, clustering of D" can be achieved
based on the estimated number of unknown classes.

IV. EXPERIMENTS

In this section, we conducted extensive experiments on the
Moving and Stationary Target Automatic Recognition (MSTAR)
dataset to demonstrate the effectiveness of our method. Firstly,
we provide a detailed introduction to the MSTAR dataset.
Second, we compare our proposed method with current state-
of-the-art methods to validate the NCD performance on SAR
targets. Finally, we conduct ablation studies and discuss the
impact of some hyperparameters and proposed techniques on
the experimental results. The laptop used in our experiments
has an Intel Core i9-13900HX CPU, an NVIDIA GeForce RTX
4060 Laptop GPU, and 16 GB of RAM on the Windows 11
system.

A. Experimental Setup

Datasets: In this article, we utilize the MSTAR dataset for
our experiments. The MSTAR is a standardized database for
SAR target recognition that encompasses ten classes of ground
targets, including BMP2, BTR70, T72, BTR60, 2S1, BRDM2,
D7,T62,ZIL, and ZSU. Within these classes, BMP2 and T72 are
distinguished by three variants, namely BMP2-c9563, BMP2-
c9566, BMP2-c21, T72-132, T72-812, and T72-s7. The radar
operates in the X-band and employs spotlight mode imaging
with an image resolution of 0.3x 0.3 m. Each image spans
an elevation angle of approximately 3°, with data acquisition
depression angles set at 15° and 17°, respectively. Similar to the
reference [24], [30], we designate 17° as the training set and 15°
as the testing set. Fig. 4 illustrates various target objects and their
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Fig.4. SAR images and corresponding optical images of ten classes of targets
in MSTAR dataset. (a) 2S1. (b) BMP2. (c¢) BRDM2. (d) BTR60. (e) BTR70.
(f) D7. (g) T62. (h) T72. (i) ZIL131. (j) ZSU234.

TABLE I
NUMBER OF TEN-CLASS TARGETS

Target Number (17°) Number (15°)
281 299 274
BMP2 233 196
BRDM2 298 274
BTR60 256 195
BTR70 233 196
D7 299 274
T62 299 273
T72 232 196
ZIL131 299 274
7SU234 299 274

corresponding optical images. It can be seen that different types
of SAR images exhibit high similarity and are more difficult to
distinguish than optical images. The numbers of the ten-class
targets are shown in Table I.

Metrics: In the following experiments, we use accuracy as the
metric to evaluate the classification of labeled classes (ACC))
and average clustering accuracy as the metric to measure the
clustering performance of unlabeled classes (ACC,). The aver-
age clustering accuracy is presented as follows:

Ny
1
ACC, = max — Z H{y: = perm(y;)}

permeP Nt £

(23)

where y; and 7; are the ground-truth label and predicted label of
an image x; € D", respectively. N, represents the total number
of test samples, and P represents the set of all permutations,
which is obtained by the Hungarian algorithm [58]. As the
network is trained using multiple heads, we calculate evaluation
metrics separately for each head. Both the average accuracy and
the best head accuracy are reported. The best head is determined
as the one that demonstrates the lowest training loss and is chosen
to compute the result. In addition, we select normalized mutual
information (NMI) [59] and adjusted rand index (ARI) [60] as
metrics, which are commonly used to evaluate the effectiveness
of clustering.
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TABLE II
MSTAR DATASET DIVISION UNDER DIFFERENT KNOWN CLASS
NUMBER SCENARIOS

Settings Dataset Division
Known Classes Unknown Classes
Class 5/5 2S1, BMP2, ZIL131 BRDM2, BTR70, D7
ZSU234, BTR60 T62, T72
Class 7/3 2S1, BMP2, ZIL131, ZSU234 BRDM2, D7
BTR60, BTR70, T62 T72

Implementation Details: To maintain consistency with the
settings in [24], [27], [30], we use a ResNetl8 encoder as
the feature extractor E. The labeled classification head h is
an [2-normalized linear layer with C! output units, while the
unlabeled classification head ¢ is composed of a projection
head with 2048 hidden units and 256 output units, followed
by a [2-normalized linear layer with C* output units. The
entire experimental process uses single-channel SAR images
as input, and the input images are uniformly cropped to a
size of 96 x 96. During the pretraining phase, we first conduct
self-supervised training for 1000 epochs using both labeled and
unlabeled data, with a weight decay of 107 and a learning rate
Ir = batchsize /256 x base_lr, where batchsize is set to 256
by default and base_Ir is a base learning rate set to 0.5. The
coefficients A, u, and v in the loss function are set to 25, 25,
and 1, respectively. And the threshold in Algorithm 1 is set to
Tpro = 0.06, Tyin = 100, and 7y, = 0.5. After that, supervised
training is carried out for 200 epochs using only labeled data.
In the NCD phase, we conduct training for 200 epochs, with
a ten-epoch linear warm-up and cosine annealing (base_lr =
0.01, min_lr = 0.001) and a weight decay of 1.5 x 107, The
batchsize is set to 256, and the temperature 7 of the softmax
layeris setto 0.1. The hyperparameter o in the process of solving
equidistant points is set to 1.5. During the testing phase, we
selected the corresponding unknown classes from the testing set
to form the target dataset, where each image is center-cropped
to a uniform size of 96 x 96. The trained model is then used to
cluster the target dataset, and the resulting ACC,,, NMI, ARI,
and other metrics are used to evaluate the clustering performance
of the trained model.

B. Comparison With the State-of-The-Art

We compare our method with four two-stage methods
(KCL [22], MCL [23], DTC [15], and OSR-NCD [24]) and
four single-stage methods (AutoNovel [26], UNO [27], IIC [20],
and CNT [30]), where DTC has three different forms. In this
experiment, we set the overclustering factor to 3, the multihead
number to 5, and the multicrop number to 4. The coefficients of
Cuno—msps linters Lintras fme, and Leqp are set to 1, 0.05, 0.01, 1, and
0.05, respectively. The settings of other methods remain consis-
tent with their corresponding original codes. We set two experi-
mental scenarios: 1) the number of labeled classes is equal to the
number of unlabeled classes (five labeled classes / five unlabeled
classes); and 2) the number of labeled classes is greater than
the number of unlabeled classes (seven labeled classes / three
unlabeled classes). The detailed settings are as shown in Table II.
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Considering the scenario without the number of unlabeled
classes in practical applications, we conduct experiments on
estimating the number of unlabeled classes following the method
described in Section III-B. The division of D' and the estimation
results are shown in Table III.

It can be seen that the number of unlabeled classes can be
estimated without error, which indicates that the method can
provide accurate estimation and serve the next steps.

To facilitate a more convenient and fair comparison, we
uniformly assume that the number of unknown classes can
be obtained for all comparative methods. The experimental
results are shown in Table IV. It can be seen that our method
has better results than the previous optimal baseline in both
scenarios. Specifically, we notice that all two-stage methods
face challenges in achieving satisfactory clustering results. This
is primarily attributed to their reliance on transferring seman-
tic knowledge of labeled data from the previous stage, where
the imbalanced training in the transfer process often leads to
collapse. AutoNovel [26] trains on both labeled and unlabeled
data simultaneously. However, the results in both scenarios are
worse than those of other single-stage methods. This is because
the binary pseudolabels judged to be of the same class need to
satisfy the same top-5 unit position index of the feature vectors,
but very few extracted feature vectors from the same class SAR
images meet this criterion. Therefore, the effective training times
in each epoch are very few, which leads to the clustering effect
mainly relying on the auxiliary training loss function.

In comparison to other methods, UNO-based methods (UNO,
IIC, CNT, and our method) have achieved remarkable effec-
tiveness, attributed to providing a unified and balanced training
approach for both types of data. These methods exhibit notable
enhancements in clustering unknown classes when the ratio of
C' to C* increases. This improvement is due to the reduced
number of unknown classes, leading to a lower risk of confusion
between similar classes. In our method, the incorporation of
equal distance loss allows the model to implicitly guide rela-
tionships between unlabeled classes based on the relationships
between labeled classes. With the presence of more labeled
classes contributing to increased interclass relationship infor-
mation, the discriminability among unlabeled classes is further
magnified. We compare the proposed method with the current
state-of-the-art CNT and basic framework UNO (CNT mainly
focuses on average clustering accuracy, without providing other
clustering metrics). When C! = O = 5, our method improves
the average clustering accuracy by 6.06% compared to UNO
and by 0.66% compared to CNT. When C! = 7 and C* = 3,
our method enhances the average clustering accuracy by 6.39%
compared to UNO and by 1.67% compared to CNT.

To visually demonstrate the advantages of our method, we
use the t-SNE plot for comparison with the two baselines
(UNO and IIC), as shown in Fig. 5. Each color represents an
unlabeled class. As shown in the figure, when Cl=cCv =5,
the separation between unlabeled classes in our method is
more distinct, indicating that the resulting representations have
higher distinguishability. Furthermore, our method also achieves
state-of-the-art results in both NMI and ARI, demonstrating the
superiority of our approach in SAR NCD tasks.
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TABLE III
UNKNOWN CLASSES NUMBER ESTIMATION RESULTS
Settines Division of D! Metrics
5 Déw Dprove,a | Dprobe,w | GT | Ours | Error
Class 5/5 2S1, BMP2, ZIL131 7SU234 BTR60 5.0 5.0 0.0
Class 7/3 | 2S1, BMP2, ZIL131, ZSU234, BTR60 T62 BTR70 3.0 3.0 0.0
TABLE IV

COMPARISON WITH STATE-OF-THE-ART METHODS ON MSTAR FOR NOVEL CATEGORY DISCOVERY

Methods Class 5/5 Class 7/3

ACC, NMI ARI ACC,, NMI ARI
KCL [22] 0.5399 0.2983 0.2462 0.6586 0.3826 0.3957
MCL [23] 0.4311 0.1789 0.1515 0.6183 0.2828 0.2757
DTC-Base [15] 0.3916 0.2451 0.1617 0.6022 0.2862 0.2913
DTC-TE [15] 0.3924 0.2247 0.1305 0.5847 0.2849 0.1445
DTC-7 [15] 0.3990 0.3341 0.2309 0.6102 0.3170 0.3370
OSR-NCD [24] 0.4386 0.2490 0.1584 0.6734 0.4145 0.3029
AutoNovel [26] 0.5033 0.2241 0.2058 0.6650 0.4145 0.3361
UNO [27] 0.8920 0.7832 0.7597 0.9299 0.8028 0.8219
1IC [20] 0.8970 0.8108 0.7867 0.9581 0.8779 0.8710

CNT [30] 0.9510 \ \ 0.9771 \ \
Our method 0.9576 0.9062 0.9080 0.9938 0.9678 0.9810

(b)

(a)

(©
Fig. 5. Results of t-SNE visualization on the unlabeled dataset. (a) UNO.
(b) IIC. (c) Our method.

TABLE V
COMPARISON OF FLOPS AND PARAMS FOR DIFFERENT METHODS

Methods FLOPs Params
UNO [27] 333.15M 23.83 M
IIC [20] 333.15M 23,83 M
Our method 33632 M 26,99 M

Finally, we calculate the floating point operations (FLOPs)
and parameters (Params) of the proposed method and compared
them with two baseline methods (UNO and IIC), as shown in
Table V. The FLOPs are calculated using a single 96 x 96 image
asinput. It can be seen that UNO and IIC have the same indicators
because IIC adopts the basic framework of UNO and has the

same number of Overclustering heads and unlabeled heads. Our
method has higher complexity due to the increased number of
heads.

C. Ablation Study

In the above experiments, we compare our method with other
state-of-the-art methods. In this part, we conduct ablation stud-
ies to demonstrate the effectiveness of the proposed improved
techniques and the influence of the choice of hyperparameters.
Following the typical division of NCD tasks [15], [20], [26],
[27], we select five classes as labeled classes (known classes)
and the remaining five classes as unlabeled classes (unknown
classes), i.e., C! = C* = 5.

Validity of Improved Techniques: To validate the contribu-
tions of each proposed technique to the overall NCD task, we
conducted a study by systematically removing different compo-
nents. The components involved in the study are interclass and
intraclass constraints (IIC), self-supervised pretraining (SSP),
EDL, noisy pair filtering (NPF), and multicrop consistency loss
(MCCL). In this experiment, we set the multihead number to 5,
the overclustering factor to 3, and the multicrop number to 4,
with all other settings consistent with Section B. The results of
the ablation study are shown in Table VI.

The first and second lines of the experimental results cor-
respond to the work of UNO [27] and IIC [20], respectively,
providing us with baselines for comparison. It can be ob-
served that incorporating self-supervised pretraining into the
work of IIC results in an overall improvement in clustering
performance, indicating that the pretraining method based on
VICReg effectively enhances the model’s understanding of the
semantic information in the SAR image. Furthermore, the in-
troduction of EDL during the NCD phase further improves
clustering accuracy. On this basis, implementation of the NPF
process filters out noisy view pairs from both the self-supervised
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TABLE VI
STUDY OF THE VALIDITY OF EACH IMPROVED TECHNIQUE

Enhancement methods Metrics
1IC SSP EDL NPF MCCL ACC, NMI ARI ACC,
X X X X X 0.8920 0.7832 0.7597 0.9494
v X X X X 0.8970 0.8108 0.7867 0.9299
v v X X X 0.9130 0.8445 0.8296 0.9833
v v v X X 0.9264 0.8688 0.8474 0.8996
v v v v X 0.9516 0.8813 0.8927 0.9848
v v X v v 0.9457 0.8793 0.8790 0.9935
v v v v v 0.9576 0.9062 0.9080 0.9906

(@) (b)

Fig. 6. Experiments with and without equal distance loss, with visualization
effects on unlabeled data. (a) Our method without equal distance loss. (b) Our
method including equal distance loss.

pretraining and NCD phases, thereby enhancing the effective-
ness of pretraining and the efficiency of knowledge transfer,
resulting in superior performance. In addition, the incorporation
of MCCL constrains the consistency between multiple views in
the latent space, consequently boosting accuracy by 0.6% and
achieving optimal model performance. Comparative analysis of
the final two lines of Table VI reveals that the introduction of
EDL yields a noteworthy average clustering accuracy increase
of 1.19%, along with enhancements of 2.69% for NMI and 2.9%
for ARI. To present the performance of EDL more intuitively,
we use t-SNE to visualize the results obtained before and after
the introduction of EDL, as shown in Fig. 6, where each color
represents an unlabeled class.

From the visual representations, it is evident that in the latent
space, distinguishing between the brown and yellow classes
is more challenging compared to other classes. This difficulty
arises from the inherent similarity between these two classes
and the influence of labeled data on guiding clustering. With the
introduction of EDL, the distances between the two classes in the
latent space expand, enabling clear differentiation. Moreover,
the distance between the gray and brown classes also increases,
signifying a notable decrease in the risk of misclassification. In
summary, the utilization of EDL visibly enhances the distinc-
tiveness between unlabeled classes, ultimately improving the
effectiveness of clustering.

Overclustering Factor: The implementation of overclustering
has been proven to greatly boost the quality of representation in
UNO [27] and IIC [20]. To investigate the impact of the choice
of overclustering factor on NCD performance, we conduct a
comparison of experimental results with varying overclustering
factor values while keeping the other hyperparameters constant.
The experimental results are shown in Fig. 7.

Ablation Study: Overclustering
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0.88. ‘
0.86
0.84

0.82

08 . . . . )
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Fig. 7. Impact of the change in overclustering factor value on clustering
performance.

We observe that as the value increases, all three metrics show
a trend of initially rising and then declining. This is because the
introduction of overclustering provides finer partitioning, which
helps the model perceive the fine-grained differences between
images. However, excessively fine partitioning forces interclass
distances to increase, leading to a decrease in clustering perfor-
mance. Therefore, selecting the sweet spot of overclustering in
training can effectively assist clustering tasks.

Multihead Number: All methods based on UNO employ mul-
tihead techniques [20], [27], [30], but there has been no research
conducted on the optimal number of multiheads. Therefore, we
conduct experiments by varying the number of unlabeled heads
(the number of overclustering heads increases synchronously),
and the results are presented in Fig. 8. We notice that as the
number of unlabeled heads increases, the clustering performance
first increases, as more classification heads mitigate the case
of converging to suboptimal clustering configurations. As the
number of unlabeled heads continues to increase, the benefits
of clustering will reach a peak and then gradually decrease,
converging towards the results obtained when multihead was
not utilized.

Multicrop Number: In this article, we introduce the multicrop
technique during the NCD phase. As all generated unlabeled-
class augmented views participate in swapped prediction, the
number of multicrops has a significant impact on intraclass loss,
interclass loss, and multicrop consistency loss. Therefore, we
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need to balance the subtasks generated by multiple loss functions
and find the optimal number of cropping views that are most
beneficial for the overall NCD task. We vary the number of
multicrops, and the experimental results are shown in Fig. 9.

It can be observed that with the increase in the number of
multicrops, the clustering performance shows a trend of ini-
tially rising and then rapidly declining. The improvement in
performance is due to the implicit contrast of more views, which
enhances the model’s understanding of the target and perception
of subtle differences. The decline is attributed to the uncertainty
introduced by too many views, disrupting the stable convergence
of training. Therefore, we need to find the balance point between
these two effects to achieve optimal clustering performance.

V. DISCUSSION

Compared to baseline methods and state-of-the-art meth-
ods, our method demonstrates superior clustering performance
across multiple metrics. We believe this is primarily attributed
to three key factors: First, addressing the collapse issue when
applying the NCD method to SAR image datasets. Second,
better constraining the output consistency of multiple augmented
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views generated from the same sample. Third, effectively trans-
ferring knowledge of known class relationships to improve
the distinguishability between unknown classes. Although our
method achieves better results, it still has limitations.

We have confined our research scope to same-domain SAR
images, where labeled data and unlabeled data share similar
deep semantic information. However, in real-world applications,
unlabeled data may belong to a different domain than the labeled
data, such as ground targets versus ship targets. In the future, we
will focus on the study of cross-domain novel category discovery
to enhance the generalization of the proposed method. Further-
more, we will consider the complex scenario where the target
unlabeled dataset contains both known and unknown classes.

VI. CONCLUSION

In this article, we propose a novel SAR image NCD method
based on the UNO framework, which is comprehensively im-
proved in both the pretraining and category discovery phases,
achieving state-of-the-art clustering performance in two typical
class division settings. In the pretraining phase, we propose a
simple and effective noisy pair filtering algorithm to mitigate the
impact of noisy pairs with significant semantic differences on
the model. In the novel category discovery phase, we introduce
multicrop consistency loss and equal distance loss to impose
constraints on the representation from both intraclass view
relationships and interclass distinctiveness in the latent space,
further enhancing the clustering effectiveness. The experimental
results on the MSTAR dataset demonstrate the effectiveness of
the proposed method. Furthermore, through ablation studies on
proposed techniques and key hyperparameters, we have illus-
trated the impact of the aforementioned improvements on the
entire NCD task, as well as the effects of different hyperparam-
eter values on the ultimate results.
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