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Effect of Synchronous Atmospheric Correction
on the Accuracy of High-Resolution

Remote Sensing Indices Images
Lingling Xu , Wei Xiong , Weining Yi, Wenyu Cui , Xiao Liu, and Yuyao Wang

Abstract—Accurate inversion of remote sensing indices images
with high-resolution is an important basis for extracting the sur-
face information on fine scale and the remote sensing applica-
tion with high precision. Under the background that the effect
of atmospheric correction on the inversion accuracy of medium-
resolution remote sensing indices has been widely concerned, the
atmospheric correction method based on the synchronous atmo-
spheric parameters retrieved from the synchronization monitoring
atmospheric corrector, which is on board the high-resolution mul-
timode integrated imaging satellite (Gao Fen Duo Mo,) platform,
is proposed. The “spaceborne—airborne” synchronous imaging
experiment was conducted to investigate the effect of synchronous
atmospheric correction on the accuracy of high-resolution re-
mote sensing indices images. The low-altitude synchronous remote
sensing indices images were taken as the reference standard, the
correlation between the normalized difference vegetation index
(NDVI) and normalized difference water index (NDWI) images
after synchronous atmospheric correction and the reference images
are improved by 4.27% and 12.22%, respectively. The mean errors
in average NDVI and NDWI value of sampling plot decreased by
0.2489 and 0.1032, respectively. The average errors in the peak
value of change rate of pixel index value are reduced by 0.1194 and
0.2288 in the case of NDVI and NDWI, respectively. Compared with
the results of FLAASH, the synchronous atmospheric correction
method shows better performance, especially in the targets with
low reflectance (the atmospheric radiation contribution is higher
than the surface radiation contribution), and in the adjacent area
between two different ground objects. The results demonstrate
that synchronous atmospheric correction can effectively improve
the inversion accuracy of high-resolution remote sensing indices
images and its ability of quantitative application.

Index Terms—Gao Fen Duo Mo (GFDM), high-spatial
resolution, remote sensing indices image, synchronous atmospheric
correction.
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I. INTRODUCTION

A S AN important way to obtain geographic information,
remote sensing technology has been widely used due to

its rapid, accurate, economical, and periodic observation. The
premise of the application of remote sensing technology is to
extract the geographic information of interest, which is used to
analyze the features of ground objects. The quantitative percep-
tion of geographic information, such as qualitative evaluation
of green vegetation conditions [1], [2], [3], [4], [5], land cover
classification and its change [6], [7], [8], [9], and geological
hazards monitoring are based on remote sensing indices [10],
[11].

Remote sensing indices are values that can be calculated
based on remote sensing data and are often used to reflect the
features of land cover [2], [7]. In related studies, the calculation
of indices are predominantly based on surface reflectance [12],
[13], [14]. The creation principle of remote sensing indices is to
calculate the difference or ratio by combining different bands
in multispectral or hyperspectral data. This approach serves
to accentuate the target features within the index image while
attenuating other background features [2], [14]. The surface
reflectance used for the calculation of indices is affected by
many factors, mainly from two aspects: 1) The influence of the
remote sensor itself, such as the spectral response difference of
different bands and the optical system error [16]; 2) Atmospheric
interference, including the difference of atmospheric attenua-
tion and path radiation in each band, and the cross-radiation
interference of adjacent pixels [17], [18]. Radiation calibration
can effectively suppress the influence of the former, and the
uncertainty of calibration accuracy of on-orbit absolute radia-
tion calibration is approximately 2%–5% [19], [20]. The error
caused by atmospheric effects can be eliminated by atmospheric
correction (AC) to enhance the quality of remote sensing images
and ensure the accuracy of surface reflectance.

To improve the quality of information of interest extracted
from remote measurements and its application, the impact of
atmospheric conditions on remote sensing indices and the role
of atmospheric corrections in improving the accuracy of remote
sensing indices inversion have been investigated and evaluated.
The quality of information extracted from remote measurements
(e.g., vegetation indices) can be affected by atmospheric effects,
which are the result of molecular scattering and absorption [21].
Errors caused by atmospheric effects can increase uncertainty
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by up to 10%, depending on the spectral channel [22]. It is
widely acknowledged that atmospheric effects typically result
in a reduction in NDVI values [23], [24], [25] and also have
an impact on the dynamic range of NDVI values [26]. In the
case of the widely used Landsat imagery, it was found that
atmospheric correction resulted in an increase of at least 0.05 in
NDVI in desert, grassland, and woodland regions [27]. Moravec
et al. [16] found that atmospheric correction can enhance NDVI
by about 0.2 compared to the precorrection value, resulting
in a relative difference in NDVI of 81%. Furthermore, the
atmospheric correction of NDVI has a considerable effect on
the estimation of land surface temperature (LST) in Landsat
8 image. Notably, the LST obtained by the 6S and FLAASH
algorithms demonstrates enhanced accuracy across all study
regions. In particular, the root mean square error (RMSE) of LST
was significantly reduced from 1.624 in the uncorrected state to
0.3211 in the corrected state using the 6S algorithm [28]. Jiao et
al. [29] introduced the atmospheric water vapor correction into
the vegetation moisture index for the estimation of the canopy
water content in vegetation. Based on the experimental results of
Hyperion and GF5 satellite data, it was found that the corrected
moisture index had a better RMSE for the canopy water content
estimation, with an average reduction in RMSE of 3.47 mg/cm2.
The application of atmospheric correction on FY - 3A image
using FLAASH has been shown has been shown to result in an
increase of 35% in NDVI and a decrease of 8.7% in NDWI [29].

The use of high-resolution remote sensing images allows for
the observation of finer surface features. With the increase in
remote sensing imaging resolution, the research related the de-
velopment and improvement of high-resolution remote sensing
indices, as well as the extraction and application of surface detail
information, have gained attention in recent years. Ma et al. [31]
proposed morphological attribute building indices and shadow
indices for high-resolution satellite data, which can effectively
extract building features with high local contrast, internal ho-
mogeneity, shape and size of building features. Zhang et al.
[32] proposed new vegetation index algorithms for hyperspectral
data, such as the full-spectrum vegetation index (VIUPD). The
index calculation utilizes the effective information of the entire
band, thereby enhancing the ability to discern subtle changes
in vegetation. Chen et al. [33] proposed inequality constraints
and physical magnitude constraints to improve the method of
extracting water bodies based on the traditional NDWI and
MNDWI, which proved instrumental in the effective extraction
of open waters in urban environments of high-spatial-resolution
remote sensing images. Avdan et al. [34] concluded that the
NDWI computed based on the RapidEy (5 m resolution) data
demonstrated superior performance in extracting small water
bodies and assessing water quality. Huang and Zhang [35]
proposed a novel morphological building index (MBI) for the
automated extraction of building from high-resolution remote
sensing images. In comparison with the widely used object-
based methods, the MBI is superior in terms of accuracy and
visual detection. The mixed pixel effect in high-resolution im-
ages is relatively minimal, and it is expected that remote sensing
information can more accurately reflect the actual features and
their distribution. At least in theory, the atmospheric correction

of high-resolution remote sensing images is of considerable
importance in improving the accuracy of remote sensing indices.

The atmosphere represents the primary source of noise for
optical remote sensing, and it is of great importance to cor-
rect for atmospheric effects in order to obtain accurate surface
reflectance. At present, two types of correction algorithms are
primarily employed to eliminate the atmospheric influence and
obtain the actual reflectance of the surface. The first type of
algorithm is image-based, which mainly utilize the image’s own
features to perform atmospheric correction [36], [37], [38]. The
typical methods include the dark pixel method, the histogram
matching method, and the invariant target method, etc. The other
one is the correction algorithm based on the radiative transfer
model, and the commonly used radiative transfer models include
6S, LOWTRAN, and MODTRAN [39], [40], [41]. This class of
methods is founded upon atmospheric models and atmospheric
parameters to calculate the atmospheric radiation contribution,
and subsequently subtract the atmospheric interference from
the radiation received by the remote sensors to achieve the
desired correction. Consequently, atmospheric data, which are
measured in situ at the time of satellite imaging, are acquired
to achieve optimal correction [42]. It has been demonstrated
that methods based on radiative transfer modelling can facili-
tate more precise conversion of remote sensing data to surface
reflectance [43], [44]. Nevertheless, in situ measured atmo-
spheric data are rarely available, which limits the performance
of atmospheric correction methods based on radiative transfer
model.

The results of the above analysis of the differences in the
medium-resolution remote sensing index before and after at-
mospheric correction indicate that atmospheric correction will
result in a change to the value of remote sensing index. It
is therefore believed that the remote sensing index will be
improved, given that the atmospheric correction will enhance
the accuracy of the surface radiation. Nevertheless, there is a
notable absence of experimental validation demonstrating the
impact of atmospheric correction on index error. Meanwhile,
there is a lack of comprehensive analysis and experiments to
evaluate the accuracy of indices based on indices images, in-
cluding the accuracy of their spatial distribution. Moreover, few
studies related to the atmospheric correction of high-resolution
remote sensing images have conducted analyses or experiments
to assess the impact of remote sensing index accuracy. Due to
the spatial and temporal variability of atmospheric conditions, as
well as the high heterogeneity of ground object features and the
adjacent effect in the context of high-resolution conditions, it is
of great importance to obtain synchronous atmospheric param-
eters, such as aerosol optical depth (AOD) and water vapor con-
tent (CWV), for the atmospheric correction of high-resolution
optical remote sensing image [29], [45]. In addition, due to the
high-frequency variation characteristics of feature distribution
under high-resolution imaging conditions and the influence of
adjacent effect, it is insufficient to evaluate the indices accuracy
solely based on the numerical error of indices at typical feature
sampling points. A more meaningful approach would be to
compare the overall and detailed differences between the remote
sensing indices images before and after the correction and the
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simultaneous equivalent zero-visibility indices images of the
ground surface.

In conclusion, high-resolution remote sensing images are of
great significance for the accurate acquisition of surface infor-
mation, and the high-precision remote sensing index inversion
is its crucial foundation. The correction method based on syn-
chronous atmospheric parameters can be effective in improving
the accuracy of surface radiation. However, further investigation
is required to ascertain its impact on the numerical precision
of high-resolution remote sensing indices, its influence on the
remote sensing indices images in the context of surface spatial
heterogeneity, and its performance in comparison to existing
classical atmospheric correction techniques. The findings of
this study have the potential to provide technical references
and methodological approaches for strategies to further en-
hance the quantitative level and application effectiveness of
high-resolution remote sensing image information.

On 3 July 2020, the high-resolution multimode integrated
imaging (Gao Fen Duo Mo, GFDM) satellite was successfully
launched [48]. To obtain satellite data with high precision, the
GFDM platform was configured with a synchronization mon-
itoring atmospheric corrector (SMAC) [49]. As the first com-
mercial atmospheric corrector with the capacity for polarization
detection, SMAC is capable of acquiring field-of-view over-
lapped and time-synchronized atmospheric information [48],
[49]. A synchronous atmospheric correction (Syn-AC) method
is proposed based on the atmospheric parameters retrieved from
SMAC. In the study, a “spaceborne—airborne” synchronous
imaging experiment was designed and implemented for the
purpose of evaluating the Syn-AC method on the inversion
accuracy of remote sensing indices. The indices images retrieved
from the low-altitude hyperspectral image were used as the
reference images, and the errors in the indices results before
and after synchronous atmospheric correction were analyzed.
Additionally, the performance of the synchronous atmospheric
correction method in comparison to other classical AC methods
was evaluated. The analysis includes an overall difference analy-
sis between the satellite-derived indices image and the reference
indices image, an examination of the errors in the average indices
value of the typical region within the satellite-derived indices
images, and an investigation into the spatial variation trend of
indices value of pixel at the junction area of different ground
objects. Based on the above analysis, the impact of the syn-
chronous atmospheric correction, which includes the correction
of adjacent effect, on the accuracy of high-resolution remote
sensing index images was investigated. Furthermore, the con-
tribution of the research findings to the advancement of remote
sensing information extraction and its practical applications was
evaluated in the conclusion.

II. STUDY AREA AND DATA

A. Study Area

In the article, the accuracy of remote sensing indices, NDVI
and NDWI, retrieved from high-spatial resolution remote sens-
ing images before and after synchronous atmospheric correction
was investigated and compared. As commonly used remote

sensing indices, the two indices are representative. Studies have
demonstrated that NDVI is effective to differentiate dense forest,
non-forest and agricultural fields and to estimate various vege-
tation properties, including the LAI, biomass, plant productivity
[5], [6], [7]. NDWI is mainly used for watershed analysis,
e.g., spatial distribution and temporal variation of surface water
bodies [33]. The bands involved in the calculation of NDVI and
NDWI are also used to further calculate other indices, such as soil
adjusted vegetation index, CI green (green chlorophyll index),
and salinity indices, etc. [2], [5], [14]. To a certain extent, NDVI
and NDWI can reflect the impact of synchronous atmospheric
correction on the inversion accuracy in remote sensing indices,
as well as the impact on the extraction and application of remote
sensing information.

Fig. 1 illustrates the location of the study area. The study
area is located on Dongpu Island, Hefei City of Anhui Province,
China. The area comprises vegetation, water bodies, and artifi-
cial surfaces. To evaluate the NDVI results, a number of plots
with different coverings, such as bare soil, asphalt, pavement,
grassland, and green vegetation, were sampled. In order to evalu-
ate the NDWI, different water bodies were selected for sampling.
As shown in Fig. 1, the plots designated by red triangles are
those utilized for the assessment of NDVI, while those labeled
by yellow squares are intended for the evaluation of NDWI. It is
noted that the sampling plots are also labeled with numbers in
Fig. 1. The yellow numbers (1–25) and red numbers (1–9) are
arranged in accordance with the mean NDVI and mean NDWI
values of the labeled plots, respectively, and the indices values
were retrieved from unmanned aerial vehicle (UAV) data. Table I
contains the description of the sampling plots.

B. Data

The data employed in the experiments contain three parts:
synchronous atmospheric parameters, a multispectral image of
GFDM satellite, and a low-altitude hyperspectral image. The
synchronous atmospheric parameters are used for the correction
of satellite image, and the satellite image is served as the data
source to retrieve NDVI and NDWI images. While the NDVI
and NDWI images retrieved from the UAV hyperspectral image
are used as reference indices images, and a comparison is made
between the satellite-derived results and these.

1) Satellite Data: On 3 July 2020, the GFDM satellite was
launched, and a submeter-scale spatial resolution optical camera,
SMAC, and other instruments were mounted on the satellite
platform. As shown in Fig. 2(a), the main sensor is configured
with eight multispectral bands and one panchromatic band with a
spatial resolution of 2 and 0.5 m, respectively. In the experiment,
the cloud-free multispectral satellite image of the study area
was acquired and severed as the data source. Table II presents
the observation parameters of the GFDM multispectral image.

An illustration of the SMAC equipment is given in Fig. 2(b).
As the first commercial atmospheric corrector with the capacity
of polarization detection, SMAC can obtain polarized and multi-
spectral intensity information, which can be used for the retrieval
of atmospheric parameters that are field-of-view overlapped and
time-synchronized with the main optical sensor. SMAC covers
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Fig. 1. Location of study area and sampling plots. Plots for NDVI and NDWI are distinguished by labels.

TABLE I
DESCRIPTION OF THE SAMPLING PLOTS

Fig. 2. (a) GFDM satellite. (b) SMAC device [45].

eight wavelength bands, centered at 490(P), 550, 670(P), 870(P),
910, 1380, 1610(P), and 2250(P) nm, and polarization detection
is available in channels denoted by “P” in parentheses. The
spatial resolution of SMAC is approximately 6.7 km. Primar-
ily designed for the aerosol detection within the atmospheric

window, spanning from 490 to 2250 nm, SMAC also utilizes the
910 nm wavelength band to detect water vapor. As demonstrated
by the studies of Li et al. [45], the synchronous atmospheric
parameters, AOD (550 nm) and CWV, obtained from SMAC,
were consistent with the ground measurements. In the study, the
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TABLE II
OBSERVATION PARAMETERS OF GFDM SATELLITE MULTISPECTRAL IMAGE

TABLE III
PARAMETERS OF UAV-BORNE IMAGING SYSTEM

atmospheric parameters were acquired from SMAC and used as
input for Syn-AC method, and the values are 0.64 g/cm2 and
0.173 for CWV and AOD (550 nm), respectively.

2) UAV-Borne Data: The implementation of the
“spaceborne—airborne” experiment involved the collection of a
near-surface hyperspectral image using a UAV-borne hyperspec-
tral imaging system (ZK-VNIR-FPG480L, Zhike). The system,
developed by Yuanda Data Technology (Beijing, China),
comprises a hyperspectral imager (ZK-VNIR-FPG480L) and
a six-rotor UAV manufactured by the Da Jiang Company
(Shenzhen, China). The influence of atmospheric interference
on the low-altitude image is so weak that it can be ignored.
Therefore, the remote sensing indices results retrieved from the
low-altitude image can be used as a reference for experimental
comparison. In the experiment, the UAV flight mission was
taken on a cloudless day which the satellite overpassed
(18 November 2023), and the hyperspectral data with a spatial
resolution of 0.2 m was acquired. The parameters of the
UAV-borne imaging system are listed in Table III.

III. METHODOLOGY

A. Synchronous Atmospheric Correction Method

The accuracy of remote sensing indices images is significantly
influenced by atmospheric correction. Based on the retrieval of
SMAC, a synchronous atmospheric correction method was pro-
posed. As illustrated in Fig. 3, the method consists of processing
raw data from SMAC, inversion of atmospheric parameters, and
atmospheric correction on GFDM image.

Fig. 3. Flowchart of synchronous atmospheric correction method.

1) Processing for Raw Data of SMAC: The raw data of
SMAC is constituted of digital number (DN). In order to per-
form the inversion of synchronous atmospheric parameters, the
polarization data and the radiation data of SMAC are required as
input. Consequently, the raw data of SMAC must be processed
before the inversion can be carried out. The processing procedure
are consisted of six steps.
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1) Data validation is conducted to ensure the data involved
in the processing are valid.

2) According to the calibration configuration of SMAC, the
effective signal is obtained by subtracting the dark current
from the original DN values.

3) The spectral radiance of the nonpolarization detection
bands (550, 910, and 1380 nm) is calculated, the formula
is presented

L(λ) =
DNλ

Aλ ∗ Zλ

(1)

where Zλ and Aλ are the gain and absolute spectral re-
sponse for the band λ, respectively. The unit of radiance
L(λ) is equal to μW/cm2/nm/sr.

4) Considering the bands with polarization (490(P), 670(P),
870(P), 1610(P), and 2250(P) nm), the Stokes parameters
[I,Q, U ] [51] are calculated⎡
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where λ and i are the band and channel, respectively. DNi
λ

refers to the digital number, αi
λ denotes the polarization

orientation angle, and T i
λ represents the relative transmit-

tance.
5) The observation parameters of SMAC, including viewing

zenith and azimuth angles, solar zenith and azimuth an-
gles, and central longitude and latitude, are inferred from
the auxiliary packets of main sensor.

6) Above all, the data generated in steps (1) to (5) are
packaged in a certain format and used for atmospheric
parameters inversion.

2) Inversion of Atmospheric Parameters:
a) Cloud mask: The existence of clouds causes radiance

interference to inversion of atmospheric parameter [45]. Con-
sequently, it is essential to identify and remove cloud-covered
pixels of SMAC prior to the inversion. In the present study, a
threshold-based judgment method has been employed for the
identification of cloud-covered pixels of SMAC.

First, the reflectance at the top of the atmosphere at 490 nm
(ρTOA

490 ) was calculated and used for detecting whether the pixel
of SMAC was contaminated by thick cloud [52]. Then, cirrus
clouds can be identified based on ρTOA

1380 [52]. Furthermore, based
on the mask result, normalized difference dust indices (NDDI)
was calculated to detect cloud-contaminated pixels over desert
[53], and normalized difference snow indices (NDSI) was used
in the case of pixels on snow [54]. For each pixel of SMAC,
the following were calculated, and the pixel was identified as
being contaminated when at least one of the following equations
stands:

ρTOA
490 > 0.4 (3)

ρTOA
1380 > 0.0025 (4)

NDDI =
ρTOA
2250nm − ρTOA

490nm

ρTOA
2250nm+ρTOA

490nm

< 0 (5)

NDSI =
ρTOA
550nm − ρTOA

1610nm

ρTOA
550nm+ρTOA

1610nm

> 0.13. (6)

b) Aerosol: For simplicity, the simulated polarized TOA
reflectance ρTOA

p,λ can be represented as follows [55], [56]:

ρTOA
p,λ (θs, θv,Δφ) = ρAtm

p,λ (θs, θv,Δφ)

+ T ↓
p,λ(θs)ρ

Surf
p (θs, θv,Δφ)T ↑

p,λ(θv) (7)

where φ, θs, and θv correspond to relative azimuth angle, solar
zenith, and viewing zenith angle for wavelength λ, respec-
tively; ρAtm

p,λ denotes the polarized scattering interference from
molecules and aerosols; ρSurf

p is the polarized reflectance of

ground surface, and it is wavelength-independent [57]; and T ↓
p,λ

T ↑
p,λ is the bidirectional total transmittance.
Considering different observation geometries (θs,θv, and φ),

atmospheric model, AOD, ground elevation, and other key con-
ditions, a look-up table (LUT) has been constructed on the
basis of the unified linearized vector radiative transfer model
[58]. In addition, ρTOA

p,λ could be calculated by the polarized
radiance. Therefore, as long as ρAtm

p,λ and simulated ρTOA
p,λ could

be obtained from the LUT, and surface-polarized reflectance
ρSurf
p was known, the optimal parameter combination related to

AOD was retrieved as soon as the parameters corresponding to
the smallest value function was obtained based on the optimal
estimation theory [59], and the AOD can be retrieved, too.

c) Water vapor: Based on the assumption that the ground
is Lambert surface, and the gaseous absorption contribution
from scattering process cannot be ignored, the simulated scalar
reflectance ρTOA

λ can be presented as follows [60]:

ρTOA
λ (θs, θv,Δφ) = Tg(OG) •

[
ρAtm

λ (θs, θv,Δφ)

+
T ↓

λ (θs)ρ
Surf
λ (θs, θv,Δφ)T ↑

λ (θv)

1− SλρSurf
λ (θs, θv,Δφ)

Tg (H2O)

]
(8)

where ρAtm
λ denotes path reflectance contributed by molecules

and aerosols, ρSurf
λ denotes the surface reflectance, Tg(OG) and

Tg(H2O) denote the transmission by gases in atmosphere, Sλ

is the hemispherical albedo, and Tλ(θs)
↓Tλ(θs)

↑ symbolizes the
total transmittance.

Assuming for the argument that the surface reflectance at VIS
and NIR bands is similar, the water vapor absorption transmit-
tance can be obtained by calculating the ratio of the water vapor
absorption channel (910 nm) to the window channel (870 nm)
[45]

ρTOA
910 − ρAtm

910

ρTOA
870 − ρAtm

870

∼= T ↓
910(θs)T

↑
910(θv)

T ↓
870(θs)T

↑
870(θv)

≡ T. (9)
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Then, the CWV was derived by an empirical formula as
follows [61], [62]:

CWV =
t1 + t2 ln(T ) + t3[ln(T )]

2

M
(10)

where M = 1/(cos θs) + 1/(cos θv), t1 = 0.1946, t2 =
0.5202,
and t3 = 28.11 represent the fitting coefficients of empirical
formula [45].

3) Atmospheric Correction on GFDM Image: In the context
of high-resolution optical satellite remote sensing imagery, the
primary objective of atmospheric correction is to eliminate
the influence of atmospheric conditions and adjacent surfaces
on the observed reflectance, thereby facilitating the accurate
estimation of surface reflectance [47]. In this study, based on
the atmospheric radiative transfer model and with the atmo-
spheric parameters of SMAC as input, the multispectral image
of GFDM satellite is corrected to obtain the corresponding BOA
reflectance.

First, radiometric calibration is applied, and the top-of-
atmosphere radiance is obtained

L = k ·DN + b (11)

where L represents the radiance (W �m−2 � sr−1 � μm−1), and
k and b denote the gain coefficient and the offset, respectively.
Considering the Lambert surface assumption, the TOA radiance
can also be represented as follows:

L = Lpath + T (θv)
ρ∗Eg(0)

π(1− ρ∗S)
(12)

where Lpath is the path radiance along the ground surface-to-
sensor direction, and ρ∗ denotes the surface reflectance. T (θv)
is the upwelling and downwelling transmittance factor; Eg(0)
denotes the solar irradiance; and S denotes the atmospheric
hemispheric albedo. With 6SV transfer model, an LUT has
been constructed to cover different AOD and CWV based on
the observation geometry, atmospheric model, ground elevation
and other key conditions of the satellite image to be corrected.
Then, the path radiance and transmittance corresponding to
the AOD and CWV retrieved from SMAC could be obtained,
and Lpath(AOD,CWV) and T (θv,AOD,CWV) are used to
represent the two factors. Thus, the surface reflectance ρ∗, which
contained the radiance contribution from neighbor pixels, can be
expressed as follows:

ρ∗ =
L− Lpath(AOD,CWV)

T (θv,AOD,CWV)Eg

π + S(L− Lpath(AOD,CWV))
.

(13)

Considering the adjacency effect, the average reflectance of
neighboring pixels ρBackground can be represented as follows:

ρBackground =
∑
m

∑
n

ρ′(γ, η)Weight(γ, η, θv) (14)

where ρ′(γ, η) denotes the pixel reflectance in row γ and column
η, and Weight(γ, η, θv)denotes the weight coefficient describing
the contribution ratio of surrounding pixel. The magnitude of
the weight coefficient is determined by the atmospheric state

Fig. 4. Schematic diagram of experiment system.

(mainly the aerosol optical depth), the spatial distance between
the background and the target, and the reflectivity difference
between them [47].

Subsequently, the interfering contribution of neighboring pix-
els is deducted from ρ∗ after correction of adjacency effect, and
the reflectance product ρt can be expressed as follows [46]:

ρt = ρ∗+q(ρ∗ − ρBackground) (15)

where q denotes the correction factor of adjacency effect. In
this article, the ratio between diffuse transmittance and direct
transmittance is used as the factor [46].

B. Experimental Method

1) Experiment System: To compare the satellite-derived in-
dices images with the indices images retrieved from UAV hyper-
spectral data, the “spaceborne—airborne” synchronous imaging
experiment was proposed, on the basis of which the experiment
system was constructed and an experiment flow was designed.
In accordance with the features of synchronous measurement,
the experiment system is constituted of two parts: the GFDM
satellite platform and the UAV-borne observation system (see
Fig. 4). The satellite platform is equipped with a high-resolution
optical camera and an SMAC, while the UAV-borne observation
platform is equipped with a hyperspectral imager. The main
camera onboard the GFDM satellite and the UAV-borne camera
observed the same area at the same time, and the images of
the study area were acquired. Concurrently, as the satellite
passed overhead, the SMAC collected atmospheric parameters
precisely aligned with the satellite imagery in both space and
time.

As shown in Fig. 5, the experiment flow contains two phases:
1) The retrieval of input data. First, the UAV-based data, GFDM
satellite image and synchronous AOD (550 nm) and CWV
were collected. Then, the processing of UAV-based data was
conducted to obtain UAV-derived surface reflectance image.
Subsequently, the radiation calibration of satellite image was
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Fig. 5. Flowchart of experiment.

carried to obtain satellite TOA reflectance image, and FLAASH
was applied on it to retrieve satellite BOA reflectance image.
Additionally, Syn-AC method was applied on satellite image
based on synchronous parameters to retrieve satellite BOA
reflectance image, too. After the processing, the remote sens-
ing indices images were retrieved from the UAV and satellite
(TOA and BOA) reflectance images; 2) Statistical analysis. The
analysis contains the comparisons between the indices images
retrieved from the satellite TOA reflectance image and the BOA
reflectance images obtained by Syn-AC and FLAASH with the
UAV-derived indices images.

2) Retrieval of Remote Sensing Indices Images: In the study,
the results of the comparison between the satellite-derived in-
dices images and the UAV-derived truth were evaluated. Two
kinds of classical indices were selected for calculation: NDVI,
one of the most commonly used indices to identify vegetation
and its health [63]; NDWI, frequently employed for highlight-
ing water information in the optical satellite images [64]. The
satellite-derived indices image was obtained by calculating the
indices value of pixels in the satellite TOA and BOA reflectance
images before and after atmospheric correction, and the pixel
indices value NDVI(i, j)SAT and NDWI(i, j)SAT are calculated

NDVI(i, j)SAT =
ρ(i, j)B4 − ρ(i, j)B3

ρ(i, j)B4 + ρ(i, j)B3

(16)

NDWI(i, j)SAT =
ρ(i, j)B2 − ρ(i, j)B4

ρ(i, j)B2 + ρ(i, j)B4

(17)

where ρ(i, j)B2, ρ(i, j)B3 and ρ(i, j)B4 are the reflectance at
the green, red, and near-infrared bands in row i and column j of
satellite image, respectively.

Subsequently, the UAV-derived indices image was extracted
from the hyperspectral reflectance image. To obtain the surface
reflectance with high precision, a series of processing steps
were conducted on the raw UAV-borne hyperspectral data: radio-
metric correction, geometric registration, spectral matching and
spatial resampling. First, the radiometric calibration was applied
based on the DN of a gray-calibrated plane before and after each
flight. Then, the geometric registration of the UAV-borne and
satellite images was made based on the ground control points.
Based on the UAV reflectance image after geometric registration,
the spectrum of every pixel in the hyperspectral image was
matched to the spectral response function of the GFDM satellite,
and the corresponding band reflectance ρBi

was obtained. So,
an image comprising four bands (Blue: B1, Green: B2, Red: B3,
NIR: B4) was yielded after the spectral matching

ρBi
=

∫ λ2
i

λ1
i
ρ(λ)RSRR(λ)dλ∫ λ2
i

λ1
i

RSRR(λ)dλ
(18)

where ρ(λ) denotes the reflectance spectrum from the hyper-
spectral image, and RSRR(λ) denotes the relative spectral radia-
tive response of GFDM. λ1

i and λ2
i are the lower and upper limits

of integration at the band Bi(i = 1, 2, 3, 4), and the integration
range of band Bi refers to the band range of the satellite band
Bi in Table II.

Furthermore, in order to facilitate a direct comparison of
the indices results at the same spatial resolution, the spatial
resolution of all bands of the UAV image after spectral matching
was resampled to 2 m, which is identical to the spatial resolution
of the GFDM multispectral imagery. Ultimately, the UAV-borne
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reflectance image with a spatial resolution of 2 m was acquired
and served as a source to retrieve indices images. The pixel
indices values, NDVI(m,n)UAV and NDWI(m,n)UAV, were
calculated

NDVI(m,n)UAV =
ρ(m,n)B4 − ρ(m,n)B3

ρ(m,n)B4 + ρ(m,n)B3

(19)

NDWI(m,n)UAV =
ρ(m,n)B2 − ρ(m,n)B4

ρ(m,n)B2 + ρ(m,n)B4

(20)

where ρ(m,n)B2, ρ(m,n)B3, and ρ(m,n)B4 are reflectance at
the green, red, and near-infrared bands in row m and column n
of UAV reflectance image, respectively.

Therefore, following the aforementioned processing, the syn-
chronous UAV-derived and satellite-derived remote sensing in-
dices images, exhibiting a uniform spectral response and spatial
resolution, were obtained through the calculation of pixel NDVI
and NDWI values.

3) Statistic Analysis: In the study, the indices images re-
trieved from the low-altitude hyperspectral image were used as
the reference images. The errors of the indices result before and
after atmospheric correction were analyzed to investigate the
performance of synchronous atmospheric correction in enhanc-
ing the inversion precision of remote sensing indices.

a) Correlation between satellite-derived and UAV-derived
indices images: The satellite-derived and UAV-derived indices
images are consistent in temporal and spatial scales. The dif-
ference between the indices images would reflect the compre-
hensive difference of indices results, including the difference in
numerical and spatial distribution. So, the correlation between
the indices image retrieved from the satellite TOA and BOA
reflectance and that retrieved from UAV-based data were calcu-
lated and compared, and the calculation equation is as follows:

r =

∑
m

∑
n (Amn −A)(Bmn −B)√(∑

m

∑
n (Amn −A)

2
)(∑

m

∑
n (Bmn −B)

2
)
(21)

where A and B represent satellite-derived and UAV-based in-
dices images, respectively. Amn and Bmn indicate the pixel
indices values in row m and column n, and A and B represent
the mean indices values of all the pixels in indices image.

b) Comparison of average indices value of typical region:
Moreover, a number of sampling plots within the satellite-
derived indices image were selected, and the mean indices
value of each sampling plot was calculated for comparison
with the mean indices result of the corresponding plots in the
UAV-derived image. The mean indices value of each sampling
plot Pk was calculated

Value(Pk) =

∑n
i=1

∑m
j=1 Value(i, j)

m ∗ n , (i, j) ∈ P
k

(22)

where m and n denote the numbers of column and row of
sampling plot Pk, respectively. The indices value of the pixel
at row i and column j of Pk is represented by Value(i, j).

For the vegetation indices, the plots with different ground
covers were selected, and the changes of average NDVI value

before and after AC of the plots were investigated. For the
water indices, different water bodies were selected to test the
changes of average NDWI value before and after AC. First,
the absolute error (EA) of the average indices result before and
after AC with the UAV truth value was calculated to evaluate
the difference between them. In addition, the RMSE between
UAV-derived values and satellite-derived results was calculated,
too. The formulas are as follows:

EA(Pk) = |Value(Pk)SAT − Value(Pk)UAV| (23)

XRMSE =

√∑N
k=1 (EA(Pk))

2

N
(24)

where Value(Pk)SAT and Value(Pk)UAV are the mean indices
value of sampling plot Pk in satellite-derived and UAV-derived
indices images, respectively, and N represents the number of
sampling plots.

c) Comparison of changes in pixel indices value: In the
process of optical remote sensing imaging, the radiation inter-
ference to the target pixels from the surrounding pixels occurs
due to atmospheric scattering, which is known as the adjacency
effect [47], [65]. As the contribution of adjacency effect, the
edge of ground object is blurred and the contrast is reduced,
which increases the uncertainty of classification when using
these pixels for ground object recognition [65], [66]. Moreover,
there may be a deviation between the calculated results and the
real value when remote sensing data is used to acquire ground
object information due to the different degrees of adjacency
effect on each band. Studies have demonstrated that the adjacent
effect must be considered when the spatial resolution of the
sensor exceeds than 1 km [67].

In the study, as the “spaceborne–airborne” synchronous imag-
ing experiment was implemented, the satellite multispectral im-
age and UAV-borne image with a high spatial resolution of 2 and
0.2 m were collected and served as data sources. Furthermore,
the atmospheric correction of satellite images by Syn-AC and
FLAASH methods incorporates the adjacent effect correction.
Consequently, the impact of adjacent effect correction on the
inversion of remote sensing indices can be investigated by
assessing the variation in the indices values of adjacent pixels
at the boundary of two ground objects in the indices image. In
the case of NDVI, eight regions were selected, and each region
contains vegetation on the sides and the asphalt road/bare soil
in the middle. The pixel value of the vegetation and nonvegeta-
tion were obtained from the satellite-derived NDVI images and
compared with the true value of the UAV-NDVI. Meanwhile,
six regions are selected for NDWI, and each region consists
of two adjacent water bodies and the ground area between
them. The NDWI values of the pixels within the adjacent water
bodies and nonwater bodies are acquired and compared with the
corresponding UAV-NDWI values. For the statistical analysis,
the absolute errors of the pixel indices results before and after AC
with the UAV truth values were calculated. Then, the change rate
of pixel indices value was investigated by calculating the first
derivative of the indices values of two adjacent pixels

EA (x, y) = |Value(x, y)Satellite − Value(x, y)UAV| (25)
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Fig. 6. RGB composition in true color of (a) UAV-borne image, (b) original satellite image, (c) satellite image corrected by Syn-AC, and (d) satellite image
corrected by FLAASH.

RateX =

∣∣∣∣Value(x, y)− Value(x+Δx, y)

Δx

∣∣∣∣ (26)

RateY =

∣∣∣∣Value(x, y)− Value(x, y +Δy)

Δy

∣∣∣∣ (27)

where Value(x, y)Satellite and Value(x, y)UAV are the indices val-
ues of pixels at row i and column j in the satellite-derived and
UAV-derived indices images, respectively. EA(x, y) represents
the absolute error in the pixel value. RateX and RateY are the
first derivative values of the indices value of two adjacent pixels
along the X and Y direction, respectively. Δx and Δy denote
the deviations along X and Y direction, respectively. In the
study, the derivative of two adjacent pixels was evaluate, so both
Δx and Δy equal one. It noted that both RateX and RateY are
hereinafter referred to as Rate.

Based on the results of the change rate of pixel indices value,
the peak values of the change rate are mainly investigated. The
absolute errors between the peak values of the change rate of
the pixel values in the UAV-derived indices images and the
corresponding satellite-derived results were calculated

EA(RateP ) =
∣∣RatePSAT − RatePUAV

∣∣ (28)

where RatePSAT and RatePUAV are the peak values of the change
rate of indices value of pixels in the satellite-derived and UAV-
derived indices images, respectively

4) Comparison With FLAASH: The fast line-of-sight atmo-
spheric analysis of hypercubes (FLAASH) is a first-principle
atmospheric correction tool based on the precalculated results
from the MODTRAN 4.0 radiative transfer model [68]. The

tool is capable of correcting wavelengths within the visible,
near-infrared, and shortwave infrared ranges up to 3 μm [69].
Independent of synchronously measured atmospheric parame-
ters, atmospheric influence in FLAASH was estimated based
on the horizontally homogenous and vertically stratified at-
mosphere models, which are constructed in accordance with
built-in models in MODTRAN and climatology settings [69].
The issue of the adjacent effect is addressed in FLAASH [68].
In ENVI version 5.3, the input data for FLAASH is the TOA
radiance, while the remaining settings are obtained from the
metadata file of the satellite imagery to be corrected. In the
experiment, the aerosol model was rural, and the atmospheric
model was set up in accordance with the scene center location
and imaging date. The altitude was set to 0.05 km according
to the study locality. The input parameters remained consistent
with those used in the Syn-AC method. FLAASH was applied
to the multispectral image captured by the GFDM satellite, and
the BOA reflectance was obtained to invert the spectral indices.
Then, the indices results were also evaluated by comparing them
with the UAV truth values, and the performance of FLAASH was
compared with that of the synchronous atmospheric correction
method.

IV. RESULTS

A. Atmospheric Correction Result

Fig. 6 illustrates the RGB composition in true color (Band1:
blue, Band2: green, Band3: red) of the original and corrected
satellite images, and UAV-based data. As shown in Fig. 6(b),
the original image exhibited blurred surface features due to
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Fig. 7. RGB composition in false color (R: NDVI; G: UAV-B1; B: UAV-B1;) of NDVI images retrieved from (a) UAV, (b) TOA, (c) Syn-AC, and (d) FLAASH.

TABLE IV
STATISTICS RESULT OF INDICES IMAGE

atmospheric interference. As synchronization atmospheric cor-
rection was applied on the satellite data, and the true color
image after AC [see Fig. 6(c)] displayed clear edges and rich
textures with the removal of the blurring effect. Similarly,
the FLAASH method also provided visual enhancement [see
Fig. 6(d)].

B. Retrieval Result of Remote Sensing Indices Images

According to the equations of pixel indices value calculation,
the pixel indices values were calculated based on the satellite-
derived and UAV-derived reflectance images to produce NDVI
and NDWI images (see Figs. 7 and 8). For the purposes of
visual comparison, the gray indices images were displayed in
the RGB composition in false color, where both G-band and
B-band represent the reflectance at band1 of the UAV data,
and R-band is the indices value. Table IV shows the statistical
results for the pixel values in the NDVI and NDWI images
derived from the satellite TOA and BOA reflectance and UAV
reflectance. It evident that AC methods yield a greater range of
pixel values in the indices images in comparison to TOA. The

UAV-NDVI has the highest upper limit (∼0.95), while that of the
TOA-NDVI image was the lowest (∼0.64). In the case of NDWI,
the range of pixel value in indices images varies considerably.
The maximum pixel value of FLAASH-NDWI was the highest
(∼0.82) in contrast to the UAV-NDWI image (∼0.69), followed
by Syn-AC-NDWI (∼0.79), and TOA-NDWI (∼0.72). As the
NDVI images shown in Fig. 7, the area delineated in red rep-
resents the region exhibiting vegetative growth, with the depth
of the red hue indicative of the extent of such growth. Thus, it
is relatively straightforward to differentiate between vegetation
and nonvegetation based on color. It can be observed that certain
areas with vegetation coverage, especially the region covered by
vegetation around buildings, are labeled in red in the BOA-NDVI
images, while the red mark is not particularly prominent in the
TOA-NDVI image.

Fig. 8 depicts the NDWI images derived from satellite TOA
and BOA reflectance and UAV data in the RGB composition
(R: NDWI; G: UAV-B1; B: UAV-B1) in false color. In the TOA-
NDWI image, the buildings are represented in red, despite not
being water bodies. The BOA-NDWI is displayed in a consistent
with the UAV-NDWI in the majority of areas.
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Fig. 8. RGB composition in false color (R: NDWI; G: UAV-B1; B: UAV-B1;) of NDWI images retrieved from (a) UAV, (b) TOA, (c) Syn-AC, and (d) FLAASH.

Fig. 9. Correlation between satellite-derived and UAV-derived indices images.

C. Statistical Analysis

1) Correlation Between Satellite-Derived and UAV-Derived
Indices Images: According to (21), the NDVI image retrieved
from the low-altitude hyperspectral image was used as the refer-
ence image, the correlation of the TOA-NDVI and BOA-NDVI
images with it were calculated, resulting in coefficient values
of 0.8874 (TOA), 0.9253 (Syn-AC), and 0.9228 (FLAASH),
respectively. The findings demonstrated that the NDVI images
derived from BOA reflectance were more similar to the UAV-
NDVI image, in contrast to the TOA-NDVI image. In the case
of NDWI, the correlation coefficients between the TOA-NDWI
image, the BOA-NDWI images, and the UAV-NDWI image were
0.8797(TOA), 0.9872(Syn-AC), and 0.9817(FLAASH), respec-
tively. It is evident that the BOA-NDWI images after atmo-
spheric correction exhibited greater similarity to the UAV-NDWI
image than TOA-NDWI image before atmospheric correction.

2) Comparison of Average Indices Value of Typical Region:
In this section, the average indices value of the sampling plot
in the indices image is investigated. For the NDVI, the mean

Fig. 10. Results of average NDVI of sampling plots and difference between
satellite-derived and UAV-derived values. (a) Average NDVI of sampling plots.
(b) Absolute error between satellite-derived and UAV-derived values.

values of the selected regions in the NDVI images were ob-
tained and compared [see Fig. 10(a)]. Typical low values of
NDVI (lower than 0.2) were observed in asphalt, pavement,
and bare soil. In contrast, vegetation-covered plots exhibited a
much higher NDVI value, ∼0.8, depending on the AC method.
More importantly, the average NDVI values of the sampling
plots in BOA-NDVI images after AC demonstrated an increase
and were higher in comparison to TOA-NDVI values. Notably,
the BOA-NDVI values exhibited a closer alignment with the
UAV-NDVI truth values.

Furthermore, the difference in average NDVI of the sampling
plot between satellite-derived and UAV-based indices images
was also evaluated, and the values are shown in Fig. 10(b). The
result indicated that the error between TOA-NDVI with UAV
truth value was the most significant, with an overall average error
of 0.2807 across all plots. In contrast, the mean error of FLAASH
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Fig. 11. Results of average NDWI of sampling plots and difference between
satellite-derived and UAV-derived values. (a) Average NDWI of sampling plots.
(b) Absolute error between satellite-derived and UAV-derived values.

was 0.0593, while that of Syn-AC was 0.0318. Considering the
difference of two AC methods, the smallest difference between
the NDVI values estimated by Syn-AC and FLAASH was
observed in the vegetated area. The greatest difference (>0.1)
between the AC methods was observed in the artificial surfaces
(i.e., pavement and asphalt). According to (24), RMSE between
the satellite-derived and the UAV truth results were obtained,
with the RMSE results of TOA, FLAASH, and Syn-AC being
0.2928, 0.0645, and 0.0386, respectively. The smallest RMSE
value was achieved by synchronization atmospheric correction.

In the case of NDWI, the mean NDWI values of various
water bodies were calculated, and the results are presented in
Fig. 11(a). It was observed that the average NDWI value of the
water bodies ranges from 0.3 to 0.6, and the reason was thought
to be that the water quality is different. The mean NDWI value
derived from satellite TOA reflectance is considerably higher
than the UAV measurements. In contrast to the TOA-NDWI, the
Syn-AC method decreased the NDWI inversion results, and as
a result that NDWI (Syn-AC) were closer to the UAV values. In
the case of FLLASH, the performance varied in different water
bodies, with an overestimation of NDWI compared with the
UAV truth value. It can be observed that the NDWI (FLAASH)
values were lower than the TOA-NDWI in the regions (No.
1, 2, 3, and 6 plots for NDWI in Fig. 1). Conversely, for the
remaining plots, FLAASH increased the NDWI compared with
the TOA-NDWI values.

Fig. 11(b) shows values in average NDWI of water bodies
between satellite-derived and UAV-based results. The absolute
error between TOA-NDWI and UAV-NDWI was the maximum
for the water bodies (NO. 1, 2, 3, and 6). In contrast, for the
remaining plots, the difference between FLAASH -NDWI and
UAV-NDWI was the most pronounced. In general, the mean
NDWI of each sampling plot after synchronous atmospheric
correction is closest to the UAV truth, and the errors of TOA
and FLAASH with UAV-NDWI are greater. The average er-
rors compared with UAV-NDWI results are 0.1493 (FLAASH),
0.1258(TOA), and 0.0226(Syn-AC), respectively. Based on the
NDWI inversion result, the RMSE of NDWI retrieved from satel-
lite data compared with UAV-NDWI was calculated. The RMSE
values are 0.1414(TOA), 0.1735 (FLAASH), and 0.0301(Syn-
AC). It was observed that the lowest RMSE value was achieved
by synchronous atmospheric correction.

Fig. 12. Study regions used for comparison of pixel NDVI value. V1∼V8 are
used to label the study regions. (a) V1–V4. (b) V5–V8.

3) Comparison of Changes in Pixel Indices Value: Based on
the high-resolution NDVI and NDWI images, the values of the
indices of pixels in indices images were analyzed. In the case
of NDVI, eight tests were conducted. As shown in Fig. 12, the
eight rectangles (labeled V1∼V8) represent the study regions,
and each one contains some consecutive pixels. Along the
arrow direction, the pixels (V1∼V4) are successively covered
by vegetation, asphalt pavement and vegetation, and the pixels
(V5∼V8) are successively covered by vegetation, bare soil and
vegetation. For each test, the NDVI values of consecutive pixels
were acquired, and the results are shown in Fig. 13. The findings
indicate that both AC methods yield higher BOA-NDVI values
compared to TOA-NDVI, and the BOA-NDVI values are closer
to UAV-borne results. This aligns with the result regarding the
average indices value of the sampling plot. Furthermore, the
difference in pixel NDVI values between satellite-derived and
UAV-derived results was also calculated, and the values are
shown in Fig. 14. The results demonstrate that the difference
between TOA-NDVI and UAV-NDVI was the maximum for the
majority of pixels. The mean errors for all sampled pixels are
0.2687, 0.0728, and 0.0450 for TOA, FLAASH, and Syn-AC,
respectively.

According to (26), the first derivative values of the NDVI val-
ues for neighboring pixels within the study areas were calculated
and used to evaluate the change of pixel NDVI values. It can be
observed that the variation trend of the change rate curve of the
NDVI value of pixels in the satellite-derived NDVI images is
consistent with that of the UAV-NDVI. As illustrated in Fig. 15,
the NDVI change rate in the UAV-NDVI image is used as the
reference value, with the two peaks of the change rate curve
marked by the vertical lines. It can be seen that the markers
align with the boundary points of ground objects as illustrated
in Fig. 12. Thus, the peak values of the change rate curves of pixel
values retrieved from the satellite-derived and the UAV-derived
indices images were investigated. The findings revealed that the
change rate value of NDVI for a pixel situated at the boundary of
the ground objects is the lowest on the TOA-NDVI image before
atmospheric correction. However, postatmospheric correction,
the BOA-NDVI exhibited enhanced peak values, aligning more
closely with the results of UAV-NDVI. The peak values of the
pixel NDVI change rate curves (V1–V8) were analyzed, and the
average values of the peak values obtained by UAV, Syn-AC,
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Fig. 13. NDVI value of pixels in region (a) V1; (b) V2; (c) V3; (d) V4; (e) V5; (f) V6; (g) V7; (h) V8. The Y-axis represents the pixel in region.

Fig. 14. Absolute error of pixel value in NDVI images of satellite-derived and UAV-derived (a) V1; (b) V2; (c) V3; (d) V4; (e) V5; (f) V6; (g) V7; (h) V8.

FLAASH, and TOA were 0.3251, 0.2572, 0.2142, and 0.1368,
respectively.

Based on the peak values of pixel NDVI change rate
curves in the eight study regions, V1–V8, the difference
between satellite-derived and UAV-derived peak values was
evaluated. Table V presents values in peak value of change
rate of NDVI obtained from satellite-derived NDVI images
compared with the values of UAV-NDVI image. Notably,
the most pronounced difference in peak value was observed
between TOA-NDVI and UAV-NDVI, with an average er-
ror of all peak values was 0.1883. In contrast, the aver-
age error of FLAASH was 0.1109, and that of Syn-AC was
0.0689.

As illustrated in Fig. 16, six regions were selected for the
purpose of evaluating the change in pixel NDWI values. The
pixel NDWI values of two water bodies and nonwater body
targets between them were acquired in each test, and the results
are illustrated in Fig. 17. It can be observed that the higher NDWI
results were obtained by TOA and FLAASH, especially in the
water bodies, but these values were higher than the UAV true
values. The pixel NDWI values obtained from the BOA-NDWI
image after synchronous atmospheric correction are closer to
UAV results. Fig. 18 shows the absolute error in pixel NDWI
value between satellite-derived and UAV-derived results. The
maximum difference was observed in the case of TOA-NDWI,
with an average error of 0.2504. In contrast, the mean error
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Fig. 15. Change rate in NDVI of pixels in region (a) V1; (b) V2; (c) V3; (d) V4; (e) V5; (f) V6; (g) V7; (h) V8.

TABLE V
ABSOLUTE ERROR OF NDVI CHANGE RATE PEAK BETWEEN SATELLITE-DERIVED AND UAV-DERIVED VALUES

in pixel NDWI was 0.0941 for FLAASH, and it is 0.0243 for
the Syn-AC method. After AC, the error was notably reduced,
particularly through the application of synchronous atmospheric
correction.

Subsequently, the change rate of the NDWI value of each
pixel in the study area was calculated following the analysis
of the pixel NDWI value. The results are depicted in Fig. 19.
Meanwhile, the peak change rate values were identified based on
the UAV-NDWI imagery. The results demonstrated that the peak
values obtained from the TOA-NDWI image consistently exhib-
ited the lowest values compared to those retrieved from the UAV-
NDWI image. It is noteworthy that after atmospheric correction,
the peak values obtained from the BOA-NDWI images show
a considerable improvement. The mean values of all the peak
values are 0.4959(UAV), 0.4295(Syn-AC), 0.4035(FLAASH),
and 0.1931(TOA). The UAV-derived mean peak value is the
highest, followed by Syn-AC and FLAASH, and that in the case
of TOA is the lowest in contrast.

The peak values of pixel NDWI change rate curves in the six
regions (W1–W6) were analyzed in order to evaluate the differ-
ence between satellite-derived and UAV-derived peak values. Ta-
ble VI presents the absolute errors in the peak value of the change
rate of pixel NDWI values obtained from satellite-derived NDWI

images in comparison with those derived from UAV-NDWI im-
ages. The results demonstrate that the greatest difference in peak
values is observed between TOA-NDVI and UAV-NDVI. Fur-
thermore, the mean peak errors derived from Syn-AC, FLAASH,
and TOA were 0.0739, 0.1236, and 0.3028, respectively.

V. DISCUSSION

In the study, the correlation between satellite-derived and
UAV-derived indices images was investigated. The results
demonstrated that atmospheric correction has the potential to
markedly improve the precision of remote sensing indices im-
ages. The correlation coefficients of the NDVI and NDWI
images after synchronous atmospheric correction with the
UAV-derived results are increased by 4.27% and 12.22%, re-
spectively, in comparison with the indices images retrieved from
the satellite TOA reflectance. For FLAASH, the correlation
improvements are 3.99% and 11.59% in the case of NDVI
and NDWI, respectively. It can be observed that the correlation
enhancement of the indices image by the two AC methods is
similar, with synchronous atmospheric correction demonstrating
a superior performance.
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TABLE VI
ABSOLUTE ERROR OF NDWI CHANGE RATE PEAK BETWEEN SATELLITE-DERIVED AND UAV-DERIVED VALUES

Fig. 16. Study regions used for comparison of pixel NDWI value. W1–W6
are used to label the study regions. (a) W1. (b) W2. (c) W3. (d) W4. (e) W5.
(f) W6.

Moreover, a number of typical regions were selected as sam-
pling plots, and the mean indices values for each plots were
obtained. Subsequently, the average indices values of the plots
obtained from satellite-derived indices images were compared
with those derived from the low-altitude indices images. The
results demonstrate that the average NDVI value of each sam-
pling plot after atmospheric correction exhibits an improvement,
approximating the average value observed in the corresponding
region within the low-altitude indices image. Consequently, the
inversion error subsequent to AC is diminished (as illustrated
in Fig. 10). The mean error of the NDVI in all sampling plots
was calculated, and the mean error of the NDVI after Syn-AC

and FLAASH methods was reduced by 0.2489 and 0.2214,
respectively. The two AC methods have comparable effects on
improving the precision of the average NDVI of the sampling
plot. In addition, the RMSE values indicate that the error vari-
ability after synchronous atmospheric correction is less than that
of FLAASH, exhibiting a more stable performance of indices
inversion.

In the case of the average NDWI of water body, the perfor-
mance of Syn-AC differs from that of FLAASH. In contrast to
TOA-NDWI, the average error between NDWI after Syn-AC
and UAV-NDWI decreased by 0.1032. However, the average
error of NDWI after FLLASH increased by 0.0235. The rea-
son was thought to be that the water body is a ground object
with low reflectance, and that the contribution of atmospheric
radiation occupies the majority part of the detection signal of
the remote sensing sensor. Especially in the NIR band involved
in NDWI calculation, it is generally considered that the signal
emitted by the water body within this band is, in essence, an
atmospheric radiation signal (such as the darkest-pixel method).
It is essential that the atmospheric parameters are synchronized
in terms of both time and space scales with the remote sensing
image that is to be corrected, in order to ensure the accurate
removal of atmospheric radiation interference. FLAASH is an
atmospheric correction method based on empirical parameters,
which is unable to accurately remove the atmospheric radiation
interference. As illustrated in Fig. 11, the error of the average
NDWI of the sampling plot after the correction by FLAASH
is higher overall, and the error fluctuation is larger than that
of Syn-AC. FLAASH exhibited superior performance in some
plots, such as NDWI plots No. 3 and No. 6 for NDWI (depicted
in Fig. 1).

In the process of high-resolution remote sensing imaging, the
atmospheric adjacent effect must be taken into account. In the
paper, the areas that contain two different ground objects were
selected as study regions to investigate the changes in the indices
value of pixels in the boundary of the different ground objects
in the NDVI and NDWI images. The results demonstrate that
the atmospheric adjacent effect affects the inversion accuracy of
remote sensing indices, resulting in the blurring of the surface
feature types at the boundary.

The spatial variation trend of the indices value of pixels in
the boundary is not consistent with the UAV-derived reference
result, as evidenced by the indices image retrieved from the satel-
lite TOA reflectance. In comparison to the results obtained from
UAV-derived indices images, the average error in NDVI value
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Fig. 17. NDWI value of pixels in region (a) W1; (b) W2; (c) W3; (d) W4; (e) W5; (f) W6. The Y-axis represents the pixel in region.

Fig. 18. Absolute error of pixel value in NDWI images of satellite-derived and UAV-derived (a) W1; (b) W2; (c) W3; (d) W4; (e) W5; (f) W6.

of pixels situated within the “vegetation—ground—vegetation”
regions in the satellite-derived indices images obtained by
TOA, FLAASH, and Syn-AC are 0.2687, 0.0728, and 0.0450,
respectively. The two AC methods yield comparable effects
in terms of improving the inversion accuracy of pixel NDVI
value, with a decrease in mean error of 0.2238 (Syn-AC) and
0.1960(FLAASH). On the other hand, the peak values of pixel
NDVI change rate curves obtained from UAV-NDVI are the
highest, reflecting the real surface type changes. In comparison
with the peak value of the pixel NDVI change rate in the UAV-
NDVI image, the mean error in peak values for TOA, FLAASH,

and Syn-AC are 0.1883, 0.1109, and 0.0689, respectively. The
lowest discrepancy was observed in the case of synchronous
atmospheric correction, with a decrease in mean peak error of
0.1194 in comparison with that of TOA-NDVI.

In the case of the NDWI values of pixels in the “water—
ground—water” regions, the mean error values in pixel NDWI
retrieved from satellite-derived images are 0.2504 (TOA),
0.0941 (FLAASH), and 0.0243 (Syn-AC), respectively. The
best performance was observed in Syn-AC, with a significant
reduction of 0.2260 in mean error. Meanwhile, compared with
the peak values of pixel NDWI change rate in the UAV-NDWI
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Fig. 19. Change rate in NDWI of pixels in regions (a) W1; (b) W2; (c) W3; (d) W4; (e) W5; (f) W6.

image, the mean error in peak value for TOA, FLAASH, and
Syn-AC are 0.3028, 0.1236, and 0.0739, respectively. The Syn-
AC method yields the most accurate results with the lowest error,
and a decrease of 0.2288 in mean peak error was observed.
Consequently, the performance of the synchronous atmospheric
correction method for the correction of adjacent effect is gener-
ally superior to than that of FLAASH.

VI. CONCLUSION

To investigate the effect of synchronous atmospheric
correction on the inversion accuracy of high-resolution remote
sensing indices images, the “spaceborne—(low altitude)
airborne” synchronous imaging experiment was designed and
conducted to compare the accuracy of the remote sensing
indices images obtained from the GFDM multispectral images
before and after the synchronous atmospheric correction method
which is based on the atmospheric parameters retrieved from the
synchronization monitoring atmospheric corrector equipment.
Meanwhile, the performance of synchronous atmospheric
correction is compared with that of a nonsynchronous correction
method, FLAASH. The experiment results demonstrate that the
remote sensing indices images after atmospheric correction are
significantly improved in terms of spatial distribution, numerical
accuracy, and spatial variation trend of the pixel index value.
Additionally, the synchronous atmospheric correction shows
better performance than the classical nonsynchronous correction
method.

As the commonly used remote sensing indices, NDVI and
NDWI, on which many other remote sensing indices are fur-
ther retrieved, play an important fundamental role in extraction
of surface information. It is observed that the difference of
0.05 in NDVI can produce 30% of the grassland yield esti-
mation error in the study of Kaufman and Tanre [2]. Liu et

al. [8] found that the coefficient of determination of NDWI for
winter wheat yield estimate was 0.79. Applying of atmospheric
correction to improve the accuracy of remote sensing indices
has great influence on the quantitative applications of remote
sensing information. Compared with the classical atmospheric
correction method, FLAASH, the Syn-AC method proposed in
this article has a more obvious effect on improving the accuracy
of remote sensing indices in the low-reflectance targets with a
higher proportion of atmospheric radiation contribution, and in
the boundary regions of different ground objects. Therefore, for
the extraction of low-reflectivity ground object information and
its application, such as water quality detection, wetland monitor-
ing, etc., especially for applications that rely on high-resolution
remote sensing information, such as the health monitoring of
single economic crop and the yield prediction, synchronous
atmospheric correction provides an important guarantee for the
accuracy of surface information extraction.

Through the experiment and the comparative analysis of the
experimental results, the preliminary conclusion of the effect of
synchronous atmospheric correction method on the remote sens-
ing indices error is formed. In addition, there are still some issues
that need further investigations. For example, under the impact
of different atmospheric conditions, the effect of synchronous
atmospheric correction on the accuracy of other remote sensing
indices, especially the effect of adjacent effect correction on the
pixel-level indices accuracy, needs to be further analyzed by
targeted experiments.
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