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Abstract—Increasing the synthetic aperture radar (SAR) imag-
ing frame rate is vital for obtaining continuous SAR images and
dynamic scene monitoring, which multistatic SAR can achieve.
Multiple source synchronization errors in multistatic SAR enable
the image to produce positional offset and target defocus, which
deteriorate the image quality. In order to obtain highly precise mul-
tistatic SAR images, synchronization errors must be compensated
for. However, geometry errors are unavoidable during platform
movement, which introduce Doppler frequency errors and range
cell migration just like synchronization errors. Therefore, these
two errors will jointly affect the imaging quality when coupled
together, which will increase the difficulty of compensation. Aiming
to resolve the issue of obtaining imaging results when the two errors
exist simultaneously, this article proposes a decoupled estimation
and compensation method for geometry and synchronization error.
At first, the coupling relationship between geometry error and
synchronization error on echo delay and Doppler frequency is
analyzed. Next, the decoupled estimation problem with geometry
and synchronization error is transformed into a constrained op-
timization problem. Then, the differential evolutionary algorithm
is employed to address the optimization problem. Finally, the es-
timated values are utilized to compensate for the echoes to obtain
high-resolution imaging results, which are verified by the simula-
tion results. The experimental results convincingly demonstrate the
improvement of the proposed method in imaging frame rate and
error decoupling ability.

Index Terms—Differential evolution (DE) algorithm, error
decoupling, geometry error, multistatic synthetic aperture radar
(SAR), synchronization error.

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) is an all-weather, all-
day, high-resolution imaging radar with a high azimuthal

resolution based on aperture synthesis [1], [2], [3], [4], [5],
which is widely used in both military and civil fields [6], [7].
The increased frame rate of SAR imaging enables continuous
dynamic imaging of the ground scene of interest for surveillance
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Fig. 1. Concatenation of the spatial spectra of the echoes from each receiver.

purposes [8], [9], [10], [11], especially in imaging a moving
target. However, improving the imaging frame rate implies a
short synthetic aperture length, which makes it challenging to
obtain azimuthal high resolution for airborne platforms. The
platform motion speed or carrier frequency can be increased
to improve azimuthal high resolution and imaging frame rate
simultaneously. However, monostatic high-frame rate SAR re-
quires high operating carrier frequencies, such as THz band, due
to the platform speed limitation [9], [12].

To resolve this problem, a high frame rate SAR imaging
approach under a microwave band is proposed by [13], which
divides the subapertures to enable multiple unmanned aerial
vehicles (UAV) to realize the imaging of each subaperture in a
short time separately, eventually fusing all subimages to realize
azimuthal high-resolution imaging. Thus, a larger aperture is
synthesized with a shorter flight time, improving the imaging
frame rate while achieving azimuthal high-resolution imaging
[14]. As shown in Fig. 1, based on multistatic SAR, it is fea-
sible to utilize the distribution of subapertures corresponding
to different transceiver combinations on the spatial spectrum to
equate monostatic large aperture observation.

However, the separated platforms in a multistatic SAR system
will inevitably cause specific errors in the clock calibration and
frequency source between platforms, leading to the introduction
of time-frequency synchronization error in the echo, which can
bring about problems such as target position drift, main lobe
widening, and side lobe lifting in the imaging results [15], [16],
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[17]. Traditional methods of compensating synchronization er-
rors by direct waveform will increase system complexity and
limit configurations, which brings difficulties to compensating
the synchronization error [18]. In addition, the synchronization
error is coupled with the geometry error, making it challenging
to compensate for both concurrently.

Numerous researchers have proposed various methods to es-
timate the geometry error or synchronization error, respectively
[19], [20], [21], [22]. Aiming at the geometry error caused by
the inaccuracy of aerial position, [23] estimates the residual
motion errors (RME) by dividing multiple subapertures, and the
motion error of the subapertures is modeled as a linear error for
estimation compensation. Li et al. [24] considered all errors as
spatial variants and the Doppler phase was extracted to estimate
the actual motion trajectory and compensate for the echo. To
address the instability of UAV flying for a long time, Luomei
and Xu [25] divided the motion trajectory of the UAV into uneven
segments, with each segment considered to be linear and stable,
then compensated the geometry error for each segment to obtain
the focused image separately, which were finally stitched to-
gether to form a complete image. Against synchronization error,
a time-frequency synchronization error solution is proposed in
[26] for distributed SAR from the waveform design point of
view by using waveforms composed of two linear frequency
modulation (FM) signals with different frequencies to achieve
unidirectional telesynchronization. Li et al. [27] eliminated the
slope due to distance traveling by trapezoidal transformation fol-
lowed by iterative estimation of the remaining slope to estimate
the linear time synchronization error. Wang et al. [28] coarsely
compensated the time and frequency synchronization error by
direct wave and then built an optimization model based on the
image entropy to search for and compensate for the residual
synchronization error without compensating the geometric error.
However, the aforementioned approaches are used to estimate
and compensate for synchronization error or geometry error
individually. When these two errors are coupled, the estimation
methods for individual errors are not applicable, so they can only
be estimated separately.

Aiming at this challenge, this article proposes a geometry and
synchronization error decoupled estimation and compensation
method for multistatic SAR imaging. The echo characteristics of
multistatic SAR, including the range cell migration and Doppler
parameters, as well as the impacts of geometry error and syn-
chronization error on them, are analyzed initially. On this basis,
the constrained optimization problem for estimating the error is
derived based on the coupling of the two errors. First of all, the
effects of the existence of geometry error and synchronization
error on the echo characteristics are investigated to deduce the
expressions for components of the theoretical value, geometry
error, and synchronization error in the actual Doppler frequency
and time delay to obtain the coupling relationship between ge-
ometry error and synchronization error. Afterwards, according
to the actual values of Doppler frequency and time delay and
the expressions of each component, the decoupling model of
geometry error and synchronization error is established and
optimized by utilizing the differential evolution (DE) algorithm
to search for the optimal solutions of these two types of errors,

Fig. 2. Multistatic SAR configuration.

which is aimed at realizing the practical decoupling estimation of
geometry error and synchronization error. Eventually, the phase
factors are constructed to compensate the echo depending on the
optimization results of geometry and synchronization error. The
back-projection (BP) algorithm is used to obtain well-focused
imaging results, followed by the fusion of all the subimages to
obtain azimuthal high-resolution imaging results with frame rate
enhancement.

The rest of this article is organized as follows. In Section II,
the characteristics of Doppler frequency and time delay are
analyzed based on the ones-transmitter-multireceiver multistatic
SAR model to obtain the coupling relationship between the
synchronization error and geometry error. The optimization
model and its solution method for error decoupling are proposed
in Section III. Section IV presents and analyzes the simulation
results. Finally, Section V concludes this article.

II. SIGNAL MODEL AND CHARACTERISTIC

In this section, a multistatic SAR echo model coupled with
geometry error and synchronization error is developed to analyze
the characteristics of the two types of error and their effects on
the echo.

Fig. 2 gives a multistatic SAR model in the one-transmitter-
multireceiver mode, which consists of a formation of Q+ 1
stations, where a blue station transmits echoes with the cen-
ter moment position coordinate rT0 = [xT0, yT0, zT0] and a
flight velocity of vT = [vTx, vTy, vTz], the remaining orange
stations have the same velocity as the transmitting station to
receive echoes. The center moment position coordinate of the
qth receiver is rqR0 = [xq

R0, y
q
R0, z

q
R0], with flight velocity vq

R =
[vqRx, v

q
Ry, v

q
Rz]. The coordinate of any scattering point P in

the center of the scene is rp = [xP , yP , zP ]. In this model, the
reflected waves of the transmitted beam are received simultane-
ously by Q receivers, respectively.

For the synchronization error by to separated platforms, Li
et al. [29] discussed the baseband echo model of point P by
the qth receiving station that incorporated both time and fre-
quency synchronization error. When the movement of platform
introduces geometry error, then the echo is denoted as

sq(τ, η; rp) = rect

(
Δtq(η) + τ −Rq(η; rp)/c

Tr

)〈1〉
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· exp
{
jπKr

[
Δtq(η) + τ − Rq(η; rp)

c

]2}〈2〉

· exp
[
−j2πfc

Rq(η; rp)

c

]〈3〉

· exp[−j2πΔfq(η)η] · exp[−j2πΔfq(η)τ ]〈4〉

· exp [−j2πΔfq(η)Δt0]
〈5〉 (1)

where c is the speed of light, τ and η stand for the fast time
and slow time, severally. rect(·) is rectangular window function,
fc is the carrier frequency, and Kr means the range FM rate.
Rq(η; rp) is the range history between the transmitter and the
q(q = 1, 2, . . ., Q)th receiver. Δtq(η) and Δfq(η) are time and
frequency synchronization errors, respectively, represented as{

Δfq(η) = fcμ
q
0 + fcμ

q
1η + fcμ

q
2η

2 + o(η)

Δtq(η) = Δt0 − μq
0 −

1

2
μq
1η − 1

3
μq
2η

2 + o(η)
(2)

whereΔt0 is the time deviation between two different platforms,
μq
0, μq

1, and μq
2 are the constant, linear, and quadratic frequency

reference errors separately.
In (1), range window 〈1〉 and phase term 〈2〉 represent the

effects of time synchronization error and geometry errors. 〈3〉
is the Doppler phase introduced by actual range history. 〈4〉 and
〈5〉 indicate the effect of frequency synchronization errors on the
Doppler phase; the latter causes a loss of bandwidth along the fast
time dimension for the pulse compression process, however, the
fast time bandwidth loss is usually very marginal compared to the
bandwidth of transmitted signal, and while 〈6〉 is tiny, so both are
negligible. Therefore, ignoring random noise and target back-
scattered coefficients, the pulse-compressed echo model of the
qth receiving station with geometry error and synchronization
error coupling can be expressed as

sqrc(τ, η; rp) = ρr

[
τ −

(
Rq

e(η; rp)

c
−Δtq(η)

)]

· exp
{
−j2πfc

Rq
e(η; rp)

c

}

· exp {−j2πΔfq(η)η} (3)

where ρr(·) is range envelope and Rq
e(η; rp) is actual range

history, which is represented as

Rq
e(η; rp) = Rq

Te(η; rp) +Rq
Re(η; rp)

= ‖rTe(η)− rp‖+ ‖rqRe(η)− rp‖
= ‖rT0 + vT η − rp‖+ ‖rqR0 + vRη − rp‖ (4)

where ‖ · ‖ is the Euclidean norm, rTe(η) and rqRe(η), respec-
tively, denotes the actual trajectories of transmitter and receiver.
Owing to the existence of geometry error, the relationship be-
tween actual trajectories and ideal trajectories rT (η) and rqR(η)
can be expressed as follows:{

rTe(η) = rT(η)Φ(αT)Ψ(βT) +ΔeT
rqRe(η) = rqR(η)Φ(α

q
R)Ψ(βq

R) + ΔeqR
(5)

where ΔeT and ΔeqR are error constant coordinates as well as
Φ(α) and Ψ(β) denote the rotation matrices corresponding to
the error azimuth α and pitch angle β, respectively, which is
denoted as ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Φ(α) =

⎡
⎢⎣cosα − sinα 0

sinα cosα 0

0 0 1

⎤
⎥⎦

Ψ(β) =

⎡
⎢⎣1 0 0

0 cosβ − sinβ

0 sinβ cosβ

⎤
⎥⎦

. (6)

The direction of the velocity will change, but the magnitude
will remain the same. A Taylor expansion of the range history
yields the expression

Rq
e(η; rp) =

∥∥rTpe0

∥∥+
∥∥∥rqRpe0

∥∥∥+

∞∑
n=1

1

n!
(knTe + knRe) η

n

(7)

where RTe0 and Rq
Re0 are the actual instantaneous slant ranges

of the transmitter and the qth receiver at the beam center crossing
time, and∥∥rTpe0

∥∥ = ‖rTe0 − rp‖ ,
∥∥∥rqRpe0

∥∥∥ = ‖rqRe0 − rp‖ (8)

k1Te =
vTe · rTpe0∥∥rTpe0

∥∥ , kq1Re =
vq
Re · rqRpe0∥∥∥rqRpe0

∥∥∥ (9)

k2Te =
‖vTe‖2 − k21Te∥∥rTpe0

∥∥ , kq2Re =
‖vq

Re‖2 − k21Re∥∥∥rqRpe0

∥∥∥ (10)

k3Te = − 3
k1Tek2Te∥∥rTpe0

∥∥ , kq3Re = −3
kq1Rek

q
2Re∥∥∥rqRpe0

∥∥∥ . . . (11)

The ideal range history is the same way as (7)–(11), except
that vTe and vq

Re is replaced by vT and vq
R respectively, as well

as rTpe0 and rqRpe0
is replaced by rTp0 and rqRp0

, separately.
Hence, the ideal range history can be expressed as

Rq(η; rp) =
∥∥rTp0

∥∥+
∥∥∥rqRp0

∥∥∥+
∞∑

n=1

1

n!
(knT + knR) η

n.

(12)

From (3), the echo delay is given by (13). Meanwhile, the
Doppler frequency fd(η) is obtained from the Doppler phase
φd(η) of the echo and denoted as (14)

τd(η) =
Rq(η; rp)

c

〈1〉
+

ΔRq
e(η; rp)

c

〈2〉
−Δtq(η)〈3〉 (13)

fd(η) =
dφd(η)

2πdη
= −dRq(η; rp)

λdη

〈1〉
− dΔRq

e(η; rp)

λdη

〈2〉

− fc
(
μq
0 + 2μq

1η + 3μq
2η

2
)〈3〉

. (14)

Term 〈1〉 in (13) and (14) denote the theoretical echo delay
τi(η) and Doppler frequency fdi

(η), respectively. The echo
delay components and Doppler frequency components from
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Fig. 3. Simulation of Doppler frequency for targets at different locations. DC
introduced by (a) geometry error and (b) synchronization error. DFR introduced
by (c) geometry error and (d) synchronization error. Third-order frequency
introduced by (e) geometry error and (f) synchronization error.

geometry are the term 〈2〉, denoted as τg(η) and fdg
(η). In

contrast, τs(η) and fds
(η) denote the two components intro-

duced by synchronization error. From the Doppler frequency,
the Doppler centroid (DC) fq

dce , Doppler frequency rate (DFR)
fq
dre

, and Doppler frequency rate of change (DFC) fq
dte

can be
further obtained as⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

τe(η) =
ΔRq

e(η;rp)
c + μq

0η + 1
2μ

q
1η

2 + 1
3μ

q
2η

3

fq
dce =

(k1Te+kq
1Re)−(k1T+kq

1R)

λ
− fcμ

q
0

fq
dre

=
(k2Te+kq

2Re)−(k2T+kq
2R)

λ
− 2fcμ

q
1

fq
dte

=
(k3Te+kq

3Re)−(k3T+kq
3R)

2λ
− 6fcμ

q
2

(15)

where ΔRq
e(η; rp) = Rq

e(η; rp)−Rq(η; rp).
According to the preceding analysis, this section gives the

characteristics of the geometry error and synchronization error
in the echo delay and the Doppler frequency of each order
parameter, as shown in Fig. 3. For targets at different locations
in the same scene, the variation characteristics of DC, DFR, and
DFC introduced by geometry error are analyzed separately in
Fig. 3(a), (c), and (e). It can be seen that each order parameter
varies with the change in the target position, combined with (15),
it is concluded that DC, DFR, and DFC introduced by geometry
error are spatial variants. In contrast, each order parameter of
the Doppler frequency brought by the synchronization error is
shown in Fig. 3(b), (d), and (f); the difference in target position
does not affect the variation of each order parameter, which can

be observed that the synchronization error is spatial invariant.
Consequently, in this article, the decoupling of the two errors is
realized based on the spatial variance of the geometry error and
the spatial invariance of the synchronization error.

III. PROPOSED METHOD

According to the analysis, the actual Doppler frequency and
time delay at any point in the echo consists of three components:
the theoretical component, the geometry error component, and
the synchronization error component. The theoretical compo-
nent can be calculated based on the system parameters and the
target position. For geometry error and synchronization error
components, the better the estimated results, the nearer the actual
Doppler frequencies and time delay are to the real values. For
a point in the scene, the practical Doppler frequency and time
delay can be calculated based on the energy trajectory of the
echo and the reference time delay.

Therefore, the problem of error estimation can be converted
into an optimization problem, with the objective of finding the
optimal geometry and synchronization errors so as to minimize
the discrepancy between the estimated versus the actual values
of the Doppler frequencies and time delay, which realizes the
decoupling of the geometry and synchronization errors.

Based on this, this article proposes an error estimation method
for imaging that achieves decoupling of the geometry and syn-
chronization errors of the echo from each receiver. The subimag-
ing results after compensating the errors are then coherently
superimposed. The implementation process of the proposed
method can be divided into three parts as follows.

First, the energy trajectories of isolated strong points in each
receiver echo are extracted to calculate the actual values of
Doppler frequency and time delay. Second, an objective function
is established to optimally solve the geometry and synchroniza-
tion error to realize the decoupling, and the BP algorithm is used
to obtain the imaging results of each receiver after compensating
the error by phase factors constructed by the decoupled error
estimations. Finally, the fusion of imaging results from multi-
ple receivers yields a multistatic SAR high-precision imaging
result. The specific implementation process of the algorithm is
described in detail, which is shown in Fig. 4.

A. Time Delay Extraction and Parameter Estimation

Since the geometry error is spatial variant along the range,
multiple energy trajectories need to be extracted to avoid falling
into a local optimum when optimizing the objective function. It is
set to extractK(K ≥ 3) isolated strong-point energy trajectories
in each pair of any transceiver station echo.

1) Range History Inversion: For the k(k = 1, 2, . . .,K) en-
ergy trajectories, multiple strong points on the trajectory are
selected for second-order fitting to obtain the range cell Ek(η)
where the trajectory is located.

Meanwhile, the search range [Ek(η)−Δd/2, Ek(η) +
Δd/2] is set for each azimuthal moment of this trajectory in
the echo, where Δd is a constant, and the range cell with the
strongest energy in the current azimuthal moment Ekm(η) is
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Fig. 4. Flowchart of decoupling compensation method of geometry error and
synchronization error-based on optimization problem.

picked, which is calculated to get the actual delay of the scatter-
ing point Pk(xk, yk) corresponding to this energy trajectory by
the following:

τk(η) = Ekm(η)·dr/c− τr (16)

where dr is the range cell scale and τr is the reference delay.
2) Doppler Parameters Estimation: DFC f̂dt(xk, yk) is es-

timated and compensated for the kth energy trajectory by using
a parameter estimation approach Radon-cubic phase function
(CPF)-Fourier transform (RCFT) in [3]. An FRFT-based pa-
rameter estimation method proposed by [30] is used to estimate
DC f̂dc(xk, yk) and DFR f̂dr(xk, yk). Higher order parameters
can be obtained by the corresponding methods.

B. Decoupling and Estimation of Geometry Error and
Synchronization Error

The effects of geometry and time-frequency synchronization
errors on the Doppler frequency and time delay are analyzed
in (13) and (14), respectively, and the parameter optimization
model is built using these relationships, starting by defining the
unknowns for envelope and phase compensation of the echo into
a solution vector

Λ = [ΔeT ,ΔeqR, αT , α
q
R, βT , β

q
R, μ

q
0, μ

q
1, μ

q
2] . (17)

Denote the target position of the kth extracted energy trajec-
tory as Pk(xk, yk, 0), combined with the reference time delay
and Section III-A, the actual echo delay and Doppler parameters
of each order for this point can be derived, which are expressed
as functions τe(Λ, η;xk, yk), fdc(Λ;xk, yk), fdr(Λ;xk, yk),
fdt(Λ;xk, yk), etc, related to the solution vector Λ and slow
time η. For this energy trajectory, if a variable Λ̂ = Λ exists that
satisfying the relation⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

τe(Λ̂, η;xk, yk) = τ̂e(η;xk, yk) + Δτk
fdc(Λ̂;xk, yk) = f̂dc(xk, yk) + Δfdck
fdr(Λ̂;xk, yk) = f̂dr(xk, yk) + Δfdrk
fdt(Λ̂;xk, yk) = f̂dt(xk, yk) + Δfdtk
. . .

. (18)

Moreover, whenΔRk,Δfdck ,Δfdrk , andΔfdtk all converge
to 0, it implies that the range history and Doppler parameter

estimates of each order in the relation are nearer to the value.
In order to quantitatively measure the accuracy of the individual
estimation solutions, the evaluation functions of the kth energy
trajectory are constructed separately⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Φτk =
∣∣∣τe(Λ̂, η;xk, yk)− τ̂e(η;xk, yk)

∣∣∣
Φdck =

∣∣∣fdc(Λ̂;xk, yk)− f̂dc(xk, yk)
∣∣∣

Φdrk =
∣∣∣fdr(Λ̂;xk, yk)− f̂dr(xk, yk)

∣∣∣
Φdtk =

∣∣∣fdt(Λ̂;xk, yk)− f̂dt(xk, yk)
∣∣∣

. . .

. (19)

Four evaluation functions containing the same solution vec-
tors are constructed concerning Λ according to the minimum-
maximum criterion

Φk(Λ̂) = max {Φτk ,Φdck ,Φdrk ,Φdtk} . (20)

To accelerate the convergence of the algorithm and avoid
falling into local optimal solutions at the same time, the ex-
tracted multiple energy trajectories are integrated to construct
the build-objective optimization function

Λ̂ = argmin
Λ

max {Φ1(Λ),Φ2(Λ), . . .,ΦK(Λ)} . (21)

Aiming to solve this optimization model, the DE algorithm is
utilized in this article to find the optimal solution. The DE al-
gorithm is a stochastic heuristic search algorithm that randomly
generates the initial population before iteration, constructs vari-
ant individuals through the individual differences of the current
population, and then perturbs the new individuals under random
deviation, with individual fitness as the selection criterion [31].
Accordingly, the DE algorithm has a favorable global optimal
seeking ability by directing the search process to approximate
the global optimal solution. In addition, it can solve the optimal
solution in multidimensional space, making it a multiobjective
optimization algorithm. And the algorithm flow is shown as
Algorithm 1.

After the iteration convergence, the optimal solution of the
optimization model is obtained as follows.

Λ̂ =
[
ΔêT ,ΔêqR, α̂T , α̂

q
R, β̂T , β̂

q
R, μ̂

q
0, μ̂

q
1, μ̂

q
2

]
. (22)

So far, the purpose of decoupling the geometry error and
synchronization error is achieved.

C. Error Compensation and Imaging

After decoupling, geometry error and synchronization error
can be compensated and imaged according to Fig. 5.

1) The optimal solution Λ̂q is utilized to construct phase
factors showing in (23) to compensate for the errors caused by
time and frequency synchronization error in the echo obtained
by receiver q. HT and HF are compensated for time-delayed
and Doppler, respectively⎧⎨

⎩
HF = exp

{
j2πfT (μ̂

q
0 + μ̂q

1η + μ̂q
2η

2)η
}

HT = exp
{
j2π(μ̂q

0η + 1
2 μ̂

q
1η

2 + 1
3 μ̂

q
2η

3)fτ

}
.

(23)

2) The actual trajectory is obtained based on (5) and denoted
as (24), which is utilized to image with the BP algorithm after
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Algorithm 1: Optimal Solution Search Algorithm for De-
coupling Geometry Error and Synchronization Error of
Strong Point Trajectory.

INPUT: population size P , variables D, generations
Gm, crossover factor CR, variation factor F0.

Processing:
Step 1: Generate the randomly initialized population.
The upper bound of the individual variable is: x(u)

j while

the lower bound is: x(l)
j . The initial individual is

represented as:
x0
ji = rji · (x(u)

j − x
(l)
j ) + x

(l)
j , i = 1, 2, . . ., P, j =

1, 2, . . ., D
where rji is the uniform random number between [0,1]
when generating individual x0

ji.
Step 2: Represent the current population.
The current generation is G:
SG = {XG

i |XG
i = (x1,i, x2,i, . . ., xj,i, . . ., xD,i)}

Step 3: Mutation operator.
Calculate adaptive mutation factor:
F = F0 × exp{ 1−G

Gm+1−G},
where F determines the amplification ratio of the
deviation vector.

The mutation vector is generated from the parent
difference vector. Perform the following mutation
operations on each individual:
Vi = XG

v1
+ F ·(XG

v2
−XG

v3
)

where XG
v1
, XG

v2
, and XG

v3
represent three randomly

selected individuals that satisfying i �= v1 �= v2 �= v3.
Step 4: Crossover operator.
Constrain the cross-ratio of parent and mutation vectors.
Generate D random numbers rj(j = 0, 1, . . ., D) in the
range [0,1] and determine whether the test population is
composed of Vi or XG

i based on the following equation:

cj,i =

{
vj,i, rj ≤ CR
xG
j,i, otherwise

Step 5: Selection operator.
Selecting individuals with lower objective function
values val to enter the next generation population:

XG+1
i =

{
Ci, val(Ci) ≤ val(XG

i )
XG

i , otherwise
Step 6: Termination conditions.
If G = Gm or the optimal fitness fbest(G) meets the
accuracy requirements, terminate the generation and
return the individual X corresponding to fbest(G).
Otherwise, make G = G+ 1 and continue with step 2
to enter the next generation.

compensating for the synchronization error{
rTe(η) = rT(η)Φ(α̂T)Ψ(β̂T) +ΔêT
rqRe(η) = rqR(η)Φ(α̂

q
R)Ψ(β̂q

R) + ΔêqR
. (24)

3) For every transceiver platform, 1) and 2) were exploited
to acquire the subimaging results, and the final high-resolution
imaging result is coherently superimposed on all subimaging
results.

Fig. 5. Flowchart for error compensation and imaging.

TABLE I
SIMULATION PARAMETERS

IV. RESULTS

To verify the effectiveness of the proposed method, exper-
iments of point targets and real SAR scenarios are conducted
with multistatic SAR simulation data to realize the decoupling
of the geometry and synchronization errors. The imaging results
of all the receiver echoes are coherently superimposed to obtain
high-precision SAR images and improve the imaging frame rate.
In addition to the process of utilizing BP algorithm imaging with
autofocus method in [32] (BP+AF), two methods are compared
with the proposed approach to demonstrate the superiority of
the latter. 1) Method I: Compensate synchronization error for
distributed SAR [28]. 2) Method II: Calculate the flight trajec-
tory by exploiting the Doppler phase error in [24] to compen-
sate for motion error. The simulation parameters are indicated
in Table I.

A. Point Target Simulation

Point target simulation is first carried out to verify the capa-
bility of the presented approach. In this simulation, 25 stationary
targets are generated in the scene, whose distribution in space is
indicated in Fig. 6, and the platform flight velocity vectors are all
(0, 4, 0) m/s. The process of extracting the energy trajectory of
the isolated strong point is shown in Fig. 7, where several points
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Fig. 6. Spatial distribution of point targets.

Fig. 7. Process of extracting isolated strong-point energy trajectories.

on the energy trajectory are taken and fitted to calculate the
range cell migration momentum at each azimuthal moment. To
obtain an accurate trajectory, strong points can be taken within
a certain range around the fitted line and fitted again. After
extracting the trajectory the proposed method can be utilized
to decouple the error. The imaging result is shown in Fig. 8. It
can be observed that by BP+AF, point O is used as a reference
point to calculate the compensated phase, which has a decent
focus after compensation, but the rest of the points are poorly
focused. Method I implements frequency synchronization and
rough time synchronization by direct wave and establishes an
optimization model based on image entropy, whose optimization
results compensate for the residual time synchronization error,
thus obtaining good focused results of 2-D images. However,
the method only considers the synchronization error between
platforms; the geometry error still exists, while the estimation
results obtained by minimizing the image entropy can only solve
the spatial invariant error when compensating for the geometry
error, and the spatial variant error remains. Method II calculates
the geometry trajectory from the Doppler phase, where the

TABLE II
ESTIMATION ERROR OF SYNCHRONIZATION ERROR AND GEOMETRY ERROR

reference point target O could obtain a better-focusing result.
However, on account of considering synchronization error as a
spatial variant error, it will lead to the out of focus of the points
that are far away from the reference target, such as A, B. For
comparison, the proposed method could effectively decouple
the geometry error and synchronization error and compensate
for them separately. It also solves the problems of side lobe
widening and position drift, obtaining a high-precision imaging
result.

In addition, the estimation error of the geometry error and
synchronization error is shown in Table II.Δfmax,ΔTmax denote
the estimation error of the frequency synchronization error and
time synchronization error, respectively. From the table, it can be
calculated that the phase error satisfies |2πΔfmax| ≤ π/4, and
the enveloping error satisfies |2πΔR/λ| ≤ π/4, which verifies
the validity of the method in this article.

In order to quantitatively assess the imaging quality of the
different methods, the azimuth profiles of point targets at differ-
ent positions are represented in Fig. 9. and the metrics, which
include resolution, peak sidelobe ratio (PSLR), and integrated
sidelobe ratio of these targets are measured separately and shown
in Table III. Among them, the imaging results before geometry
error and synchronization error decoupling are poor. Therefore,
their PSLR, ISLR, and resolution are not listed in the table. From
the metrics, it can be concluded that geometry error that is not
compensated for in Method I can cause the final imaging result
to be defocused, there are few points with good performances in
BP+AF, and there is a significant variation between the focusing
effects of points at different locations. Even though Method II
can focus the partial scene well, the rest of the targets at different
positions have various degrees of defocusing. Even though the
performance of the proposed method in terms of PSLR and ISLR
is slightly worse than the theoretical values, it can focus the target
well in the whole scene.

B. Real SAR Scenario

In addition, this article also proves the effectiveness of the
algorithms by processing the real SAR scenario data, the scene
size is set as 100m × 100m.

1) Case I: The system parameters are listed in Table I, and
the imaging results under different algorithms are shown in
Fig. 10.

Intending to quantitatively describe the performance of the
methods, the imaging quality of different algorithms needs to be
specifically measured, and the three indexes namely, sharpness,
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Fig. 8. Imaging results of point targets with different algorithms. (a) BP+AF. (b) Method I. (c) Method II. (d) Proposed method.

Fig. 9. Azimuth profiles of point targets with different positions. (a) Point B. (b) Point A. (c) Point O.

TABLE III
MEASURED IMAGING METRICS FOR THE THREE SCATTERS IN THE POINT TARGETS SIMULATION
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Fig. 10. Imaging results of different methods for the real SAR scenario I with three receivers. (a) BP+AF. (b) Method I. (c) Method II. (d) Proposed method.

TABLE IV
MEASURED IMAGING METRICS FOR THE SCENARIO I

entropy and contrast of the image are given in Table IV. For ease
of comparison, the metrics are listed in relative values, set to 1
for imaging results without compensation.

In terms of metrics, the proposed method has the highest
contrast and sharpness and the lowest entropy, indicating optimal
image quality, with Method II coming in second. Thus allowing
us to obtain that the imaging results of the BP+AF and Method I
are defocused obviously. From the results of Method I, although
the linear term of geometry error remains after compensating the
synchronization error, it cannot solve the problem of positional
offset because it compensates the residual synchronization er-
ror by minimizing the entropy, and the difference in imaging
position leads to serious defocusing in final imaging. While
Method II focuses marginal parts much worse than the center
reference point, the degree of focusing is also spatial variant.
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Fig. 11. Imaging results of different methods for the real SAR scenario II with eight receivers. (a) BP+AF. (b) Method I. (c) Method II. (d) Proposed method.

In contrast, the proposed method performs well in all three
metrics.

2) Case II: In addition, this article increases the number of
receiver platforms to eight, with the x and z coordinates of the
position at the initial moment of time being invariant, and the
y coordinates are changed to 39, 47, 54, 62, 70, 77, 85, and
93 m. The effectiveness of the algorithms is also proved by
processing real SAR scene data, and the imaging results are
shown in Fig. 11. Similarly, the measurements are in the Table V.

Comparing the imaging results of Scene I, it can be seen that in
Scene II, the imaging results of BP+AF are less satisfactory. The
defocusing of Method I is much more severe due to the number of
receivers increasing. The geometry error results in uncorrected

TABLE V
MEASURED IMAGING METRICS FOR THE SCENARIO II

positional offsets of the targets, which cannot be focused well
in the final imaging. Whereas Method II focuses well in area
B, the center of the scene, areas A and C, far away from area
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B, are still out of focus. In contrast, the proposed method can
have well-focused results for the whole scene, which verifies the
effectiveness of the proposed method.

V. CONCLUSION

In order to realize high-precision multistatic SAR imaging
under the coupling of synchronization error and geometry error,
this article proposes a novel multistatic SAR imaging method
with decoupling of synchronization error and geometry error.
First, the characterization of spatial variation of the two errors is
analyzed. Then a constrained optimization model is established
based on their effects on the Doppler frequency and time delay,
followed by obtaining the optimization results with the DE
algorithm. Finally, the errors are compensated and coherently
superimposed with all subimaging results. Compared with the
traditional method of compensating for only one of the errors,
this method can simultaneously estimate the synchronization
error and geometry error, and good imaging results can be
obtained after using the estimated values for compensation. The
results based on point targets and real SAR scenarios show
that the method has better estimation results than the traditional
step-by-step error compensation method.

REFERENCES

[1] H. An, J. Wu, Z. Sun, J. Yang, Y. Huang, and H. Yang, “Topology design
for geosynchronous spaceborne–airborne multistatic SAR,” IEEE Geosci.
Remote Sens. Lett., vol. 15, no. 11, pp. 1715–1719, Nov. 2018.

[2] G. Qian and Y. Wang, “Monostatic-equivalent algorithm via Taylor expan-
sion for BiSAR ship target imaging,” IEEE Trans. Geosci. Remote Sens.,
vol. 61, 2022, Art. no. 5200919.

[3] C. Zeng, D. Li, X. Luo, D. Song, H. Liu, and J. Su, “Ground maneuvering
targets imaging for synthetic aperture radar based on second-order key-
stone transform and high-order motion parameter estimation,” IEEE J. Sel.
Topics Appl. Earth Observ. Remote Sens., vol. 12, no. 11, pp. 4486–4501,
Nov. 2019.

[4] C. Huang, Z. Li, H. An, Z. Sun, J. Wu, and J. Yang, “Optimal GNSS-based
passive SAR large field-of-view imaging via multistatic configuration:
Method and experimental validation,” IEEE J. Sel. Topics Appl. Earth
Observ. Remote Sens., vol. 15, pp. 9873–9884, 2022.

[5] H. Ren et al., “A hybrid resolution enhancement framework for swarm
UAV SAR based on cost-effective formation strategy,” IEEE Trans.
Geosci. Remote Sens., vol. 62, 2023, Art. no. 5200216.

[6] W. Pu, “SAE-Net: A. deep neural network for SAR autofocus,” IEEE
Trans. Geosci. Remote Sens., vol. 60, 2022, Art. no. 5220714.

[7] Y. Song, W. Pu, J. Huo, J. Wu, Z. Li, and J. Yang, “Deep parametric
imaging for bistatic SAR: Model, property and approach,” IEEE Trans.
Geosci. Remote Sens., vol. 62, 2024, Art. no. 5212416.

[8] J. Wu, W. Pu, H. An, Y. Huang, H. Yang, and J. Yang, “Learning-based
high-frame-rate SAR imaging,” IEEE Trans. Geosci. Remote Sens., vol. 61,
2023, Art. no. 5208813.

[9] L. Fan, H. Wang, Q. Yang, Y. Wang, B. Deng, and H. Xiao, “High
frame-rate and low-latency video SAR based on robust Doppler parameters
estimation in the terahertz regime,” IEEE Trans. Geosci. Remote Sens.,
vol. 61, 2023, Art. no. 5207016.

[10] J. Ding, L. Wen, C. Zhong, and O. Loffeld, “Video SAR moving target
indication using deep neural network,” IEEE Trans. Geosci. Remote Sens.,
vol. 58, no. 10, pp. 7194–7204, Oct. 2020.

[11] W. Pu, X. Wang, J. Wu, Y. Huang, and J. Yang, “Video SAR imaging
based on low-rank tensor recovery,” IEEE Trans. Neural Netw. Learn.
Syst., vol. 32, no. 1, pp. 188–202, Jan. 2021.

[12] F. Zuo and J. Li, “A persistent imaging method for video-SAR in terahertz
band,” in Proc. Int. Appl. Comput. Electromagn. Soc. Symp., 2017, pp. 1–2.

[13] J. Ding, K. Zhang, X. Huang, and Z. Xu, “High frame-rate imaging using
swarm of UAV-borne radars,” IEEE Trans. Geosci. Remote Sens., vol. 62,
2024, Art. no. 5204912.

[14] H. Ren et al., “Swarm UAV SAR for 3-D imaging: System analysis and
sensing matrix design,” IEEE Trans. Geosci. Remote Sens., vol. 60, 2022,
Art. no. 5238316.

[15] H. Wang, X. Chen, S. C. Zheng, D. Yang, J. H. Mei, and S. L. Wu, “Analysis
of spatial synchronization errors for spaceborne bistatic SAR system,” in
Proc. 2nd China Int. SAR Symp., 2021, pp. 1–5.

[16] W.-Q. Wang, “GPS-based time & phase synchronization processing for
distributed SAR,” IEEE Trans. Aerosp. Electron. Syst., vol. 45, no. 3,
pp. 1040–1051, Jul. 2009.

[17] P. López-Dekker, J. J. Mallorqui, P. Serra-Morales, and J. Sanz-Marcos,
“Phase synchronization and doppler centroid estimation in fixed receiver
bistatic sar systems,” IEEE Trans. Geosci. Remote Sens., vol. 46, no. 11,
pp. 3459–3471, Nov. 2008.

[18] S. Guo, G. Cui, L. Kong, Y. Song, and X. Yang, “Multipath analysis
and exploitation for MIMO through-the-wall imaging radar,” IEEE J. Sel.
Topics Appl. Earth Observ. Remote Sens., vol. 11, no. 10, pp. 3721–3731,
Oct. 2018.

[19] D. Liang et al., “A high-accuracy synchronization phase-compensation
method based on Kalman filter for bistatic synthetic aperture radar,” IEEE
Geosci. Remote Sens. Lett., vol. 17, no. 10, pp. 1722–1726, Oct. 2020.

[20] P. Zhou, M. Sui, Z. Zhang, Y. Wang, X. Zhang, and J. Zhang, “Influence
analysis of time synchronization error on altimetry accuracy of multibase-
line SARs,” J. Appl. Remote Sens., vol. 15, no. 4, 2021, Art. no. 046509.

[21] Y. Ji et al., “Motion compensation method using direct wave signal for
CTSR bistatic HFSWR,” IEEE Geosci. Remote Sens. Lett., vol. 20, 2023,
Art. no. 3502005.

[22] W. Pu and Y. Bao, “RPCA-AENet: Clutter suppression and simultaneous
stationary scene and moving targets imaging in the presence of motion er-
rors,” IEEE Trans. Neural Netw. Learn. Syst., vol. 35, no. 2, pp. 2339–2352,
Feb. 2024.

[23] Y. Hai et al., “Microwave photonic SAR high-precision imaging based on
optimal subaperture division,” IEEE Trans. Geosci. Remote Sens., vol. 60,
2022, Art. no. 5232317.

[24] Y. Li, W. Li, J. Wu, Z. Sun, H. Sun, and J. Yang, “An estimation and
compensation method for motion trajectory error in bistatic SAR,” Remote
Sens., vol. 14, no. 21, 2022, Art. no. 5522.

[25] Y. Luomei and F. Xu, “Segmental aperture imaging algorithm for multi-
rotor UAV-borne miniSAR,” IEEE Trans. Geosci. Remote Sens., vol. 61,
2023, Art. no. 5202318.

[26] Y. Zhang, S. Chang, R. Wang, and Y. Deng, “An innovative push-to-talk
(PTT) synchronization scheme for distributed SAR,” IEEE Trans. Geosci.
Remote Sens., vol. 60, 2021, Art. no. 5213313.

[27] W. Li, D. Zou, Y. Li, Z. Liu, Z. Li, and J. Yang, “An estimation scheme of
the linear time synchronization error for bistatic forward-looking SAR,”
in Proc. IEEE Radar Conf., 2019, pp. 1–3.

[28] Y. Wang et al., “First demonstration of single-pass distributed SAR tomo-
graphic imaging with a p-band UAV SAR prototype,” IEEE Trans. Geosci.
Remote Sens., vol. 60, 2022, Art. no. 5238618.

[29] Y. Li, W. Li, Z. Li, J. Wu, Y. Huang, and J. Yang, “Frequency reference
error analysis for bistatic SAR,” in Proc. IGARSS IEEE Int. Geosci. Remote
Sens. Symp., 2019, pp. 3527–3530.

[30] Y. Zhao, H. Yu, G. Wei, F. Ji, and F. Chen, “Parameter estimation of wide-
band underwater acoustic multipath channels based on fractional fourier
transform,” IEEE Trans. Signal Process., vol. 64, no. 20, pp. 5396–5408,
Oct. 2016.

[31] R. Storn and K. Price, “Differential evolution–A simple and efficient
heuristic for global optimization over continuous spaces,” J. Glob. Optim.,
vol. 11, pp. 341–359, 1997.

[32] J. N. Ash, “An autofocus method for backprojection imagery in syn-
thetic aperture radar,” IEEE Geosci. Remote Sens. Lett., vol. 9, no. 1,
pp. 104–108, Jan. 2012.

Wanmin Wu (Student Member, IEEE) received the
B.S. degree in electronic engineering in 2020, from
Sichuan University (SCU), Chengdu, China, where
she is currently working toward the Ph.D. degree in
information and communication engineering with the
School of Information and Communication Engineer-
ing, University of Electronic Science and Technology
of China (UESTC), Chengdu, China.

Her research interests include synthetic aperture
radar imaging and ship target imaging.



15442 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

Wei Pu (Member, IEEE) received the B.S. and
Ph.D. degrees in electronic engineering from the
University of Electronic Science and Technology of
China (UESTC), Chengdu, China, in 2012 and 2018,
respectively.

From 2017 to 2018, he was a Visiting Student with
the Department of Electrical Engineering, Columbia
University, New York, NY, USA. From 2019 to 2022,
he was a Research Fellow with University College
London (UCL), London, U.K. He is currently a Pro-
fessor with UESTC. His research interests include

synthetic aperture radar, sparse signal processing, and deep learning.
Dr. Pu was a recipient of the Newton International Fellowship from the Royal

Society, U.K.

Junjie Wu (Senior Member, IEEE) received the B.S.,
M.S., and Ph.D. degrees in electronic engineering
from University of Electronic Science and Technol-
ogy of China (UESTC), Chengdu, China, in 2004,
2007, and 2013, respectively.

He is currently a Professor with the UESTC. From
January 2012 to January 2013, he was a Visiting Stu-
dent with the Department of Electrical and Computer
Engineering, Duke University, USA. His research
interests include synthetic aperture radar imaging
(particular emphasis on bistatic synthetic aperture

radar).
Dr. Wu is the Reviewer of IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE

SENSING, IEEE TRANSACTIONS ON SIGNAL PROCESSING, IEEE Journal of Selected
Topics in Applied Earth Observations and Remote Sensing (JSTARS), Journal
of Selected Topics in Signal Processing, IEEE Geoscience and Remote Sensing
Letters (GRS), IET Radar Sonar and Navigation (RSN), and so on.

Yu Hai (Student Member, IEEE) received the B.S.
degree in electronic engineering in 2018, from the
University of Electronic Science and Technology of
China (UESTC), Chengdu, China, where he is cur-
rently working toward the Ph.D. degree in informa-
tion and communication engineering with the School
of Information and Communication Engineering.

From 2023 to 2024, he was a Visiting Student
with the School of Electrical and Electronic Engineer-
ing, Nanyang Technological University, Singapore.
His research interests include microwave photonic
SAR/ISAR imaging and sparse signal recovery.

Xinyu Mao (Student Member, IEEE) received the
B.S. degree in electronic engineering in 2019, from
the University of Electronic Science and Technol-
ogy of China (UESTC), Chengdu, China, where
she is currently working toward the Ph.D. de-
gree in information and communication engineering
with the School of Information and Communication
Engineering.

Her research interests include multistatic synthetic
aperture radar imaging.

Hongyang An (Member, IEEE) received the B.S.
and Ph.D. degrees in electronic engineering from the
University of Electronic Science and Technology of
China (UESTC), Chengdu, China, in 2015 and 2020,
respectively.

From 2019 to 2020, he was a Visiting Student with
Nanyang Technological University, Singapore. He is
currently with UESTC. His research interests include
synthetic aperture radar and sparse signal processing.

Zhongyu Li (Member, IEEE) received the B.S. and
Ph.D. degrees in electronic engineering from the
University of Electronic Science and Technology of
China (UESTC), Chengdu, China, in 2011 and 2017,
respectively.

From 2015 to 2016, he was a Visiting Ph.D. Stu-
dent with the Department of Information Engineer-
ing, Electronics and Telecommunications, Sapienza
University of Rome, Rome, Italy. He is currently a
Research Professor with UESTC. He has authored
or coauthored more than 70 journal articles and con-

ference papers. His research interests include synthetic aperture radar (SAR)
technology (particular emphasis on bistatic/multistatic SAR moving target de-
tection and imaging technologies).

Dr. Li is the Winner of the 2022 URSI Young Scientists Award and the
Outstanding Doctoral Society Award of the Chinese Institute of Electronics. He
was successfully selected for the China Postdoctoral Innovative Talent Support
Program. He received the Excellent Paper Award-First Prize at the 2019 6th
APSAR. He has served on the editorial boards of Modern Radar and Radar
Science and Technology. He has served as a Guest/Topic Editor for Remote
Sensing and Frontiers in Signal Processing.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


