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A Transformer-Based Multimodal Model for
Urban–Rural Fringe Identification
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Fan Zhang, and Yu Liu

Abstract—As the frontier of urbanization, urban–rural fringes
(URFs) transitionally connect urban construction regions to the
rural hinterland, and its identification is significant for the study of
urbanization-related socioeconomic changes and human dynamics.
Previous research on URF identification has predominantly relied
on remote sensing data, which often provides a uniform overhead
perspective with limited spatial resolution. As an additional data
source, street view images (SVIs) offer a valuable human-related
perspective, efficiently capturing intricate transitions from urban
to rural areas. However, the abundant visual information offered
by SVIs has often been overlooked and multimodal techniques have
seldom been explored to integrate multisource data for delineating
URFs. To address this gap, this study proposes a transformed-based
multimodal methodology for identifying URFs, which includes a
street view panorama classifier and a remote sensing classification
model. In the study area of Beijing, the experimental results indi-
cate that an URF with a total area of 731.24 km2 surrounds urban
cores, primarily located between the fourth and sixth ring roads.
The effectiveness of the proposed method is demonstrated through
comparative experiments with traditional URF identification meth-
ods. In addition, a series of ablation studies demonstrate the efficacy
of incorporating multisource data. Based on the delineated URFs
in Beijing, this research introduced points of interest data and
commuting data to analyze the socioeconomic characteristics of
URFs. The findings indicate that URFs are characterized by longer
commuting distances and less diverse restaurant consumption pat-
terns compared to more urbanized regions. This study enables
the accurate identification of URFs through the transform-based
multimodal approach integrating SVIs. Furthermore, it provides
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a human-centric comprehension of URFs, which is essential for
informing strategies of urban planning and development.

Index Terms—Deep learning, social sensing, street view images
(SVIs), urban rural fringe (URF), urbanization.

I. INTRODUCTION

THE urban–rural fringe (URF) demarcates the boundary of
urban expansion, serving as a pivotal interface between

urban and rural areas, and integrating demographic, land use,
economic, and environmental elements. Scholars commonly
characterize the URF as a “semiurbanized” region, emphasizing
its continuous sprawl and incomplete urban transformation,
frequently functioning as suburban zones for major cities [1], [2],
[3]. Given the limitations of the traditional dichotomy between
urban and rural areas in various fields, the concept of URF as
part of the rural–urban gradient, enriches our understanding by
offering a more nuanced spatial representation of the interactions
between rural areas, urban centers, and the broader rural–urban
system [4]. The spatial identification of URFs holds significant
importance for analyzing urbanization trends and promoting
urban development, especially in countries that have undergone
rapid urban growth in recent decades, such as China [5], [6].
However, the precise identification of URFs presents a challenge
due to their geographically fragmented distribution and the
complex, often disputed, nature of land use within these areas,
where physical landscapes and social structures bear similarities
to both urban and rural settings.

Remotely sensed data have become the predominant source
for identifying URFs, as they can effectively capture detailed
physical and socioeconomic features of the land surface, en-
abling the differentiation between urban and rural areas. Most
methods utilizing remotely sensed data apply unsupervised
learning to identify URFs. These methods typically identify
regions that holds features found in both urban and rural areas,
while also being distinct from both in terms of land use intensity
and economic status [3], [5], [7]. For instance, impervious
surface area data and DMSP/OLS nighttime light data were,
respectively, utilized in the studies by the authors in [7] and [5]
for identifying URFs. [3] integrated nighttime light data with
land use data to create a comprehensive index of land devel-
opment intensity. They employed a self-organizing feature map
(SOFM) to cluster lands in Beijing into three categories for the
identification of URFs. However, with limited spatial resolution
in previous studies, such as kilometer-scale for nighttime light
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data, there is insufficient spatial detail to effectively perform
URF identification. Furthermore, URFs can hardly be efficiently
recognized using only remotely sensed data sources, due to the
constrained characteristics offered by an overhead perspective
and the absence of a ground-based view.

Street view images (SVIs) generally refer to panoramic im-
ages of streetscapes from a human perspective [8], [9], provid-
ing additional visual modality data for URF identification [6].
These images record detailed information on human infras-
tructure associated with URFs, including architectural facades
and the materials used for buildings and roadways. In addition
to depicting physical space, SVIs unveil urban lifestyle and
socioeconomic characteristics, emphasizing the importance of
microscopic spatial scale of individuals [10]. They offering
insights into neighborhood facilities and amenities, such as
groceries, signs, and bus stations, which encode people’s daily
life experiences [11], [12], [13], [14], [15]. As a crucial sup-
plement to remotely sensed data, SVIs provide a fine-grained
description of urban built environment necessary for the precise
identification of URFs. Given the wealth of detailed visual
information offered by SVIs, incorporating SVIs with remote
sensing (RS) imagery potentially enhances the accuracy of URF
identification. However, previous studies commonly overlook
the importance of combining these two data sources.

To facilitate the integration and processing of multisource data
in urban studies, the adoption of multimodal learning has gained
momentum, which can deliver more informative and precise
outcomes. This approach, exemplified in [16], integrated diverse
data, such as RS images and social sensing data, to tackle the
challenge of recognizing urban region functions. Similarly, Sri-
vastava et al. [17] developed a multimodal model that leverages
visual information from both aerial and ground perspectives to
predict land use patterns at the urban-object level. Furthermore,
Huang et al. [18] constructed a comprehensive urban space
representation through multimodal learning, combining SVIs,
RS imagery, and social sensing data. This proposed framework
demonstrated efficacy in identifying urban villages through ex-
perimentation. These studies show the potential of multimodal
techniques in learning subtle difference between urban and rural
areas.

In existing multimodal research, the Transformer-based
models [19], [20] have demonstrated remarkable performance
and scalability in visual studies. Transformers possess the capa-
bility to extract implicit urban features and enhance multimodal
learning, contributing to a deeper understanding of urban spaces.
The Swin Transformer [21], a vision Transformer model, em-
ploys a hierarchical structure with shifted windows to effectively
model visual features across multiple scales. This architecture
excels at capturing geographical information, enabling the de-
tailed extraction of geospatial features from RS data [22]. Its ap-
plication has extended to various tasks in geographical domain,
including semantic segmentation of urban greenness and sea ice
classification [23], [24]. Employing Transformer-based models,
such as the Swin Transformer, to extract visual modality with
detailed information might reveal and emphasize subtle traces
of URFs. However, existing URF identification studies have

failed to capitalize on the advantages of visually intelligent deep
learning methods due to their lack of inclusion of multisource,
vast labeled visual data with fine-grained details and high spatial
resolution.

To address the challenge of URF identification and develop
a comprehensive understanding of URF using multisource data,
we propose proposes a Transformer-based multimodal approach
integrating SVIs, RS imagery, and other remotely sensed data.
First, we establish a framework for labeling a street view
panorama dataset capable of distinguishing URF from urban
and rural areas. Second, a street view panorama classifier and
a Transformer-based multimodal RS classification model are
built to identify URFs. In the multimodal classification model,
multisource data are fused to accurately characterize URF and
achieve reliable recognition results, including RS images, and
auxiliary RS data, such as population, nighttime light, and
normalized difference vegetation index (NDVI). Experimental
results demonstrate the efficacy of fusing multimodal learning
in the identification of URFs, yielding an overall accuracy (OA)
of 72.70%. Based on the identified URFs, this study further
analyzes their socioeconomic characteristics, with a focus on
consumption characteristics and commuting patterns. By im-
proving the accuracy of URF identification and shedding light
on the characteristics of URFs, this research contributes valuable
insights for urban planning and development.

The rest of this article is organized as follows. Section II
first introduces the multimodal framework proposed in this
research. Section III provides details regarding the study area,
data sources, and implementation procedures. Section IV shows
the results of URF identification and evaluates the effectiveness
of the proposed multimodal framework. Section V further anal-
yses the socioeconomic characteristics of URFs based on the
identification results. Finally, Section VI concludes this article.

II. METHODS

A. Overall Framework

To delineate URFs in Beijing, this study proposed a deep-
learning-based approach, using an integration of SVIs, RS and
population data. The workflow is illustrated in Fig. 1, which
included three major procedures: 1) SVI data acquisition and
labeling, 2) SVI classification, and 3) Transformer-based multi-
modal RS classification.

First, the street view panoramas within this study area were
collected, and a sample set was extracted and labeled with the
proposed framework. Second, a street view panorama classifier
was trained to classify SVIs into urban, URFs and rural areas, and
automatically extended the classification results to each image
in the entire Beijing SVI dataset. After mapping and rasterizing
the classification results, a Transformer-based multimodal RS
classification model was used to build the relationships between
multisource remotely sensed data and street view category in the
SVI-available area. This model was then utilized to predict and
render the complete spatial distribution of URFs across Beijing.
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Fig. 1. Overall framework of the proposed method. (a) SVI data acquisition and labeling. (b) Street view panorama. (c) Transformer-based multimodal remote
sensing classification classification.

B. Identifying URFs From Street View Panoramas

1) Labeling the Street View Panorama Dataset: Through
delicate and human-centric streetscape visual information, SVIs
offers opportunities for identifying URFs. Since there are no
existing SVI datasets that label and distinguish the URFs from
urban areas and rural areas, a labeled street view dataset was built
for training and validating the street view panorama classifier in
this study. Considering URF as a vague and complicated phe-
nomenon [25], we build a multilevel street view-informed URF
characterization framework for labeling SVIs upon [26], which
has developed a generic ontological framework for image-based
slum classification. This framework clarifies a set of visual in-
dicators for URF identification at three levels: the environment,
the settlement, and the object level. Combining the knowledge
from authoritative definition, socioeconomic background, and
professional experience, we can delineate a spectrum of typical
streetscapes in URFs. The summarized description of the three
levels is as follows and examples can be found in Fig. 2.

1) Environment level: URF is located at the intersection
of highly urbanized areas and the rural hinterlands or
less urbanized regions. This positioning means that SVIs
from these areas often display a blend of urban and rural
elements, particularly characteristics indicative of devel-
opment, such as croplands interspersed with vacant lots
and construction sites. The skyline is noticeably lower
and less cluttered than in more urbanized locales, lacking
skyscrapers and featuring only scattered buildings and
structures.

2) Settlement level: The majority of settlements within URFs
consist of informal settlements, often referred to as “ur-
ban villages” [27]. These are typically characterized by
compact, overcrowded, self-constructed houses built by
former villagers without official authorization or adher-
ence to approved urban planning and building codes [28].
Consequently, SVIs often capture the high density and
irregular layout of these settlements, including makeshift
constructions [6], [29]. Many such settlements extend
beyond standard regulations in terms of area and number
of floors. Some feature additional floors and oversized
balconies that encroach upon alleys. These architectural
features, evident in SVIs, are adaptations by residents who
modify and expand their properties to lease them out,
which is driven by the high demand for affordable housing
from the influx of low-income migrant workers.

3) Object level: The alleys depicted in SVIs are notably nar-
row due to the high-density construction of unauthorized
buildings. Many roads lack urban greenery features such
as trees along the sidewalks and are unsealed and uneven.
The large influx of migrant workers residing in URF
areas generates substantial amounts of waste, straining
existing public facilities and services. The lack of timely
waste removal results in accumulations of rubbish in these
narrow alleys, visible in SVIs. Illegal building activities
and renovations contribute to debris like bricks and con-
crete cluttering the laneways, which are also captured
in street view imagery. The high population density of
migrant workers places excessive demands on the already
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Fig. 2. Multilevel street view-informed URF characterization framework for labeling SVIs and street view examples.

inadequate infrastructure in URFs, leading to shortages in
power and gas supplies. This has resulted in the prolifer-
ation of illegally installed wires crisscrossing overhead,
further complicating the urban landscape.

Based on this framework, we randomly selected and labeled
a total of 5800 street view panoramas from a dataset comprising
240 501 Beijing SVIs, effectively capturing streetscapes from
the city center to the urban periphery. The labeled SVI dataset
comprises 2255 urban images, 1830 village images, and 1715
URF images. Despite the uneven distribution of data points
across different administrative districts-dense in the urban center
and relatively sparse at the periphery-our stratified sampling
method can balance the weights of each region in the sample
by sampling a similar number of data points within each class in
the rural–urban continuum. These images were initially labeled
by volunteers and subsequently verified by experts, classified
into three types, i.e., urban, rural areas, and URFs.

2) Street View Panorama Classifier: The labeled SVI dataset,
derived from the Beijing SVI collection, was used to train the
street view panorama classifier. Initially, it was divided into
training and validation sets in an 8:2 ratio. This dataset was
then employed for supervised learning to classify images into
urban, URF, and rural categories. ResNet-34 [30] was adopted
here due to its high effectiveness and relatively simple structure,
considering the tradeoff between performance and cost.

The architecture of the street view panorama classifier con-
sists of three main parts: the input, which includes street view
panoramas scaled to (1024, 512, 3) for efficiency; the backbone,
utilizing ResNet-34 to transform images into a (512, 16, 32)
feature map; and the head, comprising an average pooling layer
followed by a sequence of fully connected layers for class
prediction.

After training and validation, all street view panoramas were
processed by the classifier to automatically extend the classifi-
cation results to the entire SVI dataset, which nearly cover the
whole road network of Beijing. To transfer the classification
result into spatially continuous, the classification results from

SVIs as discrete points were mapped into regular grids through
rasterization, which can convert vector to rasters [see Fig. 1(b)].
This study employed a spatial resolution with the size of
1 km× 1 km because it can effectively capture the characteristics
of URF while also aligning with the resolution of multisource
RS data. The category of each grid was determined based on the
majority class of the street view sampling points located in the
grid.

C. Transformer-Based Multimodal RS Classification Model

Due to the geographic constraints and the restriction of acces-
sibility through road network, streetscape panoramas in some
rural regions and urban rural fringes do not exist or are difficult
to collect, resulting in the limited spatial coverage of the street
view panoramas dataset and classification results through the
street view panorama classifier, which can be completed through
RS data due to the high coverage characteristics. Therefore, to
obtain the land types in the whole city, a Transformer-based
multimodal RS classification model was built with multisource
remotely sensed data, including RS images, nighttime light
intensity, NDVI, and population density, capturing features from
natural environments to human socioeconomic behaviors. Using
the geographic units in the street view reachable area as the
training and validation set, the Transformer-based multimodal
RS classification model was trained to classify and to obtain the
land types for the entire city. The architecture of our proposed
model is delineated in Fig. 3.

The process of multimodal RS classification model integrated
two distinct modalities, A and B, processed through separate
neural network architectures.

Modality A processes RS images using the Swin Trans-
former [21]. This architecture excels at capturing complex spa-
tial hierarchies within the data, making it well-suited for our task
where URFs vary in size, morphology, and environments. This
module ultimately producing a 1024-D feature that represents
the extracted characteristics of the RS imagery. Given a RGB
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Fig. 3. Structure of Transformer-based multimodal RS classification model.

RS image of a 1 km × 1 km grid within the city boundary, repre-
sented as XA ∈ R

3×H×W . We then employ Swin Transformer,
denoted as FST, for image feature extraction. The core of Swin
Transformer are transformer blocks with modified self-attention
computation. As illustrated in Fig. 3, a Swin Transformer block
consists of a window-based multiheaded self-attention mod-
ule (W-MSA), which can also be shifted window-based MSA
(SW-MSA), followed by a two-layer MLP with GELU nonlin-
earity in between. A LayerNorm (LN) layer is applied before
each MSA module and each MLP, and a residual connection
is applied after each module. The Swin Transformer blocks are
computed as

ẑl = W-MSA
(
LN

(
zl−1

))
+ zl−1

zl = MLP
(
LN

(
ẑl
))

+ ẑl (1)

where zl−1 is the input feature of the Swin Transformer
block, ẑl and zl denote the output features of the (S)W-MSA
module and the MLP module for block l, respectively. The
Modality A feature extracted through Swin Transformer can be
expressed as

FA = FST(XA) ∈ R
d (2)

where d is dimension of the output feature.
Modality B processes 3 channel auxiliary RS data includ-

ing nighttime light intensity, population density, and NDVI,
formating 3-D vector for an 1 km × 1 km grid, represented
as XB ∈ R

3. Recent studies have embedded low-dimensional
geographic data into high-dimensional neural representations,
resulting in semantically rich, high-dimensional features that are
well-suited for a wide range of geographic tasks [31]. Similarly,

the 3-D vector is then passed through a Resnet18 model, denoted
as FRes, to get a 1024-D Modality B Feature FB ∈ R

d

FB = FRes
(
XB ∈ R

d
)
. (3)

The feature extracted from both modalities are then concate-
nated to form a fused RS feature FRS, which is given by

FRS = [FA, FB] (4)

where [,] refers to the concatenating operation.
The fused RS feature encapsulates the comprehensive infor-

mation captured from both the RS images and the auxiliary RS
sources. Following the feeding of the fused feature into the fully
connected layer classification module, the classification loss can
be calculated using

Lcls = − 1

Nsup

NRS∑

i=1

yi log y
′
i (5)

where NRS denotes the number of training samples with labels
in each mini-batch during the training phase. yi represents the
ground truth of ith training sample and yi is predictive label.

III. MATERIALS AND EXPERIMENTS

A. Study Area and Data

1) Study Area: Beijing, the capital of the People’s Republic
of China, was selected as the subject of this study, which is
located at the northwestern edge of the North China Plain
(39◦28–41◦ 05N, 115◦25–117◦30E) and covers an area of
16 411 km2 . As of the end of 2010, Beijing consists of 16
municipal districts, which are divided into four layers according
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Fig. 4. Study area and spatial distribution of sample points of street view
panorama.

to their functions from the inside to the outside: the core of the
capital function (Dongcheng District and Xicheng District), the
expanded urban function (Chaoyang District, Fengtai District,
Haidian District, Shijingshan District), the new urban function
(Changping District, Daxing District, Fangshan District, Shunyi
District, Tongzhou District), and the Ecological Containment
Zone (Huairou District, Mentougou District, Miyun District,
Pinggu District, Yanqing District).

Since the 1990s, the built-up area of Beijing has been expand-
ing as a result of rapid economic development and rapid urban-
ization. Urban expansion has also caused large-scale changes in
urban land use. The central urban area has now crossed the two
green belts initially designated by the municipal government
to prevent the central urban area from being connected to the
new development zone in the peripheral area [32], [33]. During
urban sprawling, URFs with lots of illegal constructions and
disorganized environments emerge in the green belts [28]. To
increase the sustainability of urban development, the govern-
ment has made policies to accelerate the urbanization of the
URFs, in order to transfer the disorder into a more sustainable
urban environment. Therefore, the quantitative identification of
Beijing’s URF is important for monitoring urbanization and
optimizing urban governance.

2) Datasets: This study used multisource datasets to identify
and analysis URFs in Beijing, including the street view panora-
mas, RS images, nighttime light data, NDVI, and population
data. The street view panoramas came from Baidu Map open
platform.1 SVIs in panoramic form were obtained by setting
the field of view (fov parameter in the Baidu API) to 360. As
shown in Fig. 4, the street view panorama dataset, containing
240 501 images, was collected through the panoramic static view

1[Online]. Available: https://lbsyun.baidu.com

Fig. 5. Examples of classification results of the street view panorama classifier.

API,2 covering photos taken along the road networks at 50 m
intervals from 2013 to 2017. The 2017 RS imagery was acquired
from Google Earth, encompassing the entirety of Beijing. The
imagery boasts a fine spatial resolution of 2.39 m per pixel and
includes three spectral bands: red, green, and blue. For the pur-
poses of model integration, the imagery was uniformly divided
into uniform segments, each measuring 1000 m×1000 m. The
basic information of other datasets is shown in Table I.

B. Experimental Setting

1) Implementation Details: The street view panorama clas-
sifier was as implemented with a batch size of 16 and a learn-
ing rate initialized to 1e-4, and a training period of 30, with
training performed on an NVIDIA GeForce RTX 2080 Ti GPU.
The Swin Transformer model in the multimodal RS classifi-
cation model was pretrained on ImageNet-21k [34], and the
computational environment of the multimodal RS classification
model is powered by a singular NVIDIA A800 GPU with 80G
memory, with learning rate of 0.0005, batch size of 64 and 30
epoches of training. All codes are implemented with PyTorch
framework [35].

2) Evaluation Metrics: In the experiments of the multimodal
RS classification, four quantitative evaluation indices [i.e., ac-
curacy for each category, OA, average accuracy (AA), and
kappa coeffcient (κ) ] are applied to evaluate the classification
performance. More specifically, OA is the ratio of correctly
classified objects to the total objects, providing a global indi-
cation of the classification performance across all categories.
AA is calculated by averaging the accuracies obtained for each
individual class. The kappa coefficient is a statistical measure
that compares an observed accuracy with an expected accuracy
(random chance), which is particularly useful in situations where
the classes are imbalanced.

IV. RESULTS

A. Identified URFs in Beijing

The street view panorama classifier, achieving an AA of
81.50% during the validation phase, effectively distinguishes
URF streetscapes from urban and rural scenes. Examples of
some classification results are illustrated in Fig. 5.

Through the Transformer-based multimodal RS classification
model, the core urban area and the surrounding URF region can

2[Online]. Available: https://lbsyun.baidu.com/index.php?title=viewstatic

https://lbsyun.baidu.com
https://lbsyun.baidu.com/index.php{?}title$=$viewstatic
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TABLE I
BASIC INFORMATION OF DATA USED IN THIS STUDY

Fig. 6. Map comparison between the results of the (a) proposed model and
those of, (b) K-means method, and (c) SOFM method. (d) SVI examples in
the highlighted test region marked by Roman numerals in (a). All cells within
the highlighted test region were identified as urban using the K-means method;
however, image (d) clearly displays URF features in the area marked with Roman
numerals.

be delineated can is shown in Fig. 6(a). The identified URFs
generally surrounded the central city area, showing a ring-like
pattern with a total area of about 731.24 km2. The population
of this area contained the smallest number of the three parts,
accounting for 14.13% of the city’s resident population. Most
of the URFs were distributed in the new urban development
zones, and a small part was located in the periphery of the urban
function expansion areas, such as Haidian District, Shijingshan
District, and Fengtai District. Meanwhile, some identified URFs
were also distributed around satellite cities, such as Yanqing
District. In addition, there were some URF areas in the eco-
logical conservation zones that were not connected to urban
areas. These URFs were generally evolved from rural areas,
and their level of urbanization exceeded that of the rural areas
but was still not up to that of the urban. In the future, with the
continuous urbanization process, these areas have the possibility
of developing into urban areas. The rural population constituted
only 22.72% of the city’s resident population, and the rural
area comprised the majority of Beijing’s land (87.83%) and was
concentrated in the city’s west and north, in accordance with the
city’s topographic features, which were elevated in the northwest
and low in the southeast. Primarily situated within ecological
conservation zones, these locations were predominantly charac-
terized by mountainous and forested terrain, reaching elevations
above 2000 m. Consequently, they were deemed unsuitable for
urban development.

B. Ablation Studies

In order to measure the efficacy of using multimodal data and
study the interpretability of different data sources in identifying
URF, we trained unimodal (only RS imagery, referred as RI in
the table later or only auxiliary data) and bimodal models (RS
imagery integrated with different channels of auxiliary RS data)
for comparison with the multimodal RS classification model.
To ensure an equitable comparison, all models used identical
training and validation datasets along with the same model
hyperparameters. The results of this analysis on validation set
are displayed in Table II, where the best results are denoted in
bold.

The results demonstrate that the proposed model with all data
source from two different modality outperforms other unimodal
and bimodal models in terms of OA and kappa coeffcient,
achieving an OA of 72.7%, kappa coeffcient of 0.57. This result
demonstrates that integrating data from multiple sources across
two modalities enhances the OA and provides comprehensive in-
formation for effectively recognizing URF. The bimodal models
based on RS imagery and one channel RS auxiliary data also per-
forms well, outperforming the proposed model in specific accu-
racy in terms of category-specific accuracy, which underscores
the distinct characteristics and explanatory power of different RS
data in recognizing specific land types. Combining RS imagery
and nighttime light data can identify urban areas with highest
accuracy, since nighttime light data can distinguish urban areas
by detecting city lights from traffic, residential zones, and similar
sources, clearly setting them apart from the dark backgrounds of
rural areas. Combining RS imagery with NDVI data enables the
detection of rural areas with the highest accuracy. This efficacy
can be attributed to NDVI’s capability to identify green vegeta-
tion, a predominant feature of rural landscapes characterized
by cultivated land and forests. Combining RS imagery with
population data achieves the highest accuracy in identifying
URF areas. This effectiveness is likely because population den-
sity, a fundamental socioeconomic attribute, can significantly
distinguish URFs, since URF areas often experience a marked
decrease in population density as they transition into rural fringes
notably. However, the unimodal models demonstrate limited
accuracy both overall and in category-specific assessments, em-
phasizing the importance of integrating multiple data sources to
enhance OA.

C. Comparative Experiments

To evaluate the effectiveness of our proposed method, we
conducted a series of comparative experiments against existing
URF identification techniques. Among the earlier methods, the
K-means approach utilized in [5] employed nighttime light as
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TABLE II
OA, AA, κ, AND THE ACCURACY OF PER CLASS FOR DIFFERENT INPUT DATA IN WHICH THE BEST RESULTS ARE DENOTED IN BOLD

a data source to extract features, such as light intensity and
fluctuation for clustering land in Beijing into urban, URF, and
rural regions. Another method, the SOFM, used in research
in Peng et al. [3], processed features based on land use data
to delineate URFs through clustering, denoted as the SOFM
method. These methods were chosen based on their relevance
and proven effectiveness in similar urban–rural studies, their
compatibility with our study area, and the availability of com-
prehensive datasets. We replicated these two previous studies to
identify URFs in Beijing, using data from the same time period
as our study to ensure a fair comparison. In addition, we labeled
25 388 SVIs within a specified test region to assess the accuracy
of various URF identification methods. After rasterizing the SVI
labels for land grid categories and calculating performance, our
proposed method achieved an accuracy of 65.58%. In compari-
son, the K-means method and SOFM method yielded accuracies
of 50.19% and 60.41%, respectively. These results indicated
that our proposed method outperformed the others in URF
identification. Fig. 6 maps the distinctions between the proposed
method and the comparative methods.

Differences of identification within a specific square test
region were zoomed in and highlighted. All cells within the
highlighted test region were identified as urban according to
K-means method, indicating an outward expansion trend of the
urban region as recognized by this method. This suggests a
more urbanized situation characterized by further urban sprawl,
which may deviate from actual conditions. Examples of SVIs
within the test region are displayed in the Fig. 6(d). Clear URF
features are evident in the streetscapes, such as the coexistence
of modern buildings and traditional rural single-story houses,
low and sparse skyline, and roads that are unhardened and un-
even. These characteristics epitomize typical URF landscapes,
distinctly unlike those of urban regions, which were not detected
by other comparative methods. The comparative experiments
suggest that our approach identifies URFs in a more refined and
accurate manner.

V. DISCUSSION

In this study, we identified the URFs in Beijing using a
multimodal approach. Socioeconomic dimensions, as potential
internal drivers shaping URFs, are crucial for understanding
these areas. Investigating socioeconomic issues, such as disaster
resilience, food insecurity, and the availability of educational
and medical resources, within the rural–urban continuum is
essential. Analyzing these factors at various points along the
continuum can provide valuable insights for urban policy de-
velopment and governance. Our quantitative identification of
URFs facilitates the use of analytical tools to specify their

Fig. 7. Proportions of each restaurant type in the (a) urban and (b) URF region.

traits. Moreover, URFs serve as significant agglomeration zones
for migrants, where the consumption patterns of housing and
energy, as well as aspects like jobs-housing relationships, differ
markedly from those in the urban center [36]. Based on the
identification results, our study delves deeper into the human-
related aspects of URFs. We employ social sensing data, includ-
ing points of interest (POIs) and cell phone signaling data, to
analyze restaurant consumption and commuting patterns. This
approach provides a richer understanding of URF as well as the
distinctions between URFs and urban regions.

A. Restaurant Consumption Structure in URFs

Based on the identification results, this study leverages daily
relevant restaurant POI data from 2015 to explore the socioeco-
nomic characteristics of URF regions. Recent research supports
the use of such data as a predictive tool for socioeconomic
attributes: Dong et al. [37] demonstrate that specific restaurant
attributes can effectively predict socioeconomic characteristics
of urban neighborhoods. Similarly, Liao et al. [38] find that the
presence of western food restaurants is associated with higher
levels of urbanization.

By analyzing the restaurant data, this study compares the
spatial distribution and consumption structures between the URF
and urban regions. The proportions of each restaurant type were
calculated in the URF versus the urban region and found that
there are significant differences (see Fig. 7). The findings show
significant contrasts: Chinese restaurants are prevalent in both
settings but dominate the URF at 87.11% compared to 77.01%
in urban areas. This suggests less diversity in the URF, where
fast food outlets are notably rarer and foreign restaurants much
less common than in urban areas. The urban regions exhibit
a higher diversity and balance of restaurant types, supporting
the hypothesis that varied dining options correlate with urban
socioeconomic trends.
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Fig. 8. Compare the heatmap of the commuting patterns to the spatial distri-
bution of the URFs.

B. Commuting Pattern in URFs

In addition, the proposed method analyzed the identified URF
and compared it with the urban region from a perspective of hu-
man mobility. Leveraging the commuting flows derived from the
2017 Beijing cell phone signaling data, which were aggregated
via a 1 km grid, this study computed the average lengths of the
outflows for each grid unit. This approach provided insight into
the commuting patterns within the region. After excluding grids
with fewer than 5000 commuters, units with an average commut-
ing distance greater than 10 km were selected. A heatmap can
then be created to illustrate the regions that feature extremely
long-distance commuters. Comparing this heatmap to Fig. 8,
it is found that the identified URF region is highly intersected
with most of the highlighted regions, distributed between the
4th Ring Road and the 6th Ring Road of Beijing, showing the
long-distance commuting pattern of URF. Fig. 8 also presents RS
imagery and SVIs in a highlighted region, which depict the URF
characteristics. Notably, the skyline is lower and less cluttered
compared to more urbanized areas, featuring construction sites
and predominantly low-rise buildings and bungalows. Research
has indicated that low-income populations residing in URFs are
more likely to undertake long-distance travel due to a lack of
employment opportunities and transportation amenities [39],
which is consistent with this study. However, without precise
identification of URF regions based on geographic data, their
unit divisions, including the category of urban fringe areas, were
based solely on coarse-grained land planning schemes, which
constrains the accuracy of the results. Our recognition provides
new opportunities for further quantitative analysis. Overall, the
socioeconomic characteristics extracted from both POIs and
commuting data through quantitative analysis, give a further
look into the human-related features of URF than previous URF
identification studies.

VI. CONCLUSION

URFs are transitional regions between urban built-up areas
and rural hinterlands. Given their status as focal points of in-
tense social conflict and environmental protection challenges,

accurately identifying URFs is critically important for urban
sustainability studies. Remotely sensed data have emerged as the
primary data source for URF identification. However, previous
studies have frequently ignored the abundant visual information
provided by SVIs, and have not explored multimodal deep
learning techniques to integrate multisource data for delineating
URFs. Therefore, to accurately identify URFs, this study pro-
poses a Transformer-based multimodal approach that integrates
street view imagery with remotely sensed data.

Compared to traditional URF identification methods, the pro-
posed multimodal approach integrates both macroscopic and
microscopic perspectives by combining street view imagery
with remotely sensed data. Evaluations conducted in Beijing
demonstrate that this multimodal method outperforms previous
methods, which relied primarily on RS data-based clustering
method, by more than 5%. To validate the effectiveness of using
multisource data, ablation experiments were conducted. These
experiments highlight the efficacy and advantages of integrating
different data sources for a more comprehensive understanding
of URFs. Based on the identification results, our study delves
deeper into the human-related aspects of URFs, revealing that
extreme commuting is prevalent in these areas, and residents
have less diverse restaurant options compared to those in more
urbanized regions.

This study accurately identifies URFs by introducing a
Transformer-based multimodal approach that leverages street
view imagery to provide streetscape comprehension. This ap-
proach uniquely integrates microscale, human-centric perspec-
tives, which have been largely absent in previous studies of
URF identification. In the future, the proposed methodology can
be applied to identify URFs in other cities, further enhancing
the interpretation of urbanization dynamics and contributing
significantly to the study of urban sustainability.
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