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Abstract—High-resolution and wide-swath (HRWS) multichan-
nel synthetic aperture radar (SAR) provides extensive imaging
coverage, playing a pivotal role in remote sensing applications.
Although multichannel in azimuth SAR system has been proposed
to deal with the contradiction problem between high resolution
and low pulse repetition frequency, the channel errors caused
by temperature, timing uncertainty and other factors may re-
sult in azimuth ambiguity and defocus. To address this issue, a
deep learning-based channel calibration method is proposed in
this article, in which multichannel errors can be simultaneously
estimated to improve the performance of conventional separate
channel estimation. Specifically, an end-to-end strategy over 3-D
convolutional neural networks (CNNs) is proposed to estimate mul-
tichannel errors collaboratively by fully exploiting the correlation
of both innerchannel and intrachannel signals. Furthermore, a
simulation-based training data synthesis strategy is proposed to
generate training samples with similar signal characteristics with
the scene to be reconstructed, by which the proposed 3-D CNN
can be well trained without real multichannel signals. Experiments
over both simulated and real measured data demonstrate that
the proposed deep learning-based channel calibration method can
well estimate multichannel errors simultaneously to improve the
performance of HRWS SAR imaging.

Index Terms—Channel calibration, convolutional neural netwo-
rks (CNNs), deep learning, high-resolution wide-swath (HRWS),
multichannel synthetic aperture radar (MC-SAR).

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) can provide high-
resolution images under various weather and lighting condi-

tions, finding extensive applications in both civilian and military
fields. Due to the demand for wide coverage and high-resolution
imaging of the Earth’s surface, high-resolution and wide-swath
(HRWS) imaging technology has attracted increasing attention.
The traditional single-channel SAR systems employ a low PRF
to transmit signals in order to avoid severe range ambiguity when
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achieving wide-swath imaging. However, the low PRF can lead
to Doppler ambiguity, thereby reducing the azimuth resolution.
To address this conflict between HRWS, the multichannel in
azimuth SAR system has been developed, incorporating digital
beam forming (DBF) technology. Multichannel in azimuth SAR
system works at a lower PRF and utilize multiple receive chan-
nels arranged in azimuth to simultaneously receive echo signals.
This effectively increases the azimuth sampling rate, allowing
for wider swath coverage without compromising resolution.
Currently, the satellites TerraSAR-X and TanDEM-X, developed
through collaboration between the German Aerospace Center
(DLR) and Airbus Defence and Space, operate SAR systems in
multichannel mode [1], [2], [3], [4], [5], [6], [7], [8], [9], [10],
[11], [12], [13], [14], [15], [16].

During the operation of the system, unavoidable channel er-
rors arise due to nonideal temperature variations and differences
in characteristics across each channel. Specifically, channel er-
rors can be categorized into amplitude and phase errors, range
sampling time error, antenna position measurement error, and
others. Amplitude error refers to the difference in the strength
of the received signal among channels, which may be caused by
uneven channel gains or nonuniform antenna radiation patterns.
Phase error denotes deviation in the phase of the received signal
between channels, typically caused by differences in signal
transmission paths, differences in electronic component char-
acteristics, etc. Range sampling time error exists due to slight
timing differences when signals reach the receiver, resulting
from inaccurate clock synchronization or varying lengths of
signal transmission paths. Antenna position measurement error
reflects physical deviations in channel positions, affecting signal
reception direction and beamforming effectiveness. Channel
errors degrade the consistency between different channels, and
such mismatch severely impacts the signal reconstruction perfor-
mance and imaging quality of HRWS SAR systems. Therefore,
estimating and compensating for channel errors are crucial for
multichannel SAR imaging. Currently, there are many methods
for estimating channel errors, which can mainly be divided
into two categories: time-domain channel phase error correction
algorithms and Doppler-domain channel phase error correction
algorithms. In Wahl et al.’s [17] work, phase gradient autofocus
technique has been carefully studied to estimate the phase error.
In Yang et al.’s [18] work, the method in the Doppler domain
is proposed to estimate channel errors for multichannel SAR
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systems in azimuth without matrix decomposition and inver-
sion processing. However, when the Doppler ambiguity number
approaches the number of channels, the noise subspace may
disappear, significantly reducing the performance of the phase
error estimation algorithm. In Jing et al.’s [19] work, a method
for mitigating azimuth ambiguities in the presence of channel
errors is proposed, contingent upon an unobstructed Doppler
spectrum. Farquharson et al. [20] proposed a contrast-based
phase calibration algorithm for DBF remote sensing radars,
aimed at correcting time-varying phase errors in antenna arrays.
Nevertheless, this algorithm cannot be directly applied to mul-
tichannel calibration in HRWS SAR imaging, particularly con-
sidering the impact of ambiguity numbers. In Xiang et al.’s [21]
work, an image-domain subspace-based channel mismatch cal-
ibration and postimaging ambiguity suppression algorithm for
MACs SAR is proposed. The baseline error and channel phase
error are joint-estimated by the proposed method, achieving
a more accurate estimate by iteration. In Huang et al.’s [22]
work, a new channel error calibration algorithm for multichannel
HRWS-SAR imaging in the Doppler domain has been proposed.
It does not need to decompose the covariance matrix of the
training samples when estimating the channel phase errors.

Deep learning, as a crucial branch of artificial intelligence, has
made significant advancements in recent years. By constructing
deep neural network architectures and training them with large
datasets, deep learning can automatically learn and extract com-
plex features from data. This has led to breakthroughs in fields,
such as image recognition, speech recognition, and natural lan-
guage processing. Deep learning applications in the radar field
are also rapidly advancing. By utilizing deep neural networks
to process radar data, more precise target detection, tracking,
and classification can be achieved. Deep learning techniques
effectively extract features from complex radar data, identifying
target shapes, motion patterns, and attributes, thereby enhancing
radar system performance and reliability. These advancements
are crucial not only for civilian and military applications but
also drive the trend toward intelligent and autonomous radar
technology. Deep learning performs exceptionally well in re-
gression tasks. The regularization iteration process is described
as a convolutional neural network (CNN) used to solve inverse
problems. In Wei and Chen’s [23] work, a CNN-based tech-
nique is proposed to solve full-wave inverse scattering problems,
which is aimed at retrieving permittivities of dielectric scatterers
from the knowledge of measured scattering data.

In this article, a novel channel-calibration method based on
3-D CNN for multichannel in azimuth SAR system is proposed.
3-D CNN can directly handle multidimensional data, making
them particularly suitable for analyzing SAR data that includes
channel dimensions. In contrast, traditional time-domain or
frequency-domain methods typically focus on a single dimen-
sion and may require additional steps to integrate information
across different dimensions. The deep structure of 3-D CNN
enables automatic learning of complex features within the data
without the need for predefined or manually selected features.
This differs from traditional methods, which often rely on expert
knowledge to choose appropriate signal processing techniques.
First, a large simulation dataset is made for network training,

which solves the problem of insufficient SAR data. Then, an
end-to-end method based on 3-D CNN for multichannel SAR
data is designed to estimate the channel phase errors. The net-
work can take into account the correlation between signals of a
single channel and the correlation of data between channels at the
same time. The proposed method takes 3-D multichannel cubes
as input data, and the phase errors of all channels are directly
obtained. Finally, the experiments validate the effectiveness of
the proposed channel error estimation method. The estimation
accuracy of the method is better than conventional channel phase
error estimation methods [9], [15], [21], [22], [23], [24], [25],
[26], [27], [28], [29], [30].

In summary, the main contributions of this article are listed
as follows.

1) A 3-D CNN-based multichannel error estimation algo-
rithm is proposed for HRWS SAR imaging. As a result, the
performance of HRWS SAR imaging can be improved by
simultaneously estimate multichannel errors for channel
mismatch compensation.

2) The correlation of both innerchannel and intrachannel sig-
nals is fully exploited by 3-D convolution for channel error
estimation, by which the constructed 3-D CNN can take
into account the correlation between signals of a single
channel and the correlation of data between channels at
the same time.

3) In order to solve the problem of insufficient SAR data
for network training, a simulation-based training data
synthesis strategy is proposed to generate training samples
with similar signal characteristics with the scene to be
reconstructed, by which the proposed 3-D CNN can be
well trained without real multichannel signals.

The rest of this article is organized as follows. In Section II,
the imaging geometry model and the signal error model of the
multichannel SAR system are introduced. In Section III, channel
calibration framework based on the 3-D CNN is proposed. In
Section IV, the experiments of multiple scattering points and
real measured data for MC-SAR system are conducted, respec-
tively, to verify the effectiveness of the proposed channel error
estimation method. Finally,Section V concludes this article.

II. GEOMETRY MODEL AND CHANNEL ERRORS FOR THE

MULTICHANNEL IN AZIMUTH HRWS SAR SYSTEM

In this section, the imaging geometry model of the mul-
tichannel SAR system is first described. Following that, the
signal model under ideal conditions and the errors model are
introduced, providing a theoretical basis for the subsequent
generation of data.

A. Geometry Model

The 3-D geometric model of a multichannel in azimuth
HRWS SAR system is shown in Fig. 1(a), where the X-axis
represents the moving direction of the radar platform, the
Z-axis is away from the center of the Earth, and the Y -axis is
perpendicular to the plane formed by the X-axis and the Z-axis.
The platform moves along the X-axis at a speed of v, h denotes
the height of the platform, and Wr denotes the swath width.
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Fig. 1. (a) Multichannel in azimuth HRWS SAR system. (b) Geometry model
of the kth channel of the multichannel in azimuth HRWS SAR system.

Compared with the traditional single-channel SAR system, the
multichannel system employs a strategy utilizing multiple chan-
nels in azimuth to simultaneously meet the requirements of wide
swath and high azimuth resolution. As shown in Fig. 1(a), the
multichannel system consists of six channels moving along the
X-axis, where the third channel is responsible for transmitting
wide-beam chirp signals, while all the channels receive the
echo simultaneously. The transmitting channel is considered as
the reference channel. The channels are uniformly distributed,
and the distance between adjacent channels is d. The theory of
effective phase center (EPC) defines the position in the middle
of each channel as the EPC. Therefore, the distance between
each EPC can be represented by d/2. In practice, the echoes
received by each channel can be considered as being transmitted
and generated at each EPC by compensating a constant phase
relative to the reference channel [31].

The geometry of the kth channel for the multichannel in
azimuth HRWS SAR system is shown in Fig. 1(b), in which Rk

represents the distance between the kth channel and the target
P , also known as the instantaneous slant range, φ denotes the
depression angle, ϕ denotes the azimuth angle, and θ denotes
the cone angle. The green straight line represents the ideal
position trajectory, called nominal trajectory, while the blue line
represents the actual position trajectory. In the ideal situation,

the kth channel moves at a constant speed v along the nominal
trajectory. Assuming that the coordinates of the reference chan-
nel are (0, 0, h) when tm = 0, where tm represents the slow
time in the azimuth direction. Then at time tm, the coordinates
of the kth channel will be (vtm + dk, 0, h), where dk is the
baseline length along azimuth between the kth channel and the
reference channel. Normally, the reference channel transmits a
wideband linear frequency modulation signal. Assuming that the
coordinates of the target P are (x, y, z), after EPC processing
and range compression, the signal received by the kth channel in
the range-frequency and azimuth-time domain can be expressed
as

sc,k (fr, tm) =

∫∫
σ(x, y)H (fr) g

(
tm − x− dk

v

)

· exp
(−j4π (fc + fr)Rk (x, y, tm)

c

)
dxdy

(1)

where

Rk (x, y, tm) =

√
(x− dk − vtm)2 +R2

b (2)

and Rb =
√

h2 + y2 represents the shortest distance from the
target P to the motion trajectory of the platform. In (1), σ(x, y)
denotes the complex reflection coefficient of the scatter (x, y),
H(fr) indicates the window function corresponding to the range
frequency after range compression, and g(t) indicates the slow
time window function, which reflects the antenna pattern and
other azimuth signal characteristics. In addition, fc, fr, and
c represent carrier frequency of the transmitted signal, range
frequency, and the speed of light, respectively.

B. Errors Model

In fact, due to temperature influence, structural differences
in antennas with each channel, deviations in channel positions,
and sampling time biases, channel errors inevitably occur in
multichannel HRWS SAR system. These errors disrupt consis-
tency among channels, greatly reducing imaging performance
of the multichannel system. Generally speaking, channel er-
rors typically include amplitude and phase errors, range sam-
pling time error, and antenna position measurement error, etc.
Amplitude and phase errors are usually treated as constants.
Range sampling time error is a fast time error that appears
as a phase error in the range frequency domain. Such error is
linear with the range frequency. For the antenna error, Fig. 1(b)
illustrates the deviation between the ideal and actual positions.
Specifically, if the ideal position of the kth channel at time
tm is (vtm + dk, 0, h), the actual position is assumed to be
(vtm + dk +Δxk,Δyk,Δzk + h), where Δxk, Δyk, and Δzk
represent the antenna position measurement errors along the
X-axis, Y -axis, and Z-axis of the kth channel, respectively.
In practical operations, following range compression and con-
sidering the presence of errors, the echo received by the kth
channel for the multichannel in azimuth HRWS SAR system in
the range-frequency and azimuth-time domain can be expressed
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as

s′c,k (fr, tm) =

∫∫
Ac,k exp (jΔφ0,k)σ(x, y)H (fr)

· g
(
tm − x− dk −Δxk

v

)

· exp (−j2πfrΔτk)

· exp
(−j4π (fc + fr)R

′
k (x, y, tm)

c

)
dxdy

(3)

where

R′
k (x, y, tm) =

[
(x− dk − vtm −Δxk)

2

+(y −Δyk)
2 + (h+Δzk)

2
] 1

2

. (4)

In (3), Ac,k and Δφ0,k denote the amplitude and phase error
of the kth channel, respectively. Δτk is the range sampling
time error, which introduces the linear phase −2πfrΔτk in
the range-frequency domain. For a multichannel in azimuth
SAR system, the variations in antenna position measurement
errors tend to be relatively gradual, allowing for the assumption
that they remain constant within the synthetic aperture time.
Consequently, the values of Δxk, Δyk, and Δzk in the system
can be regarded as constants. As can be seen from (4), the
antenna position measurement errors can be classified into the
azimuth baseline measurement error and the slant-range error.
During the installation and position measurement of the antenna,
the values of Δxk, Δyk, and Δzk can be meticulously adjusted
to remain within the magnitude of 0.01 m, thereby ensuring
that the slant range error is also within the same order of
magnitude. Considering the range resolution of HRWS SAR
images typically spans an order of 1 m, the influence of the
slant-range error on the range cell migration can be disregarded.
Consequently, the antenna position measurement errors manifest
as phase errors in the echoes of multichannel SAR system, as
demonstrated by

s′c,k (fr, tm) =

∫∫
Ac,k exp (jΔφ0,k)σ(x, y)H (fr)

· g
(
tm − x− dk −Δxk

v

)

· exp
{
j (Δφ1,k +Δφ2,k(x, y))

}

· exp (−j2πfrΔτk)

· exp
(−j4π (fc + fr)R

′′
k (x, y, tm)

c

)
dxdy

(5)

where

R′′
k (x, y, tm) =

√
(x− dk − vtm −Δxk)

2 + y2 + h2. (6)

In (5), the term Δφ1,k +Δφ2,k(x, y) represents the phase error
induced by the antenna position measurement errors in the

kth channel. This comprises a constant phase error component
Δφ1,k and a variable phase error componentΔφ2,k(x, y), which
varies with range. The azimuth baseline measurement error,
denoted asΔxk in (5) and (6), can be precisely estimated through
the baseline measurement error estimation algorithm. By apply-
ing the Doppler ambiguity suppression algorithm to reconstruct
an unambiguous Doppler spectrum, the effects of Δxk can be
substantially neutralized. When estimating the range-invariant
phase error Δφ2,k(x, y), the echoes can be segmented into
blocks along the range direction. In this way, the range-invariant
phase error can be approximately regarded as a constant within
each range block. Consequently, this article does not focus on
it as the primary research target. Instead, this study investigates
the estimation of constant errors across different channels.

III. 3-D CNN-BASED CHANNEL ERROR ESTIMATION

ALGORITHM FOR MULTICHANNEL IN AZIMUTH HRWS SAR
SYSTEM

Fig. 2 illustrates the proposed channel calibration framework
based on a 3-D CNN for multichannel in azimuth HRWS SAR
system. The original data consists of echoes in the range-
frequency and azimuth-time domain from a multichannel in
azimuth HRWS SAR system under ideal position trajectory,
with the signal form of the kth channel, as shown in (1). This
original data is utilized to generate actual multichannel SAR
echoes with channel errors, which are then used for the training
and testing of the 3-D CNN. The training groups generated
serve as the input for the 3-D CNN, with their corresponding
labels forming the output of the 3-D CNN. Initially, the network
computes the output through forward propagation, and then
calculates the error between predicted and true values using the
loss function. Subsequently, the back-propagation algorithm is
applied to propagate the error from the output layer back to the
input layer, updating the weights and biases of each layer. This
process involves multiple iterations and optimization algorithms
to minimize the loss function, thereby enhancing the model’s
predictive accuracy. Leveraging the training dataset, the pro-
posed 3-D CNN undergoes training through the minimization of
the loss function, enabling the calculation of optimal parameters.
Consequently, the proposed 3-D CNN learns to map the training
groups to their corresponding labels, which represent the channel
errors. As a result, the trained 3-D CNN serves as the error
estimation processor. Once the training phase is completed, the
network’s parameters are set, allowing the 3-D CNN to predict
channel errors in testing dataset where these errors are unknown.
Subsequently, these channel errors will be corrected. Following
the reconstruction of the multichannel signal, the SAR image
can be obtained using conventional imaging algorithms.

A. Training Data Generation

Due to the scarcity of actual multichannel HRWS SAR data,
we have generated a large volume of data based on geometry
and signal models. These data are divided into two categories:
one for network training and the other for testing. This approach
helps to compensate for the lack of data, enhancing the training
effectiveness of the model and the reliability of the tests. Pairs
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Fig. 2. Channel-calibration framework based on 3-D CNN.

of training groups and their corresponding labels are essential
for the training of the network.

The dataset X = {x1,x2, . . . ,xN} ∈ C
M×N1×C contains

N labeled cube data, where the element x is a 3-D complex
matrix representing the echoes received by the multichannel
SAR system, M represents the number of sampling points in the
range direction of the multichannel SAR system, N1 represents
the number of azimuth sampling points, and C is the number of
channels of the system. Y = {y1,y2, . . . ,yN} ∈ R

1×1×C is
the set of corresponding label vectors, representing the chan-
nel errors of each channel relative to the reference channel.
Therefore, the number of elements in y matches the number
of channels.

In a pair of training data, the input of the network x is the
original data with channel errors. It can be simulated using the
geometry model and channel errors model of the multichannel
SAR system. The signal form of a dimension corresponding to
the channels is as shown in (5). Such multichannel 3-D data
can be input into the network in the form of cubes. The output
corresponding to the network input is a vector y, whose number
of elements is the number of channels, and the value of each
element is the phase error of the corresponding channel. The
input data x of the 3-D CNN can be generated by

x = sc · ejy (7)

where sc is the echo in the range-frequency and azimuth-time
domain from a multichannel in azimuth HRWS SAR system
under ideal position trajectory, where the data of a dimension
corresponding to the channels sc,k is as shown in (1). The values

of the elements iny are randomly and uniformly distributed over
a certain range. In the experiments conducted in this article, the
values of channel errors range within [−90◦, 90◦]. A total of
500 data pairs were generated, of which 400 pairs were used for
training and 100 pairs for testing.

B. 3-D CNN Architecture

The structure of the proposed 3-D CNN is illustrated in Fig. 3,
with conv and fc representing the 3-D convolution and fully
connected layer, respectively. Fig. 4 depicts the layer block,
featuring 3-D batch normalization and rectified linear unit. The
input data samples in 3-D have dimensions of 2048 × 256 ×
6. In the first convolutional layer, layer1, 18 kernels of size 3
× 3 × 3 with a stride of (2, 2, 1) convolves the input volume,
resulting in 18 feature cubes of size 1023×127×6. This process
simultaneously considers the correlation between signals within
a single channel and the correlation of data between channels
due to the 18 kernels used. Following the convolutional layer,
the feature cubes are reduced to dimensions of 18 1 × 1 × 6
through pooling operations. Subsequently, a flattening operation
converts these feature volumes into a 1× 1× 108 feature vector.
Finally, the network employs three fully connected layers to
generate an output vector.

To maintain the appropriate size of the feature cubes during
operations, padding is utilized in the 3-D CNN. Moreover, the
mean squared error (MSE) loss function is employed for training
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Fig. 3. Network structure of 3-D CNN.

TABLE I
SIMULATION PARAMETERS FOR SINGLE SCATTERING POINT EXPERIMENTS

Fig. 4. Architecture of the layer block.

the network. The MSE loss function is defined as

L(y,y′) =
1

n

n∑
i=1

(yi − y′
i)

2 (8)

where yi denotes the estimated value and y′
i denotes the real

channel error.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, experiments of multiple scattering points and
real measured data for MC-SAR system are conducted respec-
tively to verify the effectiveness of the proposed channel error
estimation method.

A. Experiments of Simulated Multichannel in Azimuth HRWS
SAR Data With Channel Errors

In the experiment, the training data are obtained by an airborne
experiment with a six-channel in azimuth SAR system. The
system parameters are shown in Table I.

In the simulation experiment, the data are obtained by an
airborne experiment with a six-channel in azimuth SAR system.
The system parameters are shown as follows: the velocityv of the
platform is 500 m/s, the distanced between the two neighboring
channels is 0.375 m, the distance Rb between the platform and
the scatter located in the middle of the scene is 7000 m. The
distribution of the antennas is along track, the middle antenna
transmits chirp signals and all of antennas receive echoes. The
Doppler bandwidth is approximately 2664.3 Hz. The simulated
data is with channel mismatch in phase. In order to illustrate
the effectiveness of the the proposed error correction algorithm,
multiple scattering points experiments are designed. The scatter-
ing points distribution of the scene is shown in Fig. 5(a), which is
the result of imaging by range-Doppler (RD) algorithm using the
data simulated by six-channel SAR system, where the stationary
clutter points are not shown. Then, randomly generated channel
errors are added to the original data, and the imaging results
are as shown in Fig. 5(b). Because the channels are evidently
mismatched, there are obvious ambiguous components in the
SAR image, which degrade imaging performance.

In the experiment, three channel error estimation algorithms,
which are subspace-based channel error correction method, cor-
relation function channel method, and the proposed method in
this article, are utilized to estimate the channel errors in phase.
The estimated deviation for the channel mismatch in phase is
defined as

De = |ϕ− ϕ̂| (9)

where ϕ denotes the real channel mismatch in phase, and ϕ̂ is
the estimated channel mismatch in phase.

The results of channel error estimation using subspace-based
method, correlation function method, and the proposed method
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Fig. 5. Experimental results of SAR imaging. (a) Distribution of scattering points in the scene. (b) Six-channel moving target imaging result using RD with
channel errors.

TABLE II
ERROR ESTIMATION RESULTS BY SUBSPACE-BASED METHOD

TABLE III
ERROR ESTIMATION RESULTS BY CORRELATION FUNCTION METHOD

TABLE IV
ERROR ESTIMATION RESULTS BY THE PROPOSED METHOD

are presented in Tables II–IV, respectively. As can be seen from
above-mentioned tables, for each algorithm, two sets of random
errors are generated for error estimation. In Table II, it can be
seen that there is a small deviation between the real value and
the estimated value using subspace-based method. Typically,

the deviation is less than 5 ◦. In Table III, the capability of error
estimation capability is further improved. It can be seen that the
level of the estimated deviation is less than 2 ◦. In Table IV, the
level of the estimated deviation for the proposed approach is less
than 0.08 ◦. Based on the data presented in the tables, it can be
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Fig. 6. Experimental results of SAR imaging after channel correction. (a) Imaging result by RD algorithm after channel correction using subspace-based
method. (b) Cross-sectional view of a certain range cell from (a). (c) Imaging result by RD algorithm after channel correction using correlation function method.
(d) Cross-sectional view of a certain range cell from (c). (e) Imaging result by RD algorithm after channel correction using the proposed method.
(f) Cross-sectional view of a certain range cell from (e).

observed that among the three methods, the proposed method
exhibits the best accuracy in error estimation.

In order to display the results of channel error correction more
intuitively, Fig. 6 shows the imaging results by RD algorithm
after channel correction using the three methods. As can be seen
from Fig. 6(a), after error correction by subspace-based method,
the ambiguous components of the targets have been basically
eliminated. However, there are still slight bright spots in the im-
age, which are the results of channel error influence, indicating

that there are residual channel errors. Fig. 6(b) further shows a
cross-sectional view of a certain range cell from Fig. 6(a). For
ease of observation, the amplitude values are presented within
the range of [0, 0.1]. It is evident that, in addition to the primary
peak representing the target, there are also weaker peaks, which
are the image blurring caused by channel errors, indicating that
the errors have not been entirely corrected. Fig. 6(c) is the imag-
ing result by RD algorithm after channel correction using the
correlation function method. Similarly to Fig. 6(a), Fig. 6(c) also
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Fig. 7. Experimental results of real measured data after the channel calibration using different algorithms. (a) Imaging result without channel calibration.
(b) Imaging result using subspace-based method. (c) Imaging result using correlation function method. (d) Imaging result using the proposed method.
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shows slight bright blocks, indicating the presence of residual
channel errors. When extracting amplitude information from
a certain range cell, as shown in Fig. 6(d), minor peaks can
be observed in addition to the primary peak. Slightly differing
from Fig. 6(b), the energy of the minor peaks in Fig. 6(d) is
slightly reduced. Fig. 6(e) is the imaging result after channel
correction using the proposed method. Compared with Fig. 6(a)
and (c), there are no visible bright spots other than the targets in
Fig. 6(e), indicating minimal ambiguous components. Further-
more, a certain range cell at the same location is extracted and
amplitude information is displayed in Fig. 6(f). It can be clearly
seen that compared with Fig. 6(b) and (d), the amplitude values
of the slight peaks in Fig. 6(f) have been greatly reduced and are
almost nonexistent, indicating that the channel errors are nearly
eliminated. From the above-mentioned simulation experiment
analysis, it can be concluded that the proposed algorithm has
the best error estimation performance.

B. Experiments of Real Measured Data for the Proposed
Channel-Calibration Algorithm

In order to explicitly prove the effectiveness of the proposed
algorithm, experiments of real measured data are designed. The
real measured data are obtained by an airborne experiment with a
multichannel in azimuth HRWS SAR system. The system works
in the side-looking and Scan-SAR mode. The distribution of the
antennas is along azimuth, the middle antenna transmits chirp
signals and all of the antennas receive echoes.

After the channel calibration using different algorithms, imag-
ing results are presented in Fig. 7. Fig. 7(a) represents the
imaging result without channel errors correction. As can be
observed, the presence of channel errors has resulted in a serious
mismatch between channels, which has led to the image appear-
ing with obvious ambiguous components, making it impossible
to clearly see the geomorphic features reflected in the image.
Fig. 7(b) shows the imaging result after the channel calibration
using the subspace-based method. Compared with Fig. 7(a),
it can be observed that the ambiguous components have been
significantly reduced, and the basic landform conditions can be
clearly seen. However, the ambiguous components of the strong
scattering points remain evident, indicating that residual channel
errors are considerable and have a significant impact on the
imaging quality. Fig. 7(c) is the imaging result after the channel
calibration using the correlation function method. Compared
with Fig. 7(b), the ambiguous components in Fig. 7(c) is slightly
decreased, but still exists. This indicates that while correlation
function method provides a higher precision in error estimation
compared to subspace-based method, the estimated error values
are not very accurate, resulting in residual channel errors after
the channel calibration. The imaging result after the channel
calibration using the proposed method is shown in Fig. 7(d).
Compared with Fig. 7(a)–(d) is much clearer, with most of
the ambiguous components suppressed. This indicates that after
error correction, most of the channel errors are corrected, and
the residual errors using the proposed method are the smallest.

In order to further compare the imaging effects after channel
error correction using each algorithm, the strong scatters area

Fig. 8. Local enlargement images for area surrounded by red boxes in Fig. 7.
(a) Imaging result using subspace-based method. (b) Imaging result using
correlation function method. (c) Imaging result using the proposed method.

surrounded by red boxes in Fig. 7(b)–(d) is displayed in Fig. 8.
Fig. 8(a)–(c) is local enlargement images for area surrounded
by red boxes in Fig. 7(b)–(d), respectively. The strong scatters
and their ambiguous components are marked within the red
dashed boxes. From Fig. 8(a), we can see the obvious ambiguous
components of strong scatters, which indicates that the larger
residual channel errors has not been corrected. Compared with
Fig. 8(a), the energy of the ambiguous component in Fig. 8(b)
is significantly reduced, the outline of the landform is much
clearer, and the scatters components in the first red box and
the fourth red box are greatly reduced. This indicates that the
residual channel errors in Fig. 8(b) is smaller than in Fig. 8(a).
Compared with Fig. 8(b) and (c) exhibits a clearer geomorphic
outline. The ambiguous components within the third red box,
both at the top and bottom, have disappeared directly, indicating
that the channel errors correction in Fig. 8(c) is more thorough.

Consequently, the strong scatters area surrounded by green
boxes in Fig. 7(b)–(d) is displayed in Fig. 9. Fig. 9(a)–(c) is
local enlargement images for area surrounded by green boxes
in Fig. 7(b)–(d), respectively. The strong scatters and their am-
biguous components are marked within the green dashed boxes.
It can be observed that Fig. 9(a) exhibits strong ambiguous
components, making it impossible to clearly see the terrain con-
tours. This indicates the presence of significant residual channel
errors. Compared with Fig. 9(a), the energy of the ambiguous
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Fig. 9. Local enlargement images for area surrounded by green boxes in
Fig. 7. (a) Imaging result using subspace-based method. (b) Imaging result using
correlation function method. (c) Imaging result using the proposed method.

component in Fig. 9(b) is significantly reduced, the outline of
the landform is much clearer, and the scatters components in the
first green box and are greatly reduced. This indicates that the
residual channel errors in Fig. 9(b) is smaller than in Fig. 9(a).
Compared with Fig. 9(b), all ambiguous components in Fig. 9(c)
are greatly reduced, and the terrain outline is clearer. Many
ambiguous components within the first and third green boxes
have disappeared directly, indicating that the channel errors
correction in Fig. 9(c) is more thorough. In summary, among
all compared methods, the method proposed in this article has
the strongest error estimation ability.

V. CONCLUSION

The unavoidable channel errors always exist in an HRWS
SAR system and may deteriorate the HRWS imaging perfor-
mance. In this article, we proposed a channel-calibration method
based on 3-D CNN for the first time. The network can take into
account the correlation between signals of a single channel and
the correlation of data between channels at the same time. As
a result, the correlation of both innerchannel and intrachannel
signals is fully exploited by 3-D convolution for channel error
estimation and the performance of HRWS SAR imaging can be

improved. The experiments of multiple scattering points and real
measured data for MC-SAR system are conducted, respectively,
to verify the effectiveness of the proposed method. The accuracy
of error estimation of the proposed algorithm is better than that
of correlation function method and subspace-based method.
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