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Abstract—This article presents Sen4Map, a large-scale bench-
mark dataset designed to enhance the capability of generating
land-cover maps using Sentinel-2 data. Comprising nonoverlap-
ping 64 × 64 patches extracted from Sentinel-2 time series images,
the dataset spans 335 125 geotagged locations across the European
Union. These locations are associated with detailed land-cover and
land-use information gathered by expert surveyors in 2018. Unlike
most existing large datasets available in the literature, the presented
database provides: first, a detailed description of the land-cover and
land-use properties of each sampled area; second, independence
of scale, as it is associated with reference data collected in situ by
expert surveyors; third, the ability to test both temporal and spatial
classification approaches because of the availability of time series of
64 × 64 patches associated with each labeled sample; and fourth,
samples were collected following a stratified random sample design
to obtain a statistically representative spatial distribution of land-
cover classes throughout the European Union. To showcase the
properties and challenges offered by Sen4Map, we benchmarked
the current state-of-the-art land-cover classification approaches.

Index Terms—Benchmark dataset, land-use and land-cover
mapping, machine learning, Sentinel-2, supervised classification,
Land Use and Coverage Area frame Survey (LUCAS).

I. INTRODUCTION

THE expanded deployment of Earth observation (EO) satel-
lites produces vast quantities of remote sensing (RS)

data in multiple modalities, such as optical and radar, with
resolutions from submetric to decametric. Extracting mean-
ingful information from these varied datasets is crucial for
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effectively addressing environmental challenges such as ur-
banization, deforestation, climate change, and global warm-
ing [1]. This extraction provides important insights into envi-
ronmental dynamics and supports sustainable decision-making
processes.

Classification maps, produced through the analysis of Re-
mote Sensing (RS) data, stand as key thematic outputs. They
offer crucial insights into the Earth’s physical and functional
characteristics by distinguishing between natural landscapes and
human activities across various time periods. They differentiate
land-cover, which describes physical types such as corn fields
or grasslands, from land-use, revealing how these areas are
employed by humans, for instance, for agriculture. Given the
vast amounts of data from satellite image time series, devel-
oping automatic methods for producing classification maps has
become essential [2].

The introduction of the Copernicus Programme, providing
free and open access to RS data, along with advancements in ma-
chine learning (ML), has revolutionized Earth’s surface monitor-
ing. This combination has significantly improved the accuracy
of land-cover map generation [3]. The Sentinel-2 constellation,
part of this program, acquires multispectral images having 13
spectral bands, out of which four bands at a spatial resolution of
10 m, six bands at 20m, and three bands at 60m. The Sentinel-2
constellation has a temporal resolution of five days [4]. These
satellite image time series, covering the global surface with short
revisit periods, provide the foundation for large-scale mapping
such as detailed crop type mapping [5], forest monitoring [6],
water body detection [7], and the production of global thematic
products at a 10 m spatial resolution [8], [9].

To facilitate the development of workflows based on novel
deep learning (DL) algorithms and the evaluation and compar-
ison of classical Machine Learning (ML) approaches, several
large-scale datasets based on Sentinel-2 data have been released.
These benchmarks address different tasks, such as multisensor
and multimodal data fusion [10], cloud removal [11], [12],
super-resolution [13], visual question answering [14], as well
as large-scale datasets for unsupervised pretraining and transfer
learning [15], [16], [17], [18]. The availability of web platforms
such as HyperLableMe [19] also facilitates benchmarking of
RS image classifiers with their harmonized large-scale dataset
containing labeled and heterogeneous multispectral and hyper-
spectral images.

© 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see
https://creativecommons.org/licenses/by-nc-nd/4.0/

https://orcid.org/0000-0001-6774-6542
https://orcid.org/0000-0003-4089-972X
https://orcid.org/0000-0003-1810-9330
https://orcid.org/0000-0002-3239-9904
https://orcid.org/0000-0002-7189-6268
mailto:su.sharma@fz-juelich.de
mailto:morris@hi.is
mailto:g.cavallaro@fz-juelich.de
mailto:r.sedona@fz-juelich.de
mailto:c.paris@utwente.nl
https://datapub.fz-juelich.de/sen4map
https://datapub.fz-juelich.de/sen4map


13894 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

The release of Earth Observation (EO) benchmarks is an
essential trend in establishing a large scale, open, and poten-
tially interoperable ecosystem of open-access datasets. This
trend is vital for keeping pace with the escalating demands
of large-scale Deep Learning (DL) models, such as founda-
tion models, which are increasingly data-intensive [20]. DL
models for EO necessitate substantial resources for collecting
and compiling the datasets required for training. Providing the
community with large-scale land-cover and land-use datasets
not only offers an immediately beneficial resource but also
acts as a model for future expansions, facilitating significant
progress in mapping the Earth’s surface [18]. Within the domain
of land-cover classification, datasets such as BigEarthNet [21],
EuroSAT [22], Worldcover [23], and Dynamic World [8] are
prominent. Worldcover is an European Space Agency (ESA)
product at the global level, recently generated using Sentinel-1
and Sentinel-2 images by training a random forest (RF) classifier
with a labeled dataset of 141 000 training samples generated
through manual annotation of Google Maps and Microsoft Bing
images. The map legend includes 11 widely spread generic
classes and also has been used to generate the global Google’s
Dynamic World [8] and Esri’s [24] land-cover products. Un-
like the ESA Worldcover Map, these land-cover products were
generated using convolutional DL models trained with labeled
data derived from manual interpretation of Sentinel-2 images. A
high spatial resolution of the CORINE land-cover (CLC) map,
the CLC+, has been recently released [25] to provide the first
European land-cover product in unprecedented detail, leverag-
ing Sentinel-1 and Sentinel-2 images acquired in 2018. Based
on the temporal convolutional DL model, the map aims to depict
11 land-cover categories as presented in [26]. On the other hand,
using these benchmark datasets can present challenges from an
operation viewpoint. They usually feature a legend with fewer
than 15 land-cover classes, reducing the level of detail in Earth’s
surface descriptions and oversimplifying the complexity and
diversity of land-cover types. When annotations are performed
through photo-interpretation, labeled datasets heavily rely on the
EO data used. In addition, their specific map legends may render
them inadequate for testing different classification schemes or
improving the semantic detail a land-cover map can offer [27].

This article presents a benchmark dataset, Sen4Map, which
is designed to advance the state-of-the-art of land-cover map-
ping applied to Sentinel-2 satellite data. Differently from the
existing datasets, Sen4Map is the first large-scale dataset to
include 335 125 time series of 64 × 64 multispectral patches
extracted from Sentinel-2 tiles, each associated with geolocated
land-cover data collected in situ by experienced surveyors [28],
[29]. To this end, we leveraged the public availability of the Land
Use and Coverage Area frame Survey (LUCAS) database, a tri-
ennial ground survey coordinated by the Statistical Office of the
European Commission (Eurostat) that collects land-cover and
land-use data over the whole European Union [29] since 2001.
The LUCAS data have already been used to validate existing
thematic products [30], [31], as well as to generate land-cover
maps at country [32] or European scale [33]. However, all these
approaches have made partial use of the extremely valuable

information provided by the LUCAS database, generally con-
sidering only high-level land-cover categories (e.g., cropland,
artificial surfaces, and water bodies, etc.) and completely ne-
glecting land-use categories. In addition, most approaches using
Sentinel-2 data [32], [33] or Landsat data [34] considered only
the LUCAS points associated with homogeneous land-cover, by
filtering out a high amount of samples that may be difficult to
classify.

In this article, we aim to enhance the capability of Sentinel-2
for land-cover mapping by fully leveraging the challenges pre-
sented by the real in situ LUCAS data collection, which provides
land-cover information not specifically tailored to the properties
of Sentinel-2 satellite data. Specifically, the main contributions
of the proposed reference dataset are as follows.

1) The dataset provides detailed, geotagged land-cover and
land-use information associated with the central pixel
of each 64 × 64 patch extracted from Sentinel-2 tiles,
enabling an assessment of the limitations of satellite data
in producing semantically detailed land-cover maps.

2) The scale-independent land-cover information, collected
in-situ by experienced surveyors, facilitates the analysis
of Sentinel-2’s ability to accurately map land-covers of
various sizes.

3) The provision of ready-to-use 64 × 64 Sentinel-2 time
series data supports evaluating and comparing land-cover
mapping algorithms that utilize both spatial and temporal
dimensions.

4) Sen4Map’s design, based on a stratified random sampling
across the European Union, assesses the generalization ca-
pabilities of land-cover mapping techniques, both within
individual countries and across the EU.

The rest of this article is organized into five sections. Section II
provides an overview of the proposed approach for developing
the Sen4Map dataset. Section III describes the information in-
cluded in the datasets, including spatial and temporal properties.
Section IV discusses the experimental results obtained by state-
of-the-art classification algorithms and highlights the properties
and challenges presented by Sen4Map. Finally, Section V con-
cludes this article and presents potential future developments.

II. SEN4MAP GENERATION

This section outlines the methodology for developing the
Sen4Map, leveraging two data sources: the 2018 Sentinel-2
image time series and the 2018 LUCAS field data. Subsequent
sections provide further details.

A. LUCAS Database

Sen4Map includes geotagged locations of the LUCAS points,
which provide information on land-cover (the physical cover-
age observed on the Earth’s surface) and land-use (the socio-
economic function of the observed Earth’s surface). Moreover,
for each LUCAS point, we can link to information that is
available in the dataset such as several environmental param-
eters, a downward-facing photo of the target point (P), and
four landscape photos facing the cardinal directions (N, E,
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Fig. 1. Spatial distribution of the 2018 LUCAS samples collected all over
the European Union. The different land-cover categories are highlighted with
different colors.

S, W), as described in [29]. These data, along with detailed
metadata concerning the quality of the observations, including
the acquisition date, the GPS location of the surveyor in the
field, and the theoretical location of the target point (used as
the central pixel of the 64 × 64 patch), are publicly available.
Given the recent launch of Sentinel-2 in August 2015, the initial
version of Sen4Map primarily utilizes the consolidated 2018
LUCAS database. This approach facilitates the creation of an
annual time series of contemporary Sentinel-2 images for each
LUCAS point. Nevertheless, our goal is to regularly update the
Sen4Map dataset with recent Sentinel-2 satellite acquisitions
following the release of the consolidated 2022 LUCAS dataset.
The spatial distribution of the 2018 LUCAS samples collected
all over the European Union is shown in Fig. 1 by representing
the main land-cover classes in different colors.

B. Sentinel-2 Database

Sen4Map is based on multispectral time series of patches,
each 64 × 64 pixels, extracted from Sentinel-2 tiles of 100 ×
100 km, acquired in 2018 by the Sentinel-2 A and Sentinel-2B
satellites. Launched in June 2015 and March 2017, respectively,
these land-monitoring satellites operate in a sun-synchronous
orbit. They are both equipped with a Multispectral Instrument
which can capture 13 spectral bands. The bands B01 (Aerosols),

Fig. 2. Example of a Sentinel-2 time series from the Sen4Map benchmark
dataset associated with one LUCAS point. In this qualitative example, only
the images acquired from the 21st of February until the 18th of November are
visualized to capture the temporal component that can characterize different land
cover classes.

B09 (Water Vapour), and B10 (Cirrus) feature a spatial resolu-
tion of 60 m and central wavelengths of 443 nm, 945 nm, and
1375 nm, respectively. Bands B05 (Red Edge 1), B06 (Red Edge
2), B07 (Red Edge 3), B08 A (Red Edge 4), B11 (SWIR 1), and
B12 (SWIR 2) offer a spatial resolution of 20 m with central
wavelengths of 705 nm, 740 nm, 783 nm, 865 nm, 1610 nm,
and 2190 nm, respectively. Finally, bands B02 (Blue), B03
(Green), B04 (Red), and B08 (NIR) provide a spatial resolution
of 10 m with central wavelengths of 490 nm, 560 nm, 665 nm,
and 842 nm, respectively. The Sen4Map dataset provides the
Sentinel-2 bands only from 10 m and 20m spatial resolution
since these bands are typically used for land-cover mapping.
The bands with 60m spatial resolution such as Aerosols, Water
Vapour, and Cirrus are not included in the dataset, as they are
primarily intended for atmospheric corrections. Due to the short
repeat cycle for the two-satellite constellation (Sentinel-2 A and
Sentinel-2B) of approximately 5 days, the time series images
obtained are ideal for continuous mapping and monitoring of the
Earth’s surface. Fig. 2 shows a qualitative example of Sentinel-2
time series reported for a 64 × 64 patch, where only the true
color compositions are represented per acquisition.

III. SEN4MAP PROPERTIES

A. Spatio-Temporal Properties

The Sentinel-2 tiles considered for the extraction of a time
series of patches were those with cloud coverage of less than
40% and with less than 5% no-pixel data. We selected the
locations where LUCAS points are available (i.e., theoretical
locations, 2006–2018), with the support of Google Earth En-
gine (GEE) [35]. LUCAS is carried out systematically using a
distributed field design based on a 2 km× 2 km grid throughout
the European Union. The points of intersection from the grid
are referred to as theoretical locations, “th_long” and “th_lat”
[29]. This stratified spatial distribution allows for properly
mapping the different land-cover conditions while reducing the
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Fig. 3. Country-wise distribution of LUCAS surveyed locations with available
in-situ data.

risk of spatial autocorrelation, which is extremely important
for land-cover mapping. Although, the field survey is carried
out based on theoretical locations, the discrepancy between
the actual surveyed location,“gps_lon” and “gps_lat” and the
theoretical locations, could also induce spatial errors. A buffer
around the point can therefore help mitigate this based on in
situ observations of the multiyear harmonized LUCAS survey
database [29]. We created a 650m buffer around each point to
extract patches of 64 × 64 size. The choice of a 64×64 patch is
critical for various ML algorithms. Since several Sentinel-2 tiles
in the GEE image collection are rotated by differing orbits, there
is a need to compensate for NO DATA at the edges, requiring
the buffer size of 650m. This results in some patches being
larger than 64 × 64, which are subsequently cropped to the target
size. Each time series includes additional information on scene
classification maps “SCL” at a spatial resolution of 20m, along
with spatial resolutions of 10 and 20m.

Out of a total of 337 854 LUCAS points from the year
2018, only 2 704 points had no Sentinel-2 times series images
considering less than 40% of cloud coverage and less than
5% of no-pixel data. Another 25 LUCAS points where no in
situ data were available (i.e., no labels) were also discarded.
Therefore, the Sen4Map dataset results in a total of 335 125
time-series patches across 28 European countries: Austria, Bel-
gium, Bulgaria, Croatia, Cyprus, Czechia, Denmark, Estonia,
Finland, France, Germany, Greece, Hungary, Italy, Ireland,
Latvia, Lithuania, Luxembourg, Malta, Netherlands, Poland,
Portugal, Romania, Slovakia, Slovenia, Spain, Sweden, and the
United Kingdom. The distribution of the LUCAS points all
over the European Union is shown in Fig. 3 by presenting
per country the number of geotagged locations where in-situ
data are available. The average number of Sentinel-2 images
available per time-series for the respective LUCAS locations
are reported in Fig. 4. We considered only Sentinel-2 tiles with
cloud coverage lower than 40%, leading to time series of varying
lengths and temporal sampling rates across different LUCAS
locations. Spatial and temporal harmonization of satellite data
is a well-known challenge in large-scale land-cover mapping.
Various algorithms for temporal feature sampling [36], [37] can

Fig. 4. Number of Sentinel-2 images having less than 40% of cloud coverage
and associated with each LUCAS point.

be employed to mitigate differences in the acquisition times of
the first and last images, as well as the diverse temporal sampling
and sequence lengths associated with each LUCAS point time
series.

B. Land-Cover and Land-Use Information

For each LUCAS point, a hierarchical representation of the
associated land-cover and land-use is reported. The land-cover
types reported in the first level provide a high-level overview
of what is present in the scene, by distinguishing “Artificial
land” (A00), “Cropland” (B00), “Woodland” (C00), “Shrub-
land” (D00), “Grassland” (E00), “Bareland and lichens/moss”
(F00), “Water areas” (G00), and “Wetlands” (H00). Similarly,
the first level of land-use type aims at classifying “Primary
sector” (U100), “Secondary sector” (U200), “Tertiary sector
transport, utilities and residential” (U300), and “Unused and
abandoned areas” (U400). The statistical distribution of the num-
ber of Sentinel-2 images associated with higher level land-cover
and land-use classes is shown in Fig. 5. The detailed countrywise
statistics of the Sen4Map dataset for the higher level hierarchy
of LUCAS labels are shown in the Appendix.

The land-cover labels are defined according to the land-cover
classification system (LCCS) [38], a comprehensive reference
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Fig. 5. Statistical distribution depicted as a violin plot of the number of Sentinel-2 images associated with each (a) land-cover class and (b) land-use class. The
first level of the hierarchy is reported.

system designed for land-cover mapping. The land-cover Classi-
fication System (LCCS) aims to provide extensive flexibility, en-
abling the description of land-cover features at various scales or
levels of detail. Rather than offering a single, universal thematic
legend, it standardizes terminology and attributes used to define
land-cover classes. The system utilizes independent diagnostic
criteria, facilitating correlation with existing classifications and
legends regardless of the mapping scale or methods used.

The descriptions of the land-cover Lc1 and land-use Lu1
types are very detailed in the second level of the hierarchy,
where the specific combination of numbers and digits provides
a detailed definition of what is present in the scene, e.g., the
“A11” category refers to “Buildings with one to three floors.”
Similarly, “U112” is associated with fallow land to describe
when the land is grazed and not used for crop production. In this
framework, intersecting the information provided by the land-
use and land-cover descriptions allows for an extremely detailed
characterization of the geotagged location. For instance, parking
areas close to an area used for forestry purposes will have a
land-cover label “A21” (non-built-up area features) and land-use
“U120” (areas used for forestry purposes). Moreover, for patches
where more than one land-cover coexists, a second land-cover
Lc2 and land-use Lu2 information are reported together with
their percentages of coverage.

C. Structure of the Dataset

The Sen4Map dataset is available for 28 countries in indi-
vidual HDF5 files. The HDF5 format is highly parallelizable
and optimized for high-performance computing (HPC), making
it scalable and faster for processing [39]. This format allows
data to be stored in self-explanatory structures of the time-
series images, where time-series Sentinel-2 images for each
point can be processed individually with their corresponding
attributes. Each HDF5 file contains datasets associated with
LUCAS points from a single country in the form of a 3-D array
of Sentinel-2 64 × 64 time-series patches, individually named
as “Lucas_Point_{Point_ID}” with their corresponding 119
attributes. Some examples of true color compositions of 64 × 64
Sentinel-2 patches belonging to different countries are shown in
Fig. 6.

Fig. 6. True color composition of 64 × 64 Sentinel-2 patches belonging to the
Sen4Map dataset, which shows the variability of the land-cover classes located
in different countries.

IV. LAND-COVER MAPPING—BENCHMARKING

This section provides a comparison of the state-of-the-art
classification algorithms most commonly used to generate land-
cover maps, emphasizing the properties and challenges posed
by the proposed Sen4Map dataset. In particular, we tested and
compared:

1) the pixel-based Random Forest classifier [40], widely used
for its robustness in the presence of noisy data [41];

2) the pixel-based transformer DL model [42], which is
extremely effective in handling mapping tasks requiring
time series of satellite data;

3) the standard spatial ViT model [43], typically utilized for
image processing through its attention mechanism; and
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TABLE I
DETAILED MAPPING OF LUCAS LABELS FOR BROAD LAND-COVER

CLASSIFICATION

4) the Video Vision Transformer [44], capable of integrating
both spatial and temporal information provided by time
series of satellite data.

A. Experimental Setup

Thanks to the detailed description of the land-use and land-
cover properties of the LUCAS samples, customized classifica-
tion tasks can be defined. In the experimental setup we consider,
we provide two examples: 1) the classification of the most
widespread land-cover categories typically mapped at global
scale [31], i.e., namely, “Water,” “Broadleaves,” “Shrubland,”
“Conifers,” “Grass,” “Crops,” “Wetland,” “Artificial Land,” and
“Bareland,” and 2) a detailed crop classification task to map
“Cereals,” “Root Crops,” “Non-permanent Industrial crop,”
“Dry pulses, vegetables, flowers,” “Fodder crops,” “Bareland,”
“Woodland and Shrubland,” and “Grassland” according to the
map legend presented in [45]. We describe how we generate
these legends from the detailed LUCAS land-cover labels in
Tables I and II, respectively. However, users have the flexibility
to define alternative classification tasks based on their specific
requirements.

The dataset used for training contains 70% of randomly
selected points from each country. Similarly, from the exclusive
remaining points per country, validation, and test sets were
formed, each containing 15% of randomly selected exclusive
data points from each country. In the case of the (1) land-cover
classification task, we use 234 555 points for training, 50 284
points for validation, and 50 286 for testing. For the second crop
classification task, we use 196 514 points for training, 48 394
points for validation, and 48 396 for testing, by considering only
points having LUCAS labels as shown in Table II.

TABLE II
DETAILED MAPPING OF LUCAS LABELS FOR CROP CLASSIFICATION

The Random Forest classifier and the pixel-based transformer
DL model were trained considering the center pixel of the
64 × 64 patch for both classification tasks. To harmonize the
Sentinel-2 data available for different locations from the tempo-
ral point of view, a time series of 12 monthly composites was
generated for each LUCAS point. To this end, we considered the
widely used median composite approach described in [46], by
masking out the clouds according to the information available
in the “SCL” classification map associated with each Sentinel-2
image. However, we would like to remark that the proposed
Sen4Map dataset provides the original time-series of Sentinel-2
images. Therefore, any approach can be used to harmonize the
satellite data from the spatial and temporal viewpoint.

In contrast to the random forest and the pixel-based trans-
former DL model, the spatial ViT model was trained using
15× 15 patches, which were cropped from the original 64× 64
patches, and were associated with annual composites. To high-
light the properties of the Sen4Map dataset, we choose a patch
size of 15× 15 as a proof of concept. The selection of a 15× 15
patch was a reasonable setup for some specific methods such
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TABLE III
MEAN ENTROPY (IN NAT) OBTAINED FOR DIFFERENT ML MODELS

TABLE IV
F-SCORE AND OVERALL ACCURACY OBTAINED ON THE SET OF LAND-COVER CLASSES TYPICALLY MAPPED [31]

TABLE V
F-SCORE AND OVERALL ACCURACY OBTAINED ON THE CROP CLASSIFICATION LEGEND PROPOSED IN [45]

as patch-based transformer models that later allowed us to
emphasize the attention to segments of smaller 3× 3 patches,
which later helped with the inference and comparison with other
models.

Similar to the monthly composites, the annual composite was
calculated by computing the median value of all the cloud-free
Sentinel-2 images associated with the LUCAS location accord-
ing to the cloud information provided by the “SCL” classifi-
cation map. Finally, to leverage both the spatial and temporal
information available in the Sen4Map dataset, the VViT model
was trained on 15× 15 patches (cropped from 64 × 64 patches)
associated with the time series of 12 monthly composites. The
need for harmonization of the data from a temporal viewpoint
is based on the architectural limitation of the VViT model.
Cross-entropy [47] is used to optimize the transformer-based

models. A description of important hyperparameters used for
training ML models is provided in the Appendix. In addition, to
assess uncertainties in the performance of different classification
algorithms, Entropy [48] is reported as shown in Table III.
Higher value indicates higher uncertainty.

B. Experimental Results

Tables IV and V report the experimental results obtained
with the different state-of-the-art classification methods on
the land-cover legend proposed in [31], and the crop clas-
sification legend proposed in [45]. Differently from Venter
et al. [31], the “Tree” class is separated into “Broadleaves”
and “Conifers.” The obtained predictions are evaluated by
comparing the land-cover information with the classification
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Fig. 7. Examples of conifer points. The 3 × 3 window allows the correct
evaluation of the land-cover classification result with the real land-cover present
in the scene.

results associated with exactly the LUCAS point location and a
3× 3 window centered in the LUCAS point location. In the
second case, if at least one of the pixels is associated with
the LUCAS land-cover label, the point is considered correctly
classified. This condition allows us to mitigate possible GPS
errors and handle classes for which the LUCAS observation
is related to a land-cover within an observation window in
an area defined by a radius of 20m around the point. Fig. 7
shows the importance of evaluating the classification results
considering the 3× 3 pixel window by reporting an example
of two LUCAS points associated with conifer land-cover. This
can be validated by comparing the overall performance of all
classification methods using the center pixel, as superior results
are achieved with a 3× 3 window. Furthermore, all classifica-
tion methods exhibited similar performance for their respective
classes.

By focusing on the land-cover classification task, it is evident
that the most challenging classes are Bareland and Shrubland.
The classification of Shrublands poses difficulties due to the spa-
tial disparity between the satellite’s resolution and the ground-
level land-cover information. To address this issue, many ap-
proaches documented in the literature that utilized the LUCAS
database to train their models often employed spatial filtering
techniques to refine both the training and validation datasets,
thereby improving accuracy. Despite this, transitional classes
such as Bareland and Shrubland, which exhibit seasonal and
spatial variability, are highly susceptible to misclassification.
This phenomenon is also noticeable in classes such as Dry
pulses, flowers, and Fodder crops within the crop classification
task.

V. DISCUSSION

One of the most significant challenges posed by the proposed
dataset Sen4Map pertains to the spatial disparity between the
resolution of satellite imagery and the scale of ground-based
land-cover information. Unlike existing benchmark datasets,
which are generated through photointerpretation of satellite
images for land-cover mapping, Sen4Map relies on in situ
data. The implementation of a 3× 3 window, described in
Section IV-B, has been demonstrated to mitigate the disparities
between satellite spatial resolution and ground-based in situ

Fig. 8. Land-cover classification task: An example of misclassification from
the Sen4Map dataset is depicted. (a) Shows an in-situ street-level image from
LUCAS, (b) displays a very high resolution Google Map image, and (c) illus-
trates the number of misclassified points categorized as land-use “U111,” which
belong to the class “Artificial land”.

observations. However, unlike existing methodologies [33], we
did not apply any data cleaning procedures. This decision aligns
with the dataset’s objective of advancing mapping capabilities
using Sentinel-2 data, particularly on challenging land-cover
samples.

In addition, the Sen4Map dataset offers the possibility to
analyze classification outcomes based on their comprehensive
land-use and land-cover description. For instance, Fig. 8 shows a
LUCAS location highlighted in red in Fig. 8(b), associated with
the land-cover label Lc1 (“A21”—Non-built-up area features),
belonging to the class “Artificial land,” but misclassified as
“Cropland.” In the LUCAS in situ street-level picture shown
in Fig. 8(a), one can observe that although the LUCAS location
is correctly associated with a road (belonging to the “Artificial
land” category), it is actually sealed land within an agricultural
landscape. This property can also be identified by its description.
The point is associated with a land-use label Lu1 equal to
“U312” (road transport) and Lu2 equal to “U111” (agricul-
ture excluding fallow land and kitchen areas). This land-use
description is highly informative for understanding the subset
of misclassified samples categorized as “Artificial land” and
misclassified labeled as “Cropland.” Fig. 8(c) displays the set
of misclassified samples with land-use code “U111,” belonging
to the “Artificial land” class. It is evident that these points are
primarily misclassified as “Grassland” and “Cropland” when
only considering the center pixel.

To understand the challenges associated with classifying land
cover types like “Bareland,” Fig. 9(a) presents the collective
misclassification occurrences linked to the “Bareland” class,
specifically concerning the land-cover label Lc1 identified as
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Fig. 9. Land-cover classification analysis: examining misclassified samples
in the “Bareland” class. (a) Misclassifications within the “Bareland” class
associated to the land-cover label Lc1 “F40”. (b) Land-use associated with
misclassified samples labeled as “F40,” incorrectly identified as “Cropland.”

Fig. 10. Example from Sen4Map dataset from Bareland class having land-
cover “F40” and land-use “U111,” misclassified as Cropland. (a) LUCAS in situ
street-level image. (b) Yearly composite of Sentinel-2 image.

“F40” (Other Bare Soil). A considerable portion of the misclas-
sified samples labeled as “F40” are erroneously identified as
“Cropland.” For instance, Fig. 10 shows a location associated
with LUCAS land-cover Lc1 “F40” and land-use Lu1 “U111”
that was misclassified as “Cropland.”

To analyze further, the associated land-use from those samples
that were misclassified as “Cropland” is plotted in Fig. 9(b). It
can be seen that mainly “U111” and “U112” are responsible for
these misclassifications since they clarify that this specific land-
cover is associated with “Agricultural production” and “Fallow
agricultural land,” respectively. Indeed, in the LUCAS classifica-
tion scheme, the land-cover label “F40” links to land-use “U111”
as agriculture bare land, tilled and/or prepared for seeding, and
“U112” as fallow land with crop residues, becoming the main
reason for such misclassifications.

In a comparable scenario involving crop classification, par-
ticularly for the challenging class “Fodder crop,” a majority
of misclassifications from the “Fodder crop” were identified
as “Grassland,” as depicted in Fig. 11(c), when considering
predictions based on a center pixel. This observation is further
supported by Fig. 11(a) and (b), where a sample with the
land-cover label Lc1 “B53” (other legumes and mixtures for
fodder) exhibits a notable semblance to temporary grasslands
when scrutinized through a satellite-based viewpoint. Since
these crops are highly prone to seasonal variations, the temporal
component is crucial in determining accurate classification pre-
dictions. This can be validated from Table V, where it is evident

Fig. 11. Crop classification task: detailed analysis of misclassified samples
from class “Fodder crops.” (a) LUCAS in situ street-level image and (b) yearly
composite of Sentinel-2 image. (c) All misclassifications from class “Fodder
crops.”

that in cases of pixel-based transformers and video-vision trans-
formers, where the attention mechanism is highly dependent
on the temporal dimension, results in better predictions. In
addition, a 3× 3 window further improves the classification
results. Further observations within a 3× 3 window indicate
that the chances of correct classification increase by at least
15%.

VI. CONCLUSION

To enhance the capability of generating land-cover maps
using Sentinel-2 data, this article presents Sen4Map, a large-
scale benchmark dataset. It comprises nonoverlapping 64 × 64
patches extracted from Sentinel-2 time series images, covering
over 335 125 geotagged locations across the European Union.
These geotagged locations are associated with detailed land-
cover and land-use information, gathered by experts as part of
the LUCAS survey in 2018. The proposed dataset is highly
customizable, offering flexibility across different land-cover
and land-use categories. It supports both spatial and tempo-
ral classification approaches and is scale independent. The
dataset is available in countrywise, highly parallelizable HDF5
files, showcasing high modularity in terms of scale, and land-
cover and land-use information. This article demonstrates the
dataset’s application through various classification approaches
using state-of-the-art models for generating land-cover maps.
Furthermore, it highlights the challenges posed by the schematic
gap between satellite and in situ data, offering opportunities for
developing techniques and methods to advance current land-
cover mapping efforts with Sentinel-2.
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APPENDIX

Countrywise statistical distribution of the number of Sentinel-
2 images associated with each land-cover and land-use class con-

sidering the first level of the hierarchy in Sen4Map benchmark
dataset, depicted as a violin plot.
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The list of some of the hyperparameters used for training ML
models is shown in tabular form.
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