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Marine Radar Image Sequence Target Detection
Based on Space–Time Adaptive Filtering

and Hough Transform
Baotian Wen , Zhizhong Lu , Yongfeng Mao, and Bowen Zhou

Abstract—The performance of marine radar target detection is
largely affected by the intricate and dynamic space–time variations
of sea clutter signals, which cause substantial numbers of false and
missed alarms. To improve the target detection performance of
rotating scanning marine radar, this study proposes a marine radar
image sequence target detection algorithm based on space–time
adaptive filtering and the Hough transform algorithm. The algo-
rithm adopts a two-stage approach of coarse detection followed by
precise detection. During the coarse detection stage, the sea clutter
energy in the 3-D frequency–wavenumber spectrum of the marine
radar image sequence is suppressed by a sea clutter suppression
algorithm in the space–time domain, space–time clutter suppres-
sion (STCS). Subsequently, moving targets are extracted from the
image sequence using a target energy extraction method based on
the Hough transform algorithm in the 3-D frequency–wavenumber
domain. The result is a processed image sequence with sea clutter
signal reduction and target signal extraction. The precise detection
stage detects the target point in this processed image sequence
using a constant false alarm rate method based on a real clutter
background distribution model. During verification tests on real
X-band marine radar data, the detection probability of the pro-
posed method reaches 99.89% under low sea state, 95.34% under
medium sea state, and 94.44% under high sea state. Compared with
the WHOS-CFAR and GMOS-CFAR, the average improvement
is 10.1% and 16.6%, respectively. Furthermore, compared to the
STCS, there is a maximum improvement of 3.7%. The enhance-
ment in detection performance is significant.

Index Terms—Constant false alarm rate, marine radar, radar
image sequence, space–time adaptive filtering (STAF), target
detection.

I. INTRODUCTION

MARINE radar, which detects objects by emitting elec-
tromagnetic waves and receiving their echoes, operates

continuously throughout the day and night. Marine radar is
widely applied and plays a crucial role in tasks such as rainfall
detection, wind field inversion, wave inversion, marine ecolog-
ical protection, and maritime security defense [1], [2], [3], [4].

In marine radar signals radiated from the sea surface, the target
information is combined with sea clutter information [5]. Sea
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clutter refers to the backscattering signals created when radar
emitted electromagnetic waves scatter across the sea surface.
Sea clutter is generated through complex physical mechanisms
that depend on various factors, including the condition of the
sea surface and oceanic meteorology. Consequently, sea clut-
ter is characterized by highly intricate space–time variations.
Moreover, the relatively diminutive size and intensity of marine-
target signals in comparison to sea spikes make them easily
overwhelmed by clutter signals [6]. Therefore, marine radar
target detection against the complex background of sea clutter
has always been a challenging and popular research topic.

The current target detection methods for marine radars can
be classified into six main categories: traditional spatial do-
main processing, temporal domain processing, frequency do-
main processing, time–frequency domain processing, deep neu-
ral network learning, and space–time (frequency–wavenumber)
domain processing.

Spatial domain processing analyzes the mechanism and char-
acteristics of sea clutter using statistical methods. Various sea-
clutter distribution models have been established, including the
log-normal distribution, the Weibull distribution based on a
multiparameter non-Gaussian model, the composite-model K
distribution, and the generalized Pareto distribution of texture
and speckle components based on a dual-scale model [7]. Mul-
tiparameter models can produce complex composite distribu-
tions that closely match the actual amplitude distributions of
sea clutter. Under the appropriate radar parameters and sea
surface conditions, each model achieves promising detection
performance. However, sea clutter has non-Gaussian, nonlinear,
and nonstationary properties, leading to notable variations in the
amplitude distribution models of sea clutter across different time
periods and sea areas [8].

Exploiting the self-similarity and scale invariance of sea
clutter, temporal domain processing based on the fractal theory
discriminates between sea clutter signals and target signals.
Nevertheless, fractal techniques cannot detect swiftly moving
targets and are considerably influenced by sea clutter [9].

Frequency domain processing methods include moving target
indicator (MTI), moving target detection (MTD), eigenvalue de-
composition (EVD), and singular value decomposition (SVD).
The MTI and MTD methods employ cancelation filters between
multiple consecutive pulses to separate the Doppler frequency
shift that characterizes moving targets [10], [11]. The EVD
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and SVD methods adopt a subspace decomposition approach
and exploit the first-order Bragg peak characteristic to suppress
sea clutter energy in the frequency domain [12]. When the sea
clutter is heavy, its first-order Bragg spectra broaden and overlap
the Doppler frequency spectra of the targets, compromising the
ability of these methods to suppress clutter and detect the targets.

Time–frequency domain processing methods exploit the dual
benefits of the temporal and frequency domains. Target detection
is based on the difference between the distinct distributions of
sea clutter and target in the time–frequency domain [13]. The
frequency aggregation location of the target signal is ultimately
determined after different time–frequency transformations and
searching for the optimal transform domain to estimate the
target’s motion parameters [14]. These methods adopt the short-
time Fourier transform [15], fractional Fourier transform [16],
or sparse Fourier transform [17]. Although time–frequency do-
main processing exclusively achieves energy accumulation, this
advantage is limited to linear frequency modulation signals [14].
Deep neural network learning such as convolutional neural
networks [18] and generative adversarial networks [19] process
radar images from an image-processing standpoint. These meth-
ods autonomously learn and extract the features of the target
signal in an image and perform tasks such as detection and
segmentation [20]. Despite their promising performance and
enormous potential [5], radar-target detection methods based
on machine learning require a sufficient number of sample data
from different sea conditions and target scenarios for the training
process.

In the presence of heavy sea clutter and a low signal-to-clutter
ratio (SCR), detecting an unknown number of targets in a single
image is notoriously difficult. The performance of target detec-
tion can be improved using multiple radar images [21]. Unlike
traditional target detection based on individual scans, space–
time domain processing can jointly process the information in
multiple consecutive scans to achieve robust detection [22]. De-
tection before tracking (TBD) and space–time adaptive filtering
(STAF) belong to this class of methods. TBD synchronously in-
tegrates tracking and detection, avoiding the need for threshold-
ing using the amplitude information, and accumulates multiple
energies to enhance the target detection [23]. TBD for coherent
radar includs Radon linear standard transform and so on [24],
[25], [26]. TBD for noncoherent radar includs extended Kalman
filter-based TBD, etc. [27], [28], [29]. Methods in the second
category are based on the recursive Bayesian estimation frame-
work. However, TBD methods require separate estimations of
the target kinematics and modal states [30], whereas the shapes
of real marine moving targets are typically irregular and variable.

STAF (frequency–wavenumber) domain processing such as
space–time clutter suppression (STCS) [31], suppresses sea clut-
ter by transforming a series of radar images into the frequency–
wavenumber domain and constructing a filter based on the
dispersion relation of the sea clutter energy. Although the STCS
method effectively suppresses most of the sea spike signals in
the original image sequence, there still exist a small number
of heavy sea spike signals and noise signals in the processed
image sequence. These clutter signals are scattered throughout
the entire image, which cause false alarms in the subsequent

precise detection stage. Therefore, in the coarse detection stage,
this article proposes a novel clutter suppression method. After
the STCS procedure, the 3-D frequency–wavenumber domain is
transformed into the Hough detection domain to obtain specific
information of the target frequency. According to the informa-
tion, a space–time domain target extraction (STTE) procedure
is established. The nontarget energy is further filtered by the
process, including sea clutter and noise, thereby enhancing the
SCR of the image sequence and reducing the presence of heavy
clutter signals. As a result, the false alarm rate in subsequent
precise detection is effectively decreased. In addition, within
the STSC precision detection stage, a traditional sea clutter
background distribution model is employed. The compound
Gaussian distribution is utilized for offline fitting to ascertain
the sea clutter distribution. However, even if the vast majority of
sea clutter is suppressed, some rapidly changing sea spikes and
attenuation effects on large spatial scales cause the distribution
of background clutter to be nonstationary and non Gaussian.
Consequently, a fixed fit distribution model cannot adequately
replace real clutter distribution. This article proposes a novel
real clutter background distribution constant false alarm rate
(RCBD-CFAR) during precision detection stage. The back-
ground distribution model is dynamically updated in real time
through the utilization of image sequences generated during the
coarse detection stage, where the image sequence processed
through sea clutter suppression, target removal, and attenuation
suppression.

The rest of this article is organized as follows. Section II
describes the modeling of sea clutter spectra and moving tar-
get spectra in the frequency–wavenumber domain. Section III
presents the proposed space–time adaptive target detection al-
gorithm. Section IV presents the experimental results. Section V
discusses the proposed method, and finally, Section VI con-
cludes this article.

II. MODELS FOR SEA-CLUTTER AND MOVING-TARGET
SPECTRA IN THE 3-D FREQUENCY–WAVENUMBER

DOMAIN

This section describes the spectral components of a marine
radar image sequence in the 3-D frequency–wavenumber do-
main and overviews a validated sea clutter model. In addition,
the distinctive features of moving targets in the 3-D frequency–
wavenumber domain is elucidated, supports the subsequent
processes of clutter suppression and moving target extraction.

A. Frequency Spectrum of Sea Clutter in the
Frequency–Wavenumber Domain

The 3-D fast Fourier transform (3D-FFT) transforms a ma-
rine radar image sequence into an image spectrum in the 3-D
frequency–wavenumber domain. An integration image along
the θ-direction in the spectral domain obtained from a set of
radar image sequence is shown in Fig. 1. It should be noted that
Fig. 1 is derived directly from the actual measured radar image
sequence without target. The image spectrum comprises static
and quasistatic energy spectra [32], the frequency spectrum of a
stationary or slowly moving target, the characteristic frequency
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Fig. 1. Integrated image along the θ-direction in the 3-D frequency–
wavenumber spectral domain Vω,k corresponding to the radar image sequence.

spectrum of nonlinear waves, the high-order harmonic frequency
spectrum, the aliased energy spectrum based on the fundamental
dispersion relation curve, and the frequency spectrum of the
background noise [33].

Marine radar image sequences cover an enormous spatial
scale over a short temporal scale. Therefore, the wave field and
flow field within these sequences can be assumed as spatially
homogeneous and temporally stationary. In such cases, sea
clutter in the frequency–wavenumber domain exhibits first-order
gravity wave characteristics, and the spectrum is concentrated
near the basic dispersion relationship curve [34].

ω =
√

g · k · tanh(k · h) + �k · �u (1)

where ω is the frequency of sea gravity wave, g is the gravita-
tional acceleration, h is the water depth, k is the modulus of the
wave number, �u = (ux, uy) is the sea current direction relative
to the ship, and �k = (kx, ky) is the wavenumber vector.

The basic dispersion relation satisfied by first-order gravity
waves is accompanied by higher order dispersion relations sat-
isfied by higher order gravity waves. The higher order dispersion
relations are defined as

ω = (p+ 1)

√
g · k · 1

p+ 1
· tanh

(
k · h
p+ 1

)
+ �k · �u (2)

where p = 0, 1, 2 . . ., is an order variable primarily reflecting
the differences among different order dispersion relations. When
p = 0, the basic linear dispersion relation is obtained, whereas
for p �= 0, a pth-order nonlinear dispersion relation is obtained.

B. Frequency Spectrum of the Moving Target in the
Frequency–Wavenumber Domain

Irregular waves composed of waves with different frequen-
cies separate into their component waves during propagation.
Frequency dispersion is driven by the different periods and
corresponding velocities of the component waves. In deep water,
the wave velocity and period are related as follows:

vi =
λi

Ti
=

gTi

2π
tanh kih (3)

Fig. 2. Integration image along the θ-direction in the 3-D frequency–
wavenumber spectral domain Vω,k of (a) pure sea clutter with no target,
(b) one target moving at 10 m/s, (c) one target moving at 15 m/s, and (d) two
targets, one moving at 10 m/s and the other moving at 15 m/s.

where vi, λi, Ti, and ki represent the wave velocity, wave length,
wave period, and wave number, respectively, of the individual
wave i in the spectrum of the moving target.

The higher velocity waves are trailed by the lower velocity
waves. Whereas sea clutter comprises waves of different fre-
quencies and follows the dispersion relationship, the constituent
points of targets within marine radar images can be regarded as
moving uniformly and linearly at the same velocity. Therefore,
the target points disobey the dispersion relationship and can be
treated as a single large point. Scanning marine radars cannot
rapidly accumulate pulses over a short period. However, the
targets motions of targets within scanning radar images can be
considered as slow linear movements that are displaced by lim-
ited amounts in multiple images, enabling the accumulation of
multiple pulses. The velocity of the target can then be computed
considering the Doppler-frequency shift properties between the
spectra. In the frequency–wavenumber domain, the large point
described previously consists of composite frequencies with
very similar wave velocities and periods. Consequently, in the
radar image sequence, the frequency spectrum of the uniformly
moving target comprises a group of similar frequencies with
nearly constant wave velocities. The wave velocity and ω are
related as

ωi = |ki| · vi (4)

where ωi is the frequency of the sea gravity wave and |ki| is
the modulus of the wave number of individual wave i in the
moving-target spectrum.

Fig. 2 presents integrated images along the θ-direction in the
3-D frequency–wavenumber spectrum domain, depicting both
moving targets with constant velocities and pure sea clutter.
Furthermore, Fig. 2 is generated by combining the radar image
sequence without target and the target sequence extracted from
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the radar image sequence with target, both of which are based
on actual measurement data. The slopes of the target frequency
spectra depicted in Fig. 2(b)–(d) correlate with the velocities
of the corresponding targets. Prominent spectral features of the
target frequency spectrum appear in the |K| − w domain, but
the angle and phase information of the wavenumber domain
is absent. Consequently, crucial directional information on the
target motion is lost and the targets in multitarget scenarios
are not easily differentiated and extracted. To overcome these
limitations, a 2-D cross section can be obtained from the 3-D
frequency–wavenumber image spectrum along the ω-direction,
where kx (vx) and ky (vy) represent the wavenumber (velocity)
components of the target along the X- and Y -directions in the
wavenumber domain, respectively. The following equation is
derived:

kiy = −vix
viy

· kix +
ωi

viy
. (5)

An image captured via a scanning radar requires a complete
circle scan, which considerably extends the time interval. Con-
sequently, the corresponding values in the image sequence are
inherently discrete. In this scenario, the moving target frequency
spectrum appears as a series of straight lines corresponding to the
discrete frequencies in the wavenumber domain corresponding
to each discrete frequencyω. The slope of each line is determined
by vix and viy . The X and Y intercepts in the wavenumber
domain are determined by the wave velocities of the target
spectra and the discreteω values corresponding to the wavenum-
ber domain. Meanwhile, the target frequency spectrum on the
zero-frequency plane (ω = 0) invariably intersects the origin. In
the case of staring radar, the time interval of image acquisition
is small and ω is approximately continuous. The target spectrum
in the 3-D frequency–wavenumber domain then manifests as a
plane passing through the central point. The normal vector of
this plane is determined by the orientation and magnitude of the
wave velocity associated with the target frequency.

The 1st and the 32nd original images in a set of image
sequences are depicted in Fig. 3(a) and (b), respectively, with an
interval time of 80 s. These images contain four targets moving
approximately in a straight line at uniform speed. Specifically,
the first target moves at an angle of 57◦ with respect to due
north, the second target moves at an angle of 45◦ with respect
to due north. The third target moves at an angle of 90◦ with
respect to due north, while the fourth target moves at an angle
of 0◦ with respect to due north. Due to the decrease in target
frequency as ω deviates from 0, the energy in the images before
the 9th and after the 25th diminishes to an undetectable level.
Consequently, any two images between the 9th and 25th are se-
lected to calculate variations in moving target frequency within
the 3-D frequency–wavenumber domain. Fig. 3(c)–(e) displays
the 10th (ω = 0.54978), 16th (ω = 0.07854), and 17th (ω = 0)
2-D cross sections along theω-direction in a 3-D spectral domain
Vω,k with four moving targets. The four targets move uniformly
and linearly in different directions (57◦, 45◦, 90◦, and 180◦ with
respect to due north) within 80s. The zero-frequency plane [17th
spectrum; Fig. 3(c)] contains numerous frequencies that grad-
ually attenuate over distance and stationary object frequency.

Fig. 3. First and the 32nd images in a set of image sequences. (a) First original
image, and (b) 32th original image. 2-D cross sections along the direction in a
3-D spectral domain Vω,k with four targets. (c) Tenth spectrum (ω = 0.54978),
(d) 16th spectrum (ω = 0.07854), and (e) 17th spectrum (ω = 0) in the
frequency–wavenumber domain.

Owing to the colossal spatial-temporal scale of electromagnetic
wave attenuation across the entire radar image, the distribution is
concentrated around the zero-frequency domain. A pronounced
proportion in this plane is acquired by the dc component of the
sea clutter. Combining the 10th and 16th spectra, the spectra of
the four target frequencies clearly change with target velocity
and direction. As ω increases, the target frequency moves in the
same direction as the target movement in space–time domain,
manifested as the translation of a straight line. In addition to
the predominant frequency spectra conforming to (5), a limited
number of frequency spectra satisfy only the slope requirement,
violating the intercept condition. These spectra actually origi-
nate from aliasing effects, some of these are marked in the yellow
box. The conditions for aliasing effects are as follows:

dkm =
2π

Lm
=

2π

vm
· dt · num (6)

vm · dt · num = n · dm (7)

where dkm, Lm, and Vm represent the wavenumber resolution
spatial displacement scale, and movement velocity, respectively,
of the target, dt is the temporal resolution of radar sampling,
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num is the number of images in the radar image sequence, n
is the total number of points of the target moving through the
spatial domain, and dm is the spatial resolution of the target. The
wavenumber of the target is then derived as

km =
2π

dm
. (8)

The target frequency ωm can be obtained from the velocity
of (4) and the aliasing conditions are determined using the
Nyquist sampling theorem ω ≥ 2ωm, which is represented as
n ≥ 2 · num. According to (8), aliasing is avoided when the
distance moved by the target between two consecutive radar
images is less than twice the unit distance. In addition, if the
target between two successive radar images is displaced by
less than the resolution of the unit distance, its motion will be
undetected, and subsequently, classified as stationary. Owing
to the limited temporal resolution and high spatial resolution
of marine radar, spectral aliasing in the frequency domain is
inevitable for real moving targets.

C. Distribution Model of the Real Clutter Background

CFAR detection under sea clutter background is a traditional
method for sea surveillance radar target detection. Surrounding
environmental factors such as wind speed, temperature, atten-
uation effects, and target signals introduce large space–time
variations in distribution models of sea clutter [35]. The origi-
nal image sequence undergoes the sea clutter suppression (see
Section III-A) and target removal (see Section III-B), the image
sequence with sea clutter suppression, target removal and atten-
uation suppression is obtained. By counting all signals in the
processed image sequence, a stable and real clutter background
distribution (RCBD) model can be obtained. The process of
obtaining this distribution is explained in detail in Section III-C.

The RCBD model differs from the traditional compound
Gaussian (CG) distributions such as the Weibull and log-normal
distributions (which are special forms of the CG distribution),
and the K, Pareto, and CG inverse Gaussian distributions, in
terms of different statistical objects and different methods of
acquisition. In the traditional distribution model, the statistical
object is the sea clutter background data. A significant vol-
ume of authentic sea clutter background data is counted in an
offline manner. Subsequently, various GC distribution models
are employed to accurately fit the distribution model of the sea
clutter background data. The resultant fitting outcomes are then
utilized to ascertain the most suitable distribution model that can
effectively replace the actual sea clutter background distribution
model. The resulting statistics in RCBD model are no longer
based on the original sea clutter background, but rather on the
processed clutter background. By virtue of the two filtering
steps, the RCBD model can seamlessly substitute the distribution
model of the real clutter background. This substitution not only
facilitates online acquisition but also obviates the necessity for
fitting composite Gaussian distribution models.

Fig. 4 illustrates the distribution curves of various types of
background clutter under different conditions. As the intensity
of the sea state increases, the overall distribution of the original
sea clutter background tends to concentrate toward elevated

Fig. 4. Original sea clutter distribution, RCBD (the clutter background dis-
tributions obtained by sea clutter suppression and target removal), logarithmic
normal, Weibull, and K distribution fittings to the original radar image sequence
under (a) low sea conditions, (b) medium sea conditions, and (c) high sea
conditions.

grayscale values. These fixed distribution models are best suited
to particular sea surface environmental conditions. Alterations
to these conditions can rapidly deteriorate the fittings of these
distribution functions to the actual circumstances. The RCBD
model (black dashed curves in Fig. 4) resolves the problems
caused by intense space–time variations. It remains unaffected
by environmental variables such as temporal lapse and sea con-
ditions, enabling real-time acquisition of varying background
clutter models, and it exhibits exceptional stability.

III. TARGET DETECTION BASED ON STAF

This section introduces the proposed target detection algo-
rithm. Fig. 5 shows the architecture of the method. First, the
disruptive effects of sea clutter are suppressed through an STCS
filter on the interpolated image sequence. Subsequently, the
energy of target is extracted by the STTE filter on the sea clutter
suppressed image sequence. In this coarse detection process,
target extracted image sequence and sea clutter suppression,
target removal, and attenuation suppression image sequence
is obtained. Thereafter, RCBD model is applied to precise
detection.

A. Sea Clutter Frequency Suppression Segment

The STCS filter is employed for mitigating sea clutter in
coarse detection. The marine radar image sequence η(x, y, t) is
3D-FFT-transformed to a 3-D frequency–wavenumber spectrum
F (kx, ky, ω). The discrete form of this spectrum is expressed as
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Fig. 5. Architecture of target detection in a marine radar image sequence based on STAF and the Hough transform.

follows:

F (kx, ky, ω) =

Ly∑
0

Lx∑
0

T∑
0

η(x, y, t) exp

[−2πi (kxx/Lx + kyy/Ly + ωt/T )] (9)

I (kx, ky, ω) =
1

LxLyT
|F (kx, ky, ω)|2 (10)

where Lx and Ly are the spatial scales of the image se-
quence, and T denotes the temporal scale. kx and ky denote
the wavenumber components of the spectrum, ω is the temporal
frequency, and I(kx, ky, ω) is the 3-D frequency–wavenumber
image spectrum. The resolutions of the wavenumber compo-
nents and frequency are dkx = 2π

Lx
, dky = 2π

Ly
, and dω = 2π

T .
The 2-D wavenumber modulation frequency spectrum

I(|K|, ω) is obtained by integrating I(kX , ky, ω) over the
wavenumber angles. The module of all points with values ex-
ceeding 0.95∗C in the spectrum (where C is the calculated
maximum spectral value) are averaged to obtain the leading
wavelength |Km| of the waves. The upper and lower boundaries
of the filter are then determined from |Km| and the maximum
relative velocity |Umax| as follows:

|Kp| =
(
ω + dω

2 + |Km| · |Umax|
)2

g
+

dK√
2

(11)

|Kn| =
(
ω − dω

2 − |Km| · |Umax|
)2

g
− dK√

2
(12)

where |Kp| and |Kn| refer to the upper and lower boundaries of
frequency band of the filter, respectively.

The STCS model obtained by (13) and (14) as follows:

E (kx, ky, w) =

{
0 w ∈ [Kn,Kp]

I (kx, ky, w) else
(13)

where E(kx, ky, ω) represents the sea clutter suppression image
spectrum.

The energy of the targets is distributed across the entire
I(kx, ky, ω) domain and is largely concentrated below 0.4712
rad/s, meanwhile, the energy rapidly increases with decreasing
ω. Specifically, 87.26% of the target energy is concentrated in
the 0 to 0.3142 rad/s range of ω. Consequently, the filtering out
of high value ω intervals does not adversely affect the target
energy. The [Kn,Kp] bandwidth is positively correlated with ω,
indicating that the bandwidth interval decreases with decreasing
ω. Within the 0 to 0.3142 rad/s range of ω, the bandwidth
ranges from 0.059 to 0.078 rad/s. In this scenario, the target
energy is completely removed only when the wave-velocity
range of the target falls entirely within the interval boundaries,
i.e., Vm ∈ [Kn/K,Kp/K]. However, the interval bandwidth of
the target energy (0–0.157 rad/s) is not entirely encompassed by
the filtering interval. Therefore, when the STCS filtering method
removes energy within the range ω ∈ [Kn,Kp], it preserves
most of the energy associated with the real targets but inevitably
removes a small portion of that energy.

B. Target Frequency Extraction Segment

The number of moving target points in radar images is much
lower than the number of sea clutter points. Consequently, most
of the signals collected from an image belong to sea clutter.
The small volume of target signals causes a considerable energy
disparity between the sea clutter spectrum and the moving target
spectrum in the 3-D frequency–wavenumber domain, obscuring
the frequency spectrum of the moving target. After sea clutter
suppression segment, the sea clutter frequency in the spectrum
is substantially reduced and the frequency of moving target
becomes easily identified and detected. The frequency shift
of the moving target remains stable over multiple scanning
periods. The frequency spectrum of the target on all wavenum-
ber planes is then calculated by measuring the frequency shift
generated between the two wavenumber planes corresponding
toω. This calculation uses the wavenumber planes near the zero-
frequency–wavenumber plane, because the frequency spectrum
of the moving target always passes through the origin in the



13512 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

3-D frequency–wavenumber domain. In this article, the target
frequency spectrum is extracted from the 16th and 18th images
(ω = 0.07854 and −0.07854) rather than the zero-frequency–
wavenumber plane, as the latter contains a considerable amount
of static, quasistatic spectrum, and background noise. To reduce
the computational time and eliminate the aliasing effect in the
entire image spectrum, the central region E(k1:ix , k1:iy , ω) of the
aforementioned two wavenumber planes is extracted.

The target spectrum was detected using the Hough detection
method based on the duality between points and lines [36]. A
line in Cartesian coordinates is represented by its slope K and
intercept b, which correspond to the length of its perpendicular
ρ from the origin and the angle θ between the perpendicular
line and x-axis, respectively, in Hough space. A line passing
through a point A(xa, ya) in the plane is represented by a curve
α in the Hough space, while a line passing through two points
A(xa, ya) andB(xb, yb) is represented as the intersection of two
curves α and β in the Hough space, where curve β corresponds
to a line passing through point B(xb, yb), in the plane. Thus,
the problem of line existence is transformed into the problem
of curve intersection. The intersection points of curves α and β
are, respectively, determined as

ρ = xa · cos θ + ya · sin θ (14)

ρ = xb · cos θ + yb · sin θ. (15)

A binary transformation is performed on E(k1:ix , k1:iy , ω) and
an accumulation array H[ρ, θ] is established in the ρ and θ
parameter spaces. For each point (x, y) represented by 1 in the
binary image, each possible value on the θ-axis sampled and its
corresponding valueρ is calculated and accumulated in the array.
The local peak in the accumulated array of ρ and θ values is then
detected to determine the Hough parameters of the detected line.

The two line with the same angle θ in the Hough parameters
of the two selected wavenumber planes are assigned to the
same class, and the ρ difference between each pair of lines
within the same class is calculated to obtain the frequency shift
information. Leveraging this information, a model of the line
spectrum on all wavenumber planes for each ω can be derived.
The width of the line spectrum in the frequency–wavenumber
domain is dictated by the scale of the target; specifically, a wider
line spectrum corresponds to a larger spatial scale. However,
the actual target spectrum on each wavenumber plane is not a
singular line spectrum but consists of multiple line spectra. The
width of the line spectra must be expanded when extracting the
spectrum. This approach extracts most of the target spectrum
while accepting a small part of the clutter spectrum, achieving
robust processing performance even in scenarios involving mul-
tiple similar moving targets. The STTE model is finally derived
as follows:

M (kx,w, ky,w, w)

=

{
E (kx, ky, w) ky,w = Kr · kx,w + bw,r

0 else
(16)

bω,r =

(
bωa

− bωb

a− b

)
· (a− n) + bωa

± Ci (17)

Fig. 6. 2-D cross section in the 3-D image spectral domain Vω,k along the
ω-direction. (a) Tenth cross-sectional spectrum and (b) 16th cross-sectional
spectrum. The spectrum filtered by the Hough transform. (c) Tenth cross-
sectional spectrum, and (d) 16th cross-sectional spectrum. The image sequence
corresponds to the spectrum after Hough transform filtering. (e) 18th image.

where Kr and bω,r represent all line slopes and intercepts
separately detected by the Hough transform. n represents the
index of a wavenumber spectrum in the frequency–wavenumber
domain, a and b represent the sequence numbers of the two
selected images, and Ci is the width expansion coefficient.

In order to clearly show the influence of the Hough transform
on target spectrum extraction, a set of original target image
sequences (consisting of only four targets with the same char-
acteristics as those in Fig. 3) are utilized to present the target
spectrum and the spectrum filtered by Hough transform, as
depicted in Fig. 6(a)∼(e). From the result, Hough transform can
accurately capture the variation pattern (moving direction and
speed) of target frequency in the 3-D frequency–wavenumber
domain. During the process, a portion of the target spectrum
energy generated by the aliasing effect was discarded, and only
the target spectrum energy without aliasing was retained. Simul-
taneously, Cmax is selected as the maximum width of Ci, and its
selection affected the filtering results. A larger Cmax resulted in
less loss of energy from the target spectrum, while a smaller
value has an opposite effect. During the process of Cmax from 0
to 5, there was a significant improvement in the average extracted
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Fig. 7. STTE filter model in the 18th 2-D cross-sectional spectrum of 3-D im-
age spectral domain under different Cmax values. (a) Cmax=5 and (b) Cmax=15.

energy of the target frequency increasing from 0% to 68.95%,
due to main frequency width being approximately 0.0148 rad/m
(about five resolution units wide). AsCmax ranges between 5 and
23, it had steady enhancement in average extraction energy of the
target frequency reaching up to 84.22%. Although the extraction
rate was higher in the range of 15–23, it also leaded to substantial
enhancement in extraction energy of clutter. Thus, Cmax in
this range was not being selected. After Cmax reaches 23, the
enhancement rate decreased significantly and reached 100% at
around 210. This phenomenon arises from the remaining target
energy dispersed across entire frequency–wavenumber domain
as aliasing energy form. In this article, Cmax was selected as 15
to ensure that the final extraction result contained less clutter
spectrum energy while maximizing the target spectrum energy
extraction. Fig. 6(e) depicts the 18th image of filtered radar
image sequence (enlarged target size), with an average extraction
energy of 78.57% for four targets. In addition, certain clutter
points around the targets appeared after Hough transform that
require further elimination in the subsequent precision detection
segment. The Hough transform extraction results with Cmax=5
and Cmax=15 are shown in Fig. 7(a) and 7(b).

After suppressing the sea clutter and extracting the target
from the frequency–wavenumber spectrum, Mc(kx, ky, ω) is
processed through a 3-D inverse fast Fourier transform (3D-
IFFT) to obtain an image sequence

ηm(x, y, t) =
1

Ly

1

Lx

1

T

Ly∑
0

Lx∑
0

T∑
0

Mc (kx, ky, ω) exp

[2πi (kxx/Lx + kyy/Ly + ωt/T )] . (18)

C. Precise Detection Stage

The sea clutter suppression and target extraction segments
retain a substantial portion of the target signals in the radar image
sequence, along with a minor portion of background clutter
signals. The clutter signals are preserved because the width
expansion applied during target extraction inevitably includes
nontarget spectra. Consequently, the detection of the ηm(x, y, t)
image sequence must be refined for ultimate target detection.
The real clutter background spectrumP is obtained by removing
the sea clutter and target spectra from spectrum I . The RCBD

model is then obtained via IFFT as follows:

P (kx, ky, ω) = Mc (kx, ky, ω)−Mt (kx, ky, ω) (19)

ηc(x, y, t) =
1

Ly

1

Lx

1

T

Lx∑
0

Ly∑
0

T∑
0

P (kx, ky, ω) exp

[2π (kxx/Lx + kyy/Ly + ωt/T )] (20)

where P (kx, ky, ω) and ηc(x, y, t) denote the spectrum and
distribution of the background clutter, respectively.
Mt and Mc were obtained by selecting different Cmax values

from (16) and (17), respectively. The Ct corresponding to Mt is
smaller than the Cc corresponding to Mc, with Ct and Cc deter-
mined by experiments as 5 and 15, respectively. Consequently,
the spectrum extracted from Mc exhibits more target frequency
and background clutter frequency compared to that of Mt. In
(18), Mc is utilized in order to obtain the processed image ηm
with sea clutter suppression, target extraction, and attenuation
suppression. On the other hand, Mt is utilized in (19), which
effectively eliminates a significant portion of target frequencies
present in Mc. Through (20), the RCBD model ηc is derived.
The ηc can serve as a real time background clutter image of ηm.
ηc is an amplitude distribution rather than a complex number

distribution. In addition, it is obtained by statistically processing
the real-time background clutter through sea clutter suppression
and target removal. In the sea clutter background distribution
model CFAR method, to maintain the CFAR capability of the
detector, the relationship between false alarm rate Pfa and the
normalization factor τ must be established using the distribution
model and decision rule. Once the desired Pfa is defined, the
normalization factor τ is typically obtained through offline cal-
culations conducted in advance, a set of reference units in close
proximity to the target unit is obtained online and the detection
threshold is determined. The entire image is then scanned point-
by-point using a sliding window. The aforementioned method
can be improved by using (21) and (22). Because the distribution
model accurately characterizes the clutter background (with the
target removed), once the desired Pfa is specified, the detection
threshold T of the entire image sequence can be determined
without normalizing τ . The relationship between Pfa and T is
provided in (21), where f(x) is the PDF curve of ηc. Further-
more, the point-by-point sliding window approach transitions
to a more efficient whole image sequence detection scheme
that simplifies the implementation of the detection process. The
specific detection way is illustrated in (22), whereD is the image
sequence to be detected, i is the ith image in the image sequence,
n is the nth point in the image, and T is the detection threshold

1− Pfa = 1−
∫ ∞

T

f(x)dx =

∫ T

0

f(x)dx (21)

Di(n)
H1
>
<
H0

T. (22)

If the grayscale value of detection point Di(n) exceeds the de-
tection threshold, it is designated as a target point and denoted as
H1. Conversely, if the grayscale value falls below the detection
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Fig. 8. Detailed stepwise structure of the STCS, STTE, and RCBD–CFAR segments.

TABLE I
X-BAND MARINE RADAR PARAMETERS

threshold, it is classified as background clutter point and denoted
as H0.

Fig. 8 is a block diagram of the STCS, STTE, and RCBD-
CFAR stages. The content proposed in this article is STTE and
RCBD-CFAR. During the STTE process, a target extraction
model and a background clutter extraction model are established
by using Hough detection. The sea clutter suppression, target
removal and attenuation suppression clutter background distri-
bution is employed to determine the CFAR detection threshold
for precise detection in the RCBD-CFAR process.

IV. EXPERIMENTAL RESULTS

This section evaluates the performance of the proposed ma-
rine radar target detection algorithm on authentic radar image
sequences and moving targets. After presenting the radar param-
eters and employed data, it provides the experimental results on
band marine radar data. Finally, it compares the performance
of the proposed target detection method with those of excellent
algorithms.

A. Marine Radar Parameters and Experimental Data

The data were collected from the China East Sea in October
of 2017 using an X-band marine radar and included both target
and sea clutter signals. Table I presents the radar parameters of
the experiment. Each image captured by the radar contains 2048
lines, and each line comprises 600 range bins.

Nearest neighbor interpolation is employed for converting the
square region from polar coordinates to Cartesian coordinates.
Interpolation converts Point A(r, θ, z) in polar coordinates to its
corresponding coordinates Ad(x, y, z) in Cartesian coordinates.

Fig. 9. Interpolation area (delineated by the red-edged square) in the original
radar image.

The proposed method is applied to a scale of 848×848×32 pix-
els image sequence, as shown in Fig. 9.

One set of image sequences comprises 32 consecutive im-
ages collected over a period of approximately 80 s, encom-
passing moving targets with their speed and direction infor-
mation embedded within the sequence. The position and in-
tensity of the target constantly change with each captured
image.

The dataset in the experiment exhibits a significant wave
height (height of highest one-third wave) ranging from 1.5 to
3.5 m. This range was categorized into three distinct sea condi-
tions: low sea condition (1.5 m∼2.2 m), medium sea condition
(2.2 m∼2.9 m), and high sea condition (2.9 m∼3.5 m).

Ten real moving target continuous signal datasets with dif-
ferent sizes (25∼200 pixels), velocities (10∼20 m/s), directions
(0◦∼ 360◦), trajectories, and initial grayscale value variations
(0∼3560) were extracted from the actual radar image sequence
data. Fig. 10(a)–(c) shows three types of moving target contin-
uous signals extracted from the real images sequence. Fig. 11
depicts multiple motion trajectories of selected moving targets
in the real image sequences. The trajectories are nearly uniform
and linear within a set of sequences.

To further evaluate the performance of the proposed algo-
rithm, the grayscale values of the extracted real target space–
time signals were adjusted using the α coefficient to simulate
different radar cross-section (RCS) scenarios. Fig. 10(d)–(f)
illustrates the processing results of the aforementioned three
targets with α = 1.2. The grayscale values of the real target
space–time signals were globally reduced without affecting the
size or other conditions. In addition to the target information,
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Fig. 10. Three real moving target continuous signals and their corresponding
target continuous signals adjusted with α. (a) First target. (b) Second target.
(c) Third target. (d) First target (α = 1.2). (e) Second target (α = 1.2).
(f) Third target (α = 1.2).

Fig. 11. Movement trajectories of real targets extracted from experimental
data.

the single-image sequences of sea clutter from different marine
environment data were extracted. To obtain image-sequence
data under various RCS scenarios, target space–time sequences
with different RCS values were combined with pure sea clutter
sequences. During the addition process, the grayscale values of
the target edge points were adjusted based on the sea clutter
grayscale values near the target. Fig. 12(a)–(c) shows images
of the different RCS targets under low, medium, and high sea
conditions, respectively, with multiple targets enclosed within
red bounding boxes. To mitigate the echo saturation caused by
strong radar echoes in the central region, a portion of the central
data was removed through data reduction.

Fig. 12. Radar images of different RCSs under different sea conditions.

B. Performance of Target Detection Under Real Radar Data

Fig. 13 shows the algorithm processing results under the
low, medium, and high sea conditions. Shown are the original
images, frequency spectra of the original images in the Vω,k

domain, frequency spectra of sea-clutter suppression in the Vω,k

domain, target extraction spectra in the wavenumber domain,
and the final processed images. The original images contain the
same three targets under all three conditions. The first target,
located in the lower left corner of the image, comprises 36 pixels
with an average grayscale value of 2492 and moves northeast
at 20 m/s. The second target, located in the upper right of the
image, consists of 28 pixels with an average grayscale value of
2350 and moves northward at 15 m/s. The third target, located
in the right part of the image, is composed of 44 pixels with
an average grayscale value of 2332 and progresses westward at
10 m/s. The sea conditions depicted in Fig. 13(a) and (f), and
correspond to sea heights of 1.98, 2.55, and 3.11 m, respectively,
with corresponding average sea-clutter intensities of 1789, 2298,
and 2673, respectively. The energies of the sea spikes within the
whole image increased with increasing sea state. The target is
easily submerged by sea clutter in moderate to high sea states.
The spectral energy of the sea clutter [see Fig. 13(b), (g), and (i)]
also gradually increased with increasing sea state. Furthermore,
as the sea states intensified, the scattering of electromagnetic
waves by the sea surface became increasingly complicated,
producing stronger background noise in the images. The Vω,k

domain spectra [see Fig. 13(c), (h), and (m)] were obtained by
selectively filtering out the sea clutter frequencies during the sea
clutter suppression stage. Although the dominant frequencies of
sea clutter were eliminated from the spectrum, the energy of
the moving targets in the frequency domain was drowned by
the substantial quantity and high intensity of residual energy
from other noises in the entire image, and remained difficult to
detect. However, the target energy was readily detected in the
wavenumber domain. The target frequencies in the wavenumber
domain, are depicted in Fig. 13(d), (i), and (n). The dominant
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Fig. 13. Results of the treatment process of the proposed method under different SCR conditions (first line: low sea state, second line: medium sea state, and
third line: high sea state). (a), (f), and (k) 16th original images in the sequences. (b), (g), and (l) Frequency spectra of the original images in the Vω,k domain. (c),
(h), and (m) 16th 2-D cross-sectional frequency spectra of sea clutter suppression in the Vω,k domain. (d), (i), and (n) Target-extraction spectra in the wavenumber
domain. (e), (j), and (o) 16th final processed images in the sequences.

target frequencies in the low, moderate, and high sea states were
effectively identified and extracted from the 16th, 18th, and 20th
wavenumber spectra, respectively. As shown in Fig. 13(e), (j),
and (o), the sea clutter was efficiently suppressed and the targets
were successfully extracted under varying sea conditions. A
minimal portion of an intense signal persisted in the central
region of the image, resulting from incomplete removal of the
central saturation region in the space–time domain. Although
some clutter was retained, its average energy was too low to be
treated as sea spikes, thus avoiding potential interference with
the subsequent precise detection process.

Because of the lack of Doppler information and the abil-
ity to accumulate signals for an extended period, noncoher-
ent scanning marine radar exhibits suboptimal performance in
processing echo data across the temporal domain, frequency
domain, and time—frequency domain. The effectiveness of sea
clutter suppression in the 3-D frequency–wavenumber domain
substantiates the stability of sea clutter background charac-
teristics in the space–time domain. Moreover, this approach
obviates reliance on phase information while achieving effective
sea clutter suppression and target detection solely based on
amplitude information, rendering it suitable for fast scanning
noncoherent marine radar [31]. The method in this manuscript
is based on an improvement of this method. The SVD-FRFT is
widely employed for sea clutter suppression in marine radars
and has been validated in [37] and [38]. Despite its diminished
efficacy when applied to our radar, it still exhibits a favorable
effect. Therefore, to assess the performance of the proposed

method in sea-clutter suppression, the performance measures
for the comparative experiment were the individual STCS and
SVD-FRFT.

SCR improvement was calculated as follows:

SCRr = 20 log

( 〈sp(n)〉
〈xp(n)〉

)
− 20 log

( 〈s0(n)〉
〈x0(n)〉

)
(23)

where sp and s0 represent the sums of the grayscale values of
all target points in the output and original images, respectively,
xp and xo represent the sums of the grayscale values of all back-
ground clutter in the output and original images, respectively,
and <> denotes the averaging of these sums.

Fig. 14 shows the processing results using the aforementioned
three algorithms under the low, moderate, and high sea condi-
tions. Table II presents the SCRr realized by the three methods
on four different original SCRs covering low, moderate, and high
sea states. With the proposed method, the SCR was consistently
improved by approximately 17 dB under low sea conditions
and at least 14 dB under moderate sea conditions. In high
sea states, the SCRr are 10.7 and 12.8 dB on original SCRs
with 0.8 and 3.9 dB, respectively. As the sea condition intensi-
fied, the intensity of the generated background noise increased
and more noise spectral energy was extracted throughout the
wavenumber domain during the target-frequency extraction. The
SCR enhancement decreased accordingly. Furthermore, when
the target grayscale value was weakened to a level comparable
to that of sea clutter, the frequency spectra of the sea clutter
points were convoluted with those of the target edge points,
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Fig. 14. Results of three methods under different sea states (first column: low sea state, second column: medium sea state, and third column: high sea state).
(a)–(c) 16th final processed images in the sequence by using the proposed method. (d)–(f) 16th final processed images in the sequence by using individual STCS.
(g)–(i) 16th final processed images in the sequence by using SVD-FRFT.

TABLE II
SCR IMPROVEMENT RESULTS USING INDIVIDUAL STCS, SCD-FRFT, AND PROPOSED METHOD

causing leakage of target-point information when filtering out
the sea clutter for target extraction. When the SCR reaches a
certain threshold, the energy of the extracted targets reduces
because target points are lost, slightly degrading the efficacy of
SCR enhancement. The threshold increases as the sea clutter
intensifies under different sea conditions. In individual STCS,
the SCR was improved by at least 9.12 dB under low sea
conditions and by 7.84 dB under moderate sea conditions. In
high sea states, the SCR enhancement was improved at least

by 8.52 dB from the original SCR of 0.8 dB. Under the same
states, individual STCS exhibited some reduction compared to
the proposed method. This reduction can be attributed to the
fact that the spectrum obtained through the individual STCS
method includes not only energy from targets but also static
and quasistatic energy, the characteristic frequency of nonlinear
waves, the high-order harmonic frequency, the aliased spectrum,
and background noise. The SCR improvement range of the SVD-
FRFT method was between 1.39 and 8.33 dB. The performance
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Fig. 15. Comparison of SCR improvement effects under (a) low sea condition,
(b) mid sea condition, and (c) high sea condition.

of SVD-FRFT was affected by the low sampling frequency
of incoherent scanning marine radar, which lowered its ability
to retain rapidly moving targets. The ability of SVD-FRFT to
suppress sea clutter was better than that of individual STCS,
which was similar to that of the proposed method, as shown in
Fig. 14(g), (h), and (i), however it excessively suppressed target
energy, mistakenly treating a portion of the target point as sea
clutter, which accounted for the limited SCRr achieved.

Next, combining real radar-image data of low, moderate,
and high sea states with multiple targets and setting distinct
α coefficients, 300 experimental samples were generated for
further evaluation of three methods. To ensure coverage across
the 0–10 dB range of SCRs, 100 sets of samples were collected
for each sea state. As shown in Fig. 15, the proposed method
performed optimally under low sea conditions, registering a
superior improvement of 18.5 dB at maximum. Under moderate
and high sea conditions, the peak improvements were 15.8 and
14.4 dB, respectively. The proposed method demonstrated a sub-
stantial improvement in SCRr compared to the individual STCS
method, with a maximum difference value of up to 9.01 dB and
an average difference value of approximately 6.76 dB under low
sea states. In comparison to the SCRr of the SVD-FRFT method,
the maximum difference value reached 11.06 dB, with an aver-
age difference value of 9.99 dB. Under medium sea conditions,
the proposed exhibited a maximum difference value of 7.62 dB
and an average difference value of around 4.74 dB compared
to the individual STCS method, and it exhibited a maximum
difference value of 11.80 dB and an average difference value
of around 9.41 dB compared to the SVD-FRFT method. Under
high sea conditions, the proposed method achieved a maximum
difference value of 3.39 dB and an average difference value
of approximately 2.05 dB in SCRr compared to the individual
STCS method. Meanwhile, it exhibited a maximum difference
value of 10.03 dB and an average difference value of approxi-
mately 7.89 dB in SCRr compared to the SVD-FRFT method.

Fig. 16. ROC curves under typical SCR conditions.

As the sea clutter intensified under different sea conditions,
the performance of the proposed method and the SVD-FRFT
method worsened. Conversely, the performance of the individual
STCS method improved. The experimental results demonstrate
that the proposed approach effectively suppresses sea clutter
and extracts targets under varying sea conditions, considerably
enhancing the SCR of the output image for subsequent target
detection processes. The performance is superior to the other
two methods.

C. Comparison of Detection Performance

Next, binary detection was performed on ACCS-CFAR-
processed images. The detection performance was evaluated in
terms of two indices: the probability of detection and the false
alarm rate, respectively, calculated as

PD =
Nmdt

Nt
(24)

Pfa =
Nfa

Nt
(25)

whereNt andNdt represent the total numbers of all target points
and detected target points, respectively, and Nfa represents the
total number of detected nontarget points.

The receiver operating characteristic (ROC) curves under typ-
ical SCR conditions are displayed in Fig. 16. Under equivalent
Pfa conditions, an increasing trend in PD is manifested with
respect to the increase in SCR. However, a significant decline
in detection performance is experienced when the SCR is about
1 dB. This deterioration can be attributed to suppression of the
target edges when filtering out the sea clutter. When Pfa exceeds
0.0001 and the SCR exceeds 2 dB, the PD can exceed 90%. At
this time, the PD approached with a Pfa of 0.001.

The performance measures for the comparative experiment
were the classical CA-CFAR and the weighted likelihood CFAR
(WL-CFAR, Weibull condition) [39], which estimates the scale
parameters of the Weibull distribution using the maximum-
weighted logarithmic likelihood function. Given a presetPfa, the
WLCFAR adaptively determines the threshold, enabling target
detection. The shape parameter C, sliding-window scale N ,
robustness measurement parameterβ, and of τ of the WL-CFAR
detector were set to 1.2, 16, 0.1, and 0.0001, respectively. The
sliding windowN andPfa of the classic CA-CFAR detector were
set to 16 and 0.0001, respectively. The Pfa of the ACCS–CFAR
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Fig. 17. Comparison of detection performances of different methods on a test
set of radar images processed using the proposed methods.

detector was set to 0.0001. Fig. 17 compares the detection
performances of different methods on a test set of radar images
after processing with the proposed methods. The conventional
CA-CFAR detector obtained good detection results at high SCR
but its performance notably declined as the SCR decreased. In
contrast, the WL-CFAR and ACCS–CFAR detectors achieved
outstanding detection performance on all processed images.
Although the ACCS–CFAR detector was slightly inferior to
the other two detectors near, it outperformed its competitors
in other SCR ranges because it incorporates the real background
distribution. The classic CA-CFAR detector lacked robustness,
as evidenced by a noteworthy number of false alarms in the pres-
ence of intricate and fluctuating background clutter. In contrast,
the WL-CAR detector effectively detected the target points but
produced more false alarms than the proposed ACCS-CFAR.

To assess the efficacy of marine radar target detection based on
spatiotemporal domain joint filtering in complex sea clutter en-
vironments, several methods applicable to marine radar, namely,
WHOS-CFAR, GMOS-CFAR, SVD-FRFT-CFAR, and STCS-
CFAR, were compared. WHOS-CFAR and GMOS-CFAR have
been validated to provide superior detection performance un-
der Pareto distribution and Weibull distribution in [35], [40],
and [41], respectively. By establishing detectors that follow
WHOS or GMOS decision rules, the methods achieve full
CFAR characteristics while avoiding parameter estimation of
the distribution model. The WHOS-CFAR and GMOS-CFAR
are the spatial domain methods and are suitable for noncoherent
fast scanning marine surveillance radar. In addition, SVD-FRFT
and STCS, as advanced sea clutter suppression and target de-
tection methods in the frequency and spatiotemporal domains,
respectively, were used for comparison.

Fig. 18 displays the truth images, STFTD (the proposed
method) detection images, individual STCS-CFAR detection
images, SVD-FRFT-CFAR detection images, GMOS-CFAR de-
tection images, and WHOS-CFAR detection images under the
low, moderate, and high sea conditions. The target of 36 pix-
els is selected and integrated into three different positions to
obtain different SCR data. The targets are enclosed within red
rectangular boxes and amplified by an amplifier for a clearer
display. The grayscale values within the image are segregated
into three distinct categories. The points with a grayscale value
of 3 (marked in red) are designated as the correctly detected
target points. The points with a grayscale value of 2 (depicted
in orange) indicate the erroneously detected target points. The

TABLE III
DETECTION PROBABILITIES OF DIFFERENT METHODS UNDER DIFFERENT SEA

CONDITIONS

points with a grayscale value of 1 (depicted in green) indicate
target points that were not detected.
Pfa was set to 0.0001, and the detection results of all methods

are shown in Table III. The PD of the proposed method in three
sea conditions reaching 94.44%, 95.34%, and 99.89%, respec-
tively, which were the highest among all methods. Because of the
high-intensity points retained after suppression and extraction
processing mainly surrounding the target points, the false alarm
points were mainly concentrated at the edge of the targets. The
PD of individual STCS-CFAR was the second highest, reaching
90.74%, 94.44%, and 97.22%, respectively. The small portion
high-intensity noise points presented in the suppressed image
formed most of the false alarm points in this detection result.
The detection performance of the GMOS-CFAR method de-
creased compared to the individual STCS-CFAR method, reach-
ing 83.33%, 85.19%, and 90.74% in the three sea conditions,
respectively. The false alarm points were concentrated around
the targets. ThePD of the WHOS-CFAR method under the three
sea conditions were 75.93%, 79.63%, and 84.33%, respectively,
slightly lower than the GMOS-CFAR method. The reason is
that the sea clutter distribution model of marine surveillance
radar with high resolution and low grazing angle is closer to the
Weibull distribution compared to the Pareto distribution. ThePD

of the SVD-FRFT-CFAR method were 17.59%, 51.85%, and
82.41%, respectively. Due to the loss of target energy during the
sea clutter suppression, the PD sharply decreased in medium to
high sea conditions.

The SCR-PD curves of the five methods, with Pfa set at
0.0001, are compared in Fig. 19. The PD of the proposed
method exceed 90% at around 2 dB and reached 100% at around
6.5 dB. STCS-CFAR, GMOS-CFAR, WHOS-CFAR, and SVD-
FRFT-CFAR achieved 100% detection probability around 7, 8,
10.5, and 11.5 dB, respectively. The detection probability of the
proposed method increased by an average of 11.2% compared to
the STCS method, 17.95% compared to GMOS-CFAR, 23.79%
compared to WHOS-CFAR, and 55.94% compared to SVD.

V. DISCUSSION

Previous studies focused on suppressing sea clutter energy,
resulting in a spectrum that not only contains target energy but
also includes other noise energy [31]. Building upon this foun-
dation, in this study, a model for target energy in the frequency–
wavenumber domain was established, and an effective strategy
for extracting target energy was proposed. As a result of this step,
the aforementioned nontarget energy could be significantly sup-
pressed in the obtained spectrum. Compared to individual STSC
and SVD-FRFT methods, the proposed approach improves the
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Fig. 18. Results of target detection by different methods under different sea conditions [(b)–(f) Low sea state, (h)–(l) medium sea state, and (n)–(r) high sea
state]. (a), (g), and (m) 16th truth images in the sequence. (b), (h), and (n) 16th proposed method detection images in the sequence. (c), (i), and (o) 16th individual
STCS-CFAR detection images in the sequence. (d), (j), and (p) 16th SVD-FRFT-CFAR detection images in the sequence. (e), (k), and (q) 16th GMOS-CFAR
detection images in the sequence. (f), (l), and (r) 16th WHOS-CFAR detection images in the sequence.

Fig. 19. Comparison of detection performances of different methods.

SNR by an average of 6.76 and 9.99 dB, respectively, thereby
enhancing image quality under complex sea conditions and low
SCR conditions. Furthermore, previous articles have explored
various spatial domain incoherent CFAR detection methods [7],
[8], [35], [39], [40], [41]. However, traditional CFAR detec-
tion performance has been found to be unstable when dealing
with complex variations in real sea clutter backgrounds. Our
study demonstrates that by excluding sea clutter and targets
from real-time background clutter analysis while avoiding fitting
operations and the normalization factor τ . The proposed method
can maintain CFAR ability and stability even under complex and
changing real sea clutter backgrounds while improving detection

probability. The proposed method outperforms the traditional
CFAR techniques such as GMOS-CFAR and WHOS-CFAR by
at least 11.2%.

Although the proposed method showed effective results, there
are still some avenues for future research and improvement.
First, in the filtering method set ω ∈ [Kn,Kp] to enhance
the clarity of the energy spectrum for the subsequent target-
extraction procedures. However, this approach caused a slight
loss of target energy during the extraction process. Conse-
quently, the grayscale value of the target in the spatiotemporal
domain image decreased, indirectly suppressing the enhance-
ment of the SCR in the processed image. Second, unlike other
methods that solely utilize time domain (frequency domain)
or space domain, this approach integrates both space and time
domains (image sequence) to capture more comprehensive in-
formation. However, a drawback is that it requires substantial
time to accumulate images, with a set of image sequences taking
approximately 80 s. This makes it slower compared to other tar-
get detection methods and unable to provide immediate results.
Third, although the target data used in this article is extracted
from real radar images and the gray value is adjusted accordingly
to achieve weak target (low SCR) detection performance, the
size of the target remains unaltered. The targets are generally
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150-m long, with the smallest length being more than 50 m,
falling into the medium to large category rather than miniature.
For microtargets, the performance of the proposed algorithm
will be significantly reduced. Fourth, in scenarios where the
target exhibits uniform linear motion, its spectral lines maintain
consistent slopes at the wavenumber domain corresponding to
each discrete frequency ω while exhibiting identical spacing
between the wavenumber plane of adjacent ω. For a target
moving in a variable direction, the velocity direction continues
to change, leading to corresponding changes in the values of
vix/viy and resulting in a constant change in the slope of the
spectral lines at the wavenumber domain corresponding to each
discrete frequency ω. Consequently, the target spectrum will
manifest as a series of lines with varying slopes but consistent
spacing. The changing trend of the slope is consistent with
the trend of the target direction changing. In cases of targets
exhibiting variable velocity motion, ωi/viy undergo continuous
changes, leading to different spacing between spectral lines in
wavenumber domains corresponding to adjacent discrete fre-
quencies ω. As a result, the final target spectrum appears as
a series of lines with uniform slope but varying spacing, this
spacing changing trend aligns with variations in target velocity.
In the detection of variable speed and small variable direction
targets, increasing the value of the spread width coefficient Ci

can ensure the extraction ability of target frequency and well
applicability. However, for targets with high moving directional
change, a large Ci is required, which may reduce sea clutter
suppression effect and impact the detection performance of the
proposed method. Future research will focus on exploring more
sophisticated filtering processes, including adjustments to the
boundaries in both the θ dimension and ω dimension, to ensure
the maximum retention of target energy. Second, the selection
of the width expansion coefficient of the target model will affect
the extraction effect of target energy. The relationship between
it and the real target needs to be further studied in order to obtain
the target energy more accurately and completely.

VI. CONCLUSION

This study proposed and evaluated a STAF algorithm based
on the Hough transform algorithm, which detects targets in
sequences of marine radar images. The method adopts a two-
stage approach: coarse detection followed by precise detection.
The coarse detection phase filters out the complex and variable
spatiotemporal sea clutter, effectively suppressing the sea spikes
and other clutter energies that interfere with target detection. The
precise detection phase utilizes the real-time background clutter
through sea-clutter suppression and target removal, enabling
rapid and accurate detection on the images processed in the
previous phase. Experimental results obtained from massive real
marine radar images demonstrated that the proposed method
outperforms other detection methods, especially under com-
plex, variable, and heavy sea clutter conditions. Moreover, the
proposed approach simultaneously achieves excellent detection
rates and produces few false alarms.
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