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STMNet: Scene Classification-Assisted and Texture
Feature-Enhanced Multiscale Network for

Large-Scale Urban Informal Settlement Extraction
From Remote Sensing Images

Shouhang Du , Jianghe Xing , Shaoyu Wang, Liguang Wei, and Yirui Zhang

Abstract—Automatic urban informal settlement (UIS) extrac-
tion based on high-resolution remote sensing image (HRI) is of great
significance for urban planning and management. This study pro-
poses a scene classification-assisted and texture feature-enhanced
multiscale network (STMNet) for UIS extraction. First, STMNet
takes HRI and computed handcrafted texture feature (HTF) as
input. Second, it employs a pseudo-siamese network to extract
multidimensional deep features from HRI and HTF, respectively.
In addition, a feature attention fusion module is constructed to fuse
the aforementioned features. Finally, skip connection and feature
decoder are utilized to obtain UIS extraction results. In detail,
considering the sparse and dispersed distribution of UIS, a scene
information aggregation and classification module is constructed
to determine whether the input image patch contains UIS. For the
characteristics of high spatial heterogeneity and various shapes
and scales of UIS, an improved atrous spatial pyramid pooling is
presented to extract multiscale and multireceptive field features. An
edge loss function is applied during network training to minimize
errors in the edge regions of UIS. The effectiveness of STMNet is
tested on a self-produced UIS extraction dataset and the publicly
available UIS-Shenzhen dataset. Quantitative results demonstrate
that STMNet achieved the best performance in terms of fa,F1, and
IoU. The mr is slightly higher than that of MAResU-Net and UisNet.
In addition, STMNet achieved the best visual interpretation results
and the fastest inference speed on the self-produced UIS extraction
dataset.

Index Terms—Handcrafted texture feature (HTF), high-
resolution remote sensing image (HRI), scene classification,
semantic segmentation, urban informal settlement (UIS).

I. INTRODUCTION

URBAN informal settlements (UISs) refer to concentrations
of housing in urban areas that lack proper planning, exhibit
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poor living conditions, and are characterized by high population
density [1], [2], [3]. On one hand, UIS plays a positive role by
providing housing for low-income urban residents. However,
on the other hand, the existence of UIS has also given rise to
significant health and safety hazards, impeding the expansion
and modernization of urban functions [1], [4], [5]. Therefore,
accurately mapping the spatial extent of UIS is crucial in guiding
the relevant authorities to adopt appropriate policies and plans
to adjust urban planning.

Before the widespread application of remote sensing, field
investigation is a common way for obtaining the spatial extent of
UIS [4]. With the continuous improvement in the spatial and tem-
poral resolution of images, remote sensing has become a crucial
tool for urban monitoring and planning [6]. Previous studies have
largely focused on using traditional machine learning algorithms
to extract UIS from high-resolution remote sensing image (HRI).
For instance, Duque et al. [7] evaluated the ability of three tradi-
tional machine learning algorithms including logistic regression,
support vector machine, and random forest to extract UIS in
Buenos Aires (Argentina), Medellin (Colombia) and Recife
(Brazil), and the results showed that support vector machine with
radial basis kernel delivers the best performance. Gevaert et al.
[8] utilized the support vector machine with a radial basis kernel
to extract UIS in Kigali (Rwanda), and Maldonado (Uruguay).
Matarira et al. [9] employed the random forest on the Google
Earth engine platform to extract UIS in Durban (South Africa).
Although the aforementioned studies have achieved satisfactory
results in various study areas, traditional machine learning algo-
rithms still rely on manually designed and selected features, the
process is time-consuming and limits the generalizability of the
models. Moreover, as the spatial resolution of images continue
to improve, the structural and textural information of ground
objects becomes more detailed. Traditional machine learning
algorithms face challenges in effectively analyzing and utilizing
this complex spatial structural context [10], [11]. This poses
a disadvantageous impact on the accuracy and generalization
capability of UIS extraction.

In recent years, deep learning, particularly convolutional neu-
ral networks (CNNs) and fully convolutional networks (FCNs),
has made remarkable progress in the field of remote sens-
ing image processing, achieving higher accuracy compared to
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traditional machine learning algorithms [11], [12], [13], [14].
Many cutting-edge issues have been alleviated. For instance, a
spatial-spectral feature extraction network with a patch attention
module was proposed to address the efficient extraction of local
and global features in the field of hyperspectral image classifi-
cation [15]. In addition, a W-shaped hierarchical network was
introduced for change detection [16]. To tackle the problem of
limited labeled samples in transfer learning, a unified multiscale
learning framework was proposed in hyperspectral image clas-
sification [17]. To address the high cost of sample annotation, a
novel semi-supervised image semantic segmentation network
was introduced in the field of land use classification [18].
Moreover, in the domain of scene classification, where dense
distribution of objects often results in severe feature mixing, a
location-aware multicode generator network was introduced and
applied [19].

Currently, in the direction of UIS extraction, there are also a
few applications of deep learning. For instance, Verma et al. [20]
applied CNN to extract UIS from high and medium-resolution
images, demonstrating promising results. More related studies
involve the use of FCN for UIS extraction. For instance, Persello
and Stein [21] constructed an FCN with dilated convolutions for
UIS extraction, which showed the best performance on the self-
made dataset. Pan et al. [4] proposed a UIS extraction paradigm
based on the U-Net deep learning architecture, demonstrating
its superiority through comparison with random forest and
object-based image analysis. Fan et al. [11] constructed UisNet,
which can utilize multimodal data to extract UIS. Experiments
conducted in Shenzhen demonstrate its superior performance.
Wei et al. [12] tested the performance of three methods, FCN,
UNet, and ResUNet, in extracting UIS from HRI. The results
demonstrate that ResUNet is superior to FCN and UNet as it
effectively avoids fragmentation and overfitting of UIS.

While the aforementioned studies have made remarkable
progress, several challenges still remain. First, unlike widely
distributed ground objects such as buildings and roads, the con-
struction of UIS lacks planning, resulting in overall sparse and
scattered distribution. The strategy of processing image patches
one by one leads to a large amount of redundant computation,
which diminishes accuracy and efficiency, as well as may lead
to unnecessary false extraction. Second, the high internal spatial
heterogeneity of UIS, along with their crowded living spaces
and chaotic distribution, complicates the extraction process.
Furthermore, most current studies rely solely on remote sensing
images for UIS extraction, the strategy limits the extraction
capabilities. Although building floors and area data have been
applied for UIS extraction, this approach introduces significant
data acquisition challenges [11].

To address the aforementioned issues, this study proposes a
scene classification-assisted and texture feature-enhanced multi-
scale network (STMNet) for extracting UIS. The network tackles
these issues from three main perspectives.

1) Scene Classification Assisted UIS Extraction: Both scene
classification and ground object extraction are hot top-
ics in the remote sensing community. The former tar-
gets identifying the scene category represented by the
entire image [19], whereas the latter focuses on the

detailed categorization of each pixel within an image [22].
Particularly, scene classification methods are also com-
monly used in object-level extraction tasks [23]. The pro-
posed STMNet effectively integrates scene classification
with UIS extraction by first determining the presence
of UIS in the input image and subsequently deciding
whether to proceed with UIS extraction. This approach
significantly reduces unnecessary computations due to
sparse UIS distribution, decreases errors, and improves
extraction efficiency.

2) Multiscale and Multireceptive Field Feature Extraction:
Due to a lack of planning for UIS construction, these
areas exhibit high internal spatial heterogeneity, chaotic
distribution, and varied shapes and scales. To address these
challenges, the proposed STMNet incorporates a multi-
scale and multireceptive field feature extraction strategy.
The multiscale feature helps address challenges arising
from the inconsistent shapes and scales of UIS. The
multireceptive field configuration is designed to capture
multiresolution features. Images at different spatial reso-
lutions present varied representations of ground objects.
While high-resolution images capture detailed aspects
of UIS, they also magnify internal inconsistencies. Con-
versely, lower-resolution images can diminish these neg-
ative effects, effectively counteracting the complex and
heterogeneous scene characteristics associated with UIS.

3) Texture Features Enhance UIS Information: Handcrafted
features are derived directly through mathematical sta-
tistical analysis of images. Compared to images rich in
spatial information, handcrafted features can specifically
highlight regions of interest [24]. Therefore, we not only
input images into STMNet but also include handcrafted
texture features (HTFs) meticulously designed for UIS
characteristics. The incorporation of these texture features
significantly enhances the expressive capacity of the scene
and improves the accuracy of UIS extraction.

In summary, the proposed STMNet takes HRI and HTF as
inputs and utilizes the pseudo-siamese backbone network to ex-
tract multidimensional deep features respectively. A feature at-
tention fusion module (FAFM) is constructed to fuse the above-
mentioned features. A scene information aggregation and clas-
sification module (SIAC) is proposed to introduce scene clas-
sification within STMNet. An improved atrous spatial pyramid
pooling (ASPP) is introduced to extract multiscale and multire-
ceptive field features. Finally, an additional edge loss function
is included to alleviate extraction errors along the edges of UIS.
The proposed STMNet is tested on a self-produced dataset for
extracting UIS, showing that it effectively improves the extrac-
tion of UIS from both visualization and quantitative evaluations.

The innovations of this study can be summarized as follows.
1) A novel network named STMNet is proposed for extract-

ing UIS. The network utilizes the FAFM to ingeniously
integrate HTF with HRI for high-accuracy UIS extraction.

2) This study combines scene classification with ground
object extraction tasks through the SIAC, granting STM-
Net significant advantages in terms of operational speed
and reduced false extractions. The constructed improved
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Fig. 1. Illustration of STMNet.

ASPP effectively mitigates the complex and heteroge-
neous characteristics of UIS. In addition, the use of the
edge loss function significantly reduces extraction errors
at the edges.

3) The UIS extraction dataset is constructed and made public
to facilitate the progress of related research. Notably, this
dataset is particularly suitable for testing models aimed
at extracting sparsely distributed and divergent ground
objects in large-scale remote sensing application scenar-
ios. Furthermore, the proposed STMNet achieves optimal
performance on this dataset.

II. METHODOLOGY

A. Overall Architecture of STMNet

The structure of the proposed STMNet is shown in Fig. 1. It
mainly contains four components.

1) Input Data and Feature Encoding: In this study, both HRI
and HTF are input data for STMNet. A pseudo-siamese
backbone network is then constructed to extract multidi-
mensional deep features from HRI and HTF, respectively.
In addition, an FAFM is designed to fuse the features.

2) SIAC: Given the sparse and dispersed distribution of UIS,
the SIAC is constructed to aggregate the features of the
encoder paths and determine whether the input image
patch contains UIS or not.

3) Skip Connection and Feature Decoding: Skip connection
is utilized to fuse the features from the encoder path and
decoder path. In addition, an improved ASPP is introduced
to extract multiscale and multireceptive field features. The
features from the decoder path are gradually restored in

size through operations including upsampling, skip con-
nection, concatenation, and convolution, resulting in the
extraction results of UIS.

4) Loss Function: The loss function used in the study consists
of the loss for scene classification and the loss for ex-
traction. Moreover, an edge loss function is formulated to
impose additional penalties for extraction errors occurring
at the UIS edges, with the goal of enhancing the accuracy
at these regions.

The whole detailed process of training and testing for STMNet
is given in Table I. In the subsequent part sections, we present
the key network components.

B. Feature Extraction Utilizing Pseudo-Siamese Backbone

Before the widespread application of deep learning technolo-
gies, the design and utilization of handcrafted features play a key
role in ground object extraction tasks [25], [26], [27]. With the
evolution of deep learning technologies, an increasing number
of CNNs have been proposed [28], [29], [30]. Unlike traditional
handcrafted feature extraction, CNNs can automatically extract
effective features for tasks like scene classification and ground
object extraction [31]. Furthermore, some studies have shown
that combining handcrafted features with images as inputs to
CNNs can further improve the accuracy of tasks such as scene
classification or ground object extraction [32], [33], [34], [35],
[36]. This highlights the importance of handcrafted features in
complementing and enhancing task performance.

We noticed that UIS exhibits significant texture characteris-
tics, specifically high compactness in distribution and high in-
ternal disorder. To strengthen these characteristics, three texture
features, energy, homogeneity, and entropy, are calculated in this
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TABLE I
TRAINING AND TESTING PROCEDURE OF THE PROPOSED STMNET

Fig. 2. UIS in gray-scale HRI and texture features. (a) HRI. (b) Energy.
(c) Homogeneity. (d) Entropy.

study through the gray-level co-occurrence matrix [37]. Among
them, energy reflects the uniformity of gray-scale values in im-
ages, similarly, homogeneity reflects the similarity of grayscale
values in images. Entropy reflects the complexity of gray-scale
values in images. To highlight the distinctive texture features
of UIS more prominently, we present a comparison between
UIS and backgrounds, as well as other urban functional areas
including housing areas, factory areas, and educational areas in
Fig. 2. From the perspectives of energy and homogeneity, the
values in UIS are low due to the internal disorder of UIS, while
entropy exhibits relatively high.

The three aforementioned texture features are concatenated
along the channel dimension to form the network input HTF in

this study. To validate the effectiveness of HTF, we visualized
the gray-scale histograms of UIS and other regions in the gray-
scale HRI, as well as HTFs. As can be seen in Fig. 3, each texture
feature contributes to increasing the peak distance in grayscale
values between UIS and other regions, thereby enhancing the
separability of UIS. For instance, the energy shows that UIS has
a higher frequency of occurrences at lower pixel values, while
the background tends to have relatively higher pixel values. This
contrast is less pronounced in HRI. The distributions of homo-
geneity and entropy exhibit similar patterns. These differences
indicate that the texture features play a significant positive role
in extracting UIS.

This study utilizes the pseudo-siamese backbone network
to extract deep features from HRI and HTF, respectively. The
pseudo-siamese network is similar to the siamese network, but
the weights are not shared [24], [38]. Compared to siamese
network, pseudo-siamese network can extract more independent
and representative deep features [24], [39]. The backbone used
in this study is ResNet-18, proposed by Microsoft Research
in 2015 [40]. Notably, as shown in Fig. 4, for the UIS ex-
traction task, we have removed the classifier and retained the
Stem layer and Residual Blocks. The Stem layer is the initial
part of the network that extracts basic features from the input,
including a convolution layer, batch normalization, and ReLU
activation function. The Residual block, the core of ResNet,
contains several convolution layers, batch normalization, and
activation functions, as well as residual connections that help
address the vanishing gradient problem in deep networks. The
pseudo-siamese ResNet-18 configuration can extract five lay-
ers of deep features from both HRI and HTF, denoted as fri
and fhi, where i ∈ {1, 2, 3, 4, 5}. The FAFM is constructed in
the encoder path to fuse fri and fhi. This module includes a
channel attention fusion module (CAFM) and a spatial attention
fusion module (SAFM) that enhance fri by capturing useful
information from fhi in both channel and spatial dimensions.
Spatial attention amplifies responses in key areas, while channel
attention optimizes contributions across channels, focusing the
model on crucial information. As illustrated in Fig. 5, fhi is
treated as an auxiliary feature, with CAFM and SAFM are
utilized to calculate channel attention weight and spatial at-
tention weight, respectively [41]. In the CAFM, two features
are obtained through parallel operations of a global average
pooling function and a global max pooling function in the
spatial dimension. These features are then processed through
a multilayer perceptron (MLP), and the resulting features are
concatenated. The channel attention weights are subsequently
calculated using a sigmoid activation function. For the SAFM,
two features are obtained through two parallel operations using
the global average pooling and global max pooling function in
the channel dimension. The spatial attention weights are then
calculated through channel concatenation, a 1×1 convolution,
and sigmoid activation. Subsequently, fri are multiplied by these
attention weights to produce enhanced features, labeled as fei,
where i ∈ {1, 2, 3, 4, 5}. This process can be defined as follows:

wci = σ (MLP (GAP (fhi)) + MLP (GMP (fhi)))
i ∈ {1, 2, 3, 4, 5} (1)
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Fig. 3. Gray-scale histograms of UIS and other regions in the gray-scale HRI, as well as HTF. (a) HRI. (b) Energy. (c) Homogeneity. (d) Entropy.

Fig. 4. Modified architecture of ResNet-18 for UIS extraction.

wsi = σ (Conv1 (Cat (GAP (fhi) ,GMP (fhi))))
i ∈ {1, 2, 3, 4, 5} (2)

fei = fri × wci × wsi, i ∈ {1, 2, 3, 4, 5} (3)

where σ(·) denotes sigmoid function; MLP(·) denotes MLP
function; GAP(·) denotes global average pooling function;
GMP(·) denotes global max pooling function; Cat(·) denotes
the feature concatenated in the channel dimension; wc is the
channel attention weight; ws is the spatial attention weight.

Fig. 5. Illustration of FAFM. (a) CAFM. (b) SAFM.

C. Scene Information Aggregation and Classification

The task of ground object extraction often requires cropping
large images into smaller patches, which are then inputted
into the network for extraction, especially when computational
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Fig. 6. Illustration of SIAC.

resources are limited [24]. However, when the target ground
object occupies a small proportion of the study area, most
image patches do not contain the target ground object. This can
result in significant redundant computation and extraction errors.
Therefore, the SIAC is constructed in this study to perform
scene classification, which involves aggregating the features of
the encoder paths to determine whether the input image patch
contains UIS or not (see Fig. 6). This module utilizes the last
three deep features from the encoder path, i.e., fe3, fe4, and
fe5, to determine the presence of UIS, providing a reference
for subsequent computation. Specifically, 1×1 convolution and
downsampling operations with different strides are employed
to process the aforementioned three features to ensure they
have the same number of channels and spatial dimensions.
Subsequently, these three features are concatenated, and global
features are extracted using GAP and GMP operations. Finally,
an MLP is utilized to obtain the scene classification result. The
computational process can be defined as

f ′ = Cat(ds×4 (Conv1×1 (fe3)) ,

ds×2 (Conv1 (fe4)) ,Conv1 (fe5)) (4)

resultyes or no

= MLP (Cat (GAP (f ′) ,GMP (f ′))) (5)

where ds×i represents i times downsampling operation; Convk
represents the convolution operation with a kernel size of k×k;
resultyes or no is the scene classification result.

During the network training, UIS extraction operations are
executed regardless of whether the scene classification result
is “yes” or “no.” This approach is essential as the training of
the decoder path requires both positive and negative samples
to ensure model generalizability. However, during the network
testing, the model parameters are fixed, UIS extraction will
not proceed if the scene classification result is “no.” This
strategy is particularly effective for UIS that are sparsely and
scatteredly distributed, as it significantly reduces unnecessary
computational time and decreases the falsealarm. Furthermore,
the accuracy of scene classification will influence the effective-
ness of UIS extraction. Specifically, a false negative, where a

Fig. 7. Illustration of the improved ASPP.

UIS-containing image patch is incorrectly classified as “no,”
leads to missed extraction, thereby increasing the mr. As an-
alyzed earlier, accurate scene classification helps to decrease
the fa and significantly shortens the runtime. Furthermore,
the loss of scene classification, serving as an auxiliary loss
for STMNet, improves gradient flow and mitigates potential
issues of gradient vanishing or exploding during training. It
also provides early supervisory signals, helping the network
learn more useful features, enhances training efficiency, and
reduces the likelihood of overfitting. Consequently, achieving
accurate scene classification contributes to the accuracy of UIS
extraction.

D. Multiscale and Multireceptive Field Features Extraction

Skip connection is an important component in CNNs with
an encoder–decoder structure, which serves to fuse the encoder
features containing rich spatial information with the decoder
features containing rich semantic information. It also helps to
alleviate the problem of gradient explosion or vanishing that
may occur during the network training [29], [40].

Due to the unplanned construction, UIS exhibits high internal
spatial heterogeneity, crowded living spaces, chaotic distribu-
tion, and varying shapes and sizes [5]. To further improve the
extraction accuracy of UIS, an improved ASPP is proposed
in the fifth layer of the skip connection [30]. As shown in
Fig. 7, unlike ASPP, we modify the global pooling to identity
mapping. The improved ASPP can use convolutions with dif-
ferent dilation rates to extract multiscale features while using
different receptive fields to capture multireceptive field fea-
tures. This module can alleviate the difficulty of UIS extraction
caused by the varying shapes and scales of UIS, as well as the
spatial heterogeneity within UIS. The improved ASPP can be
defined as

fASPP = Conv1 (Cat

(fASPP1, fASPP2, fASPP3, fASPP4, fASPP5)) (6)

fASPP1 = Conv1
3 (fe5)
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fASPP2 = Conv3
3 (fe5)

fASPP3 = Conv5
3 (fe5)

fASPP4 = Conv7
3 (fe5)

fASPP5 = fe5 (7)

where Convd
k represents the convolution operation with a kernel

size of k × k and a dilation rate of d.

E. Joint Global and Edge Loss Function Supervised Network
Training

Back propagation is an optimization technique widely used
in optimizing CNNs [31]. The back propagation involves cal-
culating the error gradients for each network layer based on
the computed loss and updating the parameters of the network
layers using the gradient descent algorithm [42]. The expression
for parameter updating can be defined as

θ̂ = θ − lr × (∂Loss/∂θ) (8)

where θ̂ is the updated weight; θ is the weight before the update;
lr is the learning rate; ∂Loss/∂θ represents the error gradient of
the loss function.

The calculation of the loss is key to the effective operation of
the back propagation algorithm. Overall, the loss in this study
contains two components: the loss of UIS scene classification
and the loss of UIS extraction. In detail, an edge loss function
is implemented in the extraction task to improve the accuracy
of edge regions of UIS, by adding a penalty to the extraction
error in those regions. The loss function used in this study can
be defined as

Loss = Lossscene + Lossextraction

= Lossscene +Lossglobal

+ Lossedge (9)

where Lossscene denotes the loss of UIS scene classification;
Lossextraction denotes the loss of UIS extraction; Lossglobal denotes
the global loss function; Lossedge denotes the edge loss function,
and Lossextraction= Lossglobal +Lossedge.

In this study, the binary cross-entropy loss function is em-
ployed to measure the differences between predictions and
ground truth in both scene classification and extraction tasks
[43], [44]. The binary cross-entropy loss function can be defined
as follows:

CELoss =
1

N

∑
− [yi × log (pi) + (1− yi)

× log (1− pi)] (10)

where N denotes the total number of samples; If the sample
is positive, yi = 1; otherwise, yi = 0. pi denotes the result
predicted by the method. Therefore, Lossscene can be defined as

Lossscene =
1

Ns

∑
− [yi

s × log (pi
s) + (1− yi

s)

× log (1− pi
s)] (11)

Fig. 8. Illustration of extraction errors within the buffer area.

where Ns represents the number of images. If the input image
contains UIS, yis = 1; otherwise, yis = 0. pis denotes the
result predicted by the SIAC. And Lossglobal can be defined as

Lossglobal =
1

Ng

∑
− [yi

g × log (pi
g) + (1− yi

g)

× log (1− pi
g)] (12)

where Ng represents the number of pixels in the image. If the
prediction result for a pixel is UIS, yig = 1; otherwise, yig = 0.
pi

g denotes the result predicted by the STMNet.
As illustrated in Fig. 8, the calculation of Lossedge first in-

volves using the sobel operator to compute and identify the
edges of UIS. Then, a buffer area is constructed both internally
and externally around each pixel β, and additional penalties
are applied to the extraction errors within this buffer area. The
relationship between the edge loss function and the global loss
function can be defined as

Lossedge= buffer (sobel (mask))×Lossglobal (13)

where mask represents the binary mask of UIS; buffer(·) denotes
the function for building buffer area.

III. EXPERIMENTS

A. Study Area and Dataset

The capital of China, Beijing, is selected as the study area.
Beijing faces challenges like uneven urbanization of social
spaces due to its rapid urban expansion. This problem is reflected
in the fact that the city contains a large number of modern
commercial, residential, and educational areas, as well as many
UIS to be developed [45]. Consequently, the extraction and
analysis of UIS hold significant reference value for subsequent
urban development and planning research.

The HRI used in this study was downloaded from the AMap
platform, with a resolution of 2.38 m. The image was cap-
tured by satellites from DigitalGlobe’s WorldView series and
SpaceView’s Gaofen satellite series in the year 2022. The image
includes three bands: red, green, and blue. Considering that UIS
is primarily located within the physical urban areas of Beijing,
this study specifically concentrates on the physical urban areas
of Beijing (the physical urban areas of Beijing can be found
online).1 The location and image coverage of the study area are
shown in Fig. 9. We randomly delineate 30 rectangular boxes
with 5000 m sides evenly spaced across the study area. The boxes

1[Online]. Available at: http://geoscape.pku.edu.cn/otherdata_en.html.

http://geoscape.pku.edu.cn/otherdata_en.html
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Fig. 9. Schematic diagram of the study area.

are randomly divided into training and testing areas in a 7:3 ratio,
assigning 21 boxes for training and 9 boxes for testing. These
processes do not involve any manual intervention. The area of
the study area is 3341.67 km2, with 525 km2 used for training and
225 km2 for testing. The key to the accuracy of the mask lies in
the correctness of the UIS boundaries. Due to the boundaries be-
tween UIS and other regions not being distinctly visible in HRI,
we adopted a strategy of field investigation, visual interpretation,
and cross-validation to construct the dataset. Specifically, during
the field investigation, we accurately recorded the boundaries
between UIS and other regions. These boundaries are usually
narrow and winding paths, which are difficult to distinguish in
HRI. Subsequently, we conducted visual interpretation using
the data from the surveys and HRI. Finally, different researchers
conducted on-site verification of the interpreted boundaries. Due
to limitations in computer processing performance, images need
to be cropped into patches before being fed into the network.
During this operation, we did not impose any regulations. Al-
though this may result in incomplete UIS structures and the
loss of global UIS information, it is consistent with practical
applications, where the distribution of UIS in the test regions is
unknown. In the study, an overlapping cropping strategy with
a 256-pixel overlap is applied when cropping the images and
masks. This method is widely used in large-scale ground object
extraction to minimize the negative influence of incomplete
structures. The images and masks are cropped to patches of
512×512 pixels. The data from the training regions is then
divided into the training dataset and validation dataset in the
ratio of 7:3. After cropping, the training dataset contains 720
pairs of samples, the validation dataset contains 309 pairs, and
the test dataset contains 441 pairs. To enhance the generalization
of the method, data augmentation is performed before training
by conducting various operations on image patches, including
horizontal flipping, vertical flipping, and diagonal flipping [46].

The dataset constructed in this study is publicly available.
Compared to other public UIS extraction datasets such as UIS-
Shenzhen [11] and Xi’an dataset [47], our dataset is distinctive
in that it is randomly selected and retains negative samples
that do not contain UIS. This strategy is commonly employed
in datasets focused on large-scale applications, such as the

WHU-Building dataset (After cropping into 256 × 256 image
patches, the proportion of negative samples is 28.09%) [48].
Retaining negative samples allows the model to encounter more
nontarget scenes during training, which aids in learning to
distinguish between targets and nontargets, alleviates overfitting
issues, and enhances the model’s robustness and generalization
capabilities in unknown application scenarios. Furthermore,
since STMNet includes the SIAC, removing negative samples
would render the SIAC training infeasible.

The dataset constructed in this study is publicly available
and provides a more accurate reflection of real-world applica-
tions compared to other public UIS extraction datasets, such
as UIS-Shenzhen and Xi’an datasets. Specifically, our dataset
involves random selection for training and testing sets, whereas
other datasets involve human intervention, retaining only image
blocks that contain UIS and discarding those without, which
distorts the dataset away from actual application scenarios.

B. Experimental Configuration

The experiments are implemented using a desktop computer
with Intel Xeon Gold 5118, 32GB memory, and NVIDIA
GeForce RTX2080Ti. All algorithms are performed using
Python language (v3.6.5) on the PyCharm platform (Community
Edition 2020.2.1 ×64). The deep learning framework is Pytorch
(v1.7.0+cu110).

The method of manual parameter tuning is employed to search
for a suitable learning rate and β, which are set to 0.0005 and
10, respectively. Due to the limitations of computer memory
and data volume, the batch size is set at 4. The Adam function is
selected as the parameter optimizer since it is robust and well-
suited to a wide range of non-convex optimization problems in
deep learning. To train the model until the loss curve tends to
be smooth, the maximum number of training iteration epochs is
set to 100.

The proposed method is compared with several advanced
and classical methods, including two transformer-structured
networks, namely Shunted Dual Skip Connection UNet (SDSC-
UNet) [49], UNet-like transformer (abbreviated as UNetFormer)
[50], and UIS semantic segmentation network (abbreviated as
UisNet) [11]; two CNN-structured networks, namely multiat-
tention network (abbreviated as MANet) [51] and multistage
attention ResU-Net (abbreviated as MAResU-Net) [52], and
two classical CNNs, namely DeepLabv3+ [30], and pyramid
scene parseing network (abbreviated as PSPNet) [53]. Notably,
since UisNet requires multimodal data inputs, the comparative
experiment with UisNet is not conducted on the self-produced
Beijing UIS extraction dataset. Instead, it is carried out on the
publicly available UIS-Shenzhen dataset.

The performance of STMN is evaluated from both qualitative
and quantitative aspects. Qualitative evaluation is to visualize
the extraction results to visually compare the performance of
different methods. Quantitative evaluation is conducted from
three perspectives: UIS extraction, UIS scene classification,
and method efficiency. Four evaluation metrics are adopted to
quantitatively evaluate the performance of extraction, including
falsealarm (fa) : FP/(TP + FP)×100%, missratemr : FN/
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TABLE II
QUANTITATIVE EVALUATION RESULTS OF DIFFERENT METHODS

(TP + FN)×100%, F1− score (F1) : 2× TP/(2× TP +
FP + FN)× 100%, and Intersection over Union (IoU) :
TP/(TP + FP + FN)×100%, where TP, FP, and FN
represent the true positive, false positive, and false
negative, respectively, in the confusion matrix for the
extraction task. Three evaluation metrics are adopted to
quantitatively evaluate the performance of scene classifica-
tion, including falsealarm′(fa′): FP′/(TP′+FP′)×100%,
missrate′(mr′): FN′/(TP′+FN′)×100%, F1− score′ (F1′) :
2× TP′/(2× TP′+FP′+FN′)×100%, where TP′, FP′, and
FN′ represent the true positive, false positive, and false negative,
respectively, in the confusion matrix for the scene classification
task. These metrics directly reflect the effectiveness of UIS
scene classification and extraction, avoiding the interference
of the background. Furthermore, metrics including params
size (measured in MB), floating point operations (FLOPs,
measured in Giga), and the inference time (measured in seconds
for the physical urban areas of Beijing) are calculated to evaluate
the complexity and efficiency [54]. Here, params size reflects
the model’s storage requirements, when the network parameters
are stored as float32 type, params size = parameters×4bytes.
FLOPs measure the computational complexity, and the inference
time indicates the model’s efficiency in practical applications.
To ensure reliable results and minimize random errors, all
experiments in this study are repeated nine times and the results
are averaged.

C. Comparison of Different Methods

The quantitative evaluation results are shown in Table II.
It is evident that STMNet achieves the best performance in
the metrics of fa, F1 and IoU. Specifically, compared to the
suboptimal method (MANet), STMNet reduces the fa by 1.65
percentage points, and compared to the worst method (PSP-
Net), STMNet reduces the fa by 5.92 percentage points. In
terms of the F1, STMNet outperforms the suboptimal method
(UNetFormer) by 1.11 percentage points, and outperforms the
worst method (PSPNet) by 5.13 percentage points. In terms
of IoU, STMNet outperforms the suboptimal method (UNet-
Former) by 1.77 percentage points and outperforms the worst
method (DeepLabv3+) by 7.87 percentage points. Although
STMNet does not achieve the lowest mr, it closely follows the
optimal method (MAResU-Net), with only a difference of 0.68
percentage points. In summary, STMNet exhibits a significant

advantage in the task of extracting UIS. It is worth noting that the
two classical CNNs (DeepLabv3+ and PSPNet) perform poorly.

The Quantitative evaluation results of the nine rectangular
boxes are shown in Fig. 10. Taking fa as an example, STMNet
achieved the optimal results in four of the nine rectangular boxes
(1, 6, 7, and 9). In the other five rectangular boxes, different
methods achieved optimal results; SDSC-UNet achieves optimal
results in rectangle box 4, MAResU-Net achieves optimal results
in rectangle box 8, DeepLabv3+ achieves optimal results in
rectangle boxes 3 and 5, and PSPNet achieves optimal results
in rectangle box 2. Regarding other evaluation metrics, STM-
Net has the lowest mr in two of the nine rectangular boxes
(2 and 4). In terms of F1 and IoU, STMNet achieves opti-
mal results in five of the nine rectangular boxes (1, 2, 4, 6,
and 9).

Fig. 11 illustrates the extraction results of UIS in some image
patches. It is evident that all methods can extract UIS from HRI.
However, it can be seen from some details that there is a signifi-
cant difference in the extraction ability of each method. STMNet
has the best visualization, characterized by the least number of
false and missed extracted pixels, as well as extracted boundaries
that closely match the true boundaries (e.g., regions 1, 2, 3, 4,
5, 6, and 8). Although the proposed STMNet in some regions
such as regions 7 and 9 has significant missed extractions, it is
also surpassed only by a few methods such as UNetFormer. We
have also counted the number of pixels of TP, FN, FP, and TN in
each image patch as a percentage of the total number of pixels in
Fig. 12. It can be seen in Fig. 12(a)–(e) that only the fifth image
patch where the sum of the percentage of FN and FP is 4.4% is
not the least. It can also be seen in Fig. 12(f) that the percentage
of FN and FP is the least among all the five image patches,
proving that the area of false and missed extracted pixels is
minimized.

Fig. 13 illustrates the UIS extraction results in two rectangular
boxes. In the first example, despite the obvious false and missed
extractions in MANet’s results, this is the only one of the seven
methods that extracts all UIS. It is evident that other meth-
ods have significant missed extractions, such as UNetFormer,
MAResU-Net, DeepLabv3+, and PSPNet, which failed to ex-
tract the UIS in Region 1. SDSC-UNet does not completely
extract the UIS in Region 4. The proposed STMNet also failed
to extract the UIS in Region 6, due to an incorrect judgment
by the SIAC about the presence of UIS in that image patch.
However, it can be seen from many details that the proposed
STMNet has the least number of false and missed extracted
pixels, such as in regions 2 and 7. In the second example,
all methods successfully extract all UIS. In Region 8, MANet
has the fewest miss-extraction pixels, while UNetFormer has
the most. In Region 11, the proposed STMNet has the fewest
false-extraction pixels. Additionally, it is noteworthy that due to
the use of the SIAC, STMNet has no false-extraction pixels in
regions 3, 5, 9, 10, and 12. Fig. 14 quantifies the proportions
of TP, FP, FN, and TN in the two aforementioned examples.
STMNet has the lowest proportion of FP, further confirming
the advantage of the SIAC. The combined ratio of FP and FN
is also the lowest in both the two examples, indicating that
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Fig. 10. Quantitative evaluation results of the nine rectangular boxes. (a) Rectangular box 1. (b) Rectangular box 2. (c) Rectangular box 3. (d) Rectangular box
4. (e) Rectangular box 5. (f) Rectangular box 6. (g) Rectangular box 7. (h) Rectangular box 8. (i) Rectangular box 9.

the STMNet has the fewest miss-extraction and false-extraction
pixels.

IV. DISCUSSION

The aforementioned studies have validated the effectiveness
of the proposed STMNet from both visual interpretation and
quantitative evaluation. However, some issues still need to be
further discussed. For example, the importance and performance
analysis of each module, and how well the method generalizes
to other datasets. Whether the method has advantages in terms
of computational complexity and efficiency? Last but not least,
what are the shortcomings of the proposed STMNet and the
outlook for future study? These will be discussed in detail in
this section.

A. Benefits of HTF

In this study, comparative experiments are designed to eval-
uate whether HTF is beneficial for UIS extraction, as well
as to assess whether all three computed texture features are

TABLE III
QUANTITATIVE EVALUATION RESULTS OF THE HTF EFFECT

advantageous. The results in Table III confirm that the three
texture features, whether used individually or in combination,
enhance UIS extraction performance, with the simultaneous use
of all three features yielding the optimal performance.

The aforementioned experiment validates the effectiveness
of HTF in the UIS extraction task. How to integrate HTF
into neural networks is also a widely studied topic. Existing
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Fig. 11. Extraction results of UIS in some image patches. Different colors represent the correctness or incorrectness of the results, including TP (green), TN
(black), FP (blue), and FN (red).

Fig. 12. The percentage of TP, FP, FN, and TN. (a) Image patch 1. (b) Image patch 2. (c) Image patch 3. (d) Image patch 4. (e) Image patch 5. (f) All image
patches.

studies are usually conducted with two methods: 1) Early fusion,
where HTF are concatenated with HRI and then inputted into
a feature extractor to obtain multidimensional deep features
[55], [56]. 2) late fusion, which involves directly concatenating
HRI with deep features extracted from HRI [34]. In this study,
we compared the pseudo-siamese feature extraction method

used in STMNet with the two methods mentioned above. The
experimental results, as shown in Table IV, reveal that STMNet
achieved the optimal results in terms of fa, mr, F1 and IoU.

In this study, the FAFM is utilized to integrate the deep
features extracted from HTF with those extracted from HRI.
Other common feature fusion strategies, including addition and
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Fig. 13. UIS extraction results in two rectangular boxes. Different colors represent the correctness or incorrectness of the results, including TP (green), TN
(black), FP (blue), and FN (red).

TABLE IV
QUANTITATIVE EVALUATION RESULTS OF DIFFERENT HTF UTILIZATION

METHODS

concatenation, are also considered. Comparative experiments of
these three strategies are conducted. It can be seen from Table V
that STMNet with FAFM obtains the optimal fa, mr, F1, and
IoU.

TABLE V
QUANTITATIVE EVALUATION RESULTS OF DIFFERENT FEATURE FUSION

STRATEGIES

B. Benefits of SIAC

Due to the lack of planning in the construction of UIS,
they are usually dispersed within physical urban areas. In this
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Fig. 14. Percentage of TP, FP, FN and TN. (a) Example 1. (b) Example 2.

TABLE VI
QUANTITATIVE EVALUATION RESULTS OF SCENE CLASSIFICATION FOR

DIFFERENT INPUT FEATURES

study, SIAC is introduced to determine whether the image patch
contains UIS or not. Lower level features contain rich spatial
information, whereas higher level features contain rich semantic
information. By fusing these low-level and high-level features,
we can enhance the spatial and semantic information of the
features used for classification. A comparative experiment on
feature selection is conducted to illustrate how the combination
of these features can achieve optimal scene classification results.
As shown in Table VI , the optimal results are achieved using
three features, specifically fe3, fe4, and fe5. The fa′, mr′, and
F1′ are 1.30%, 0.66%, and 99.02%, respectively.

In addition, comparative experiments are conducted to assess
the effectiveness of SIAC and to investigate the effect of the
scene classification threshold (θ) on scene classification and UIS
extraction accuracy. The results, presented in Table VII, can be
summarized in the following three points.

1) Appropriate θ Setting: It is evident that a lower θ leads to
higher rates of false classifications and false extractions,
whereas a higher θ results in greater rates of missed
classifications and extractions. When θ is set to 0.5, a
good balance is achieved. This value is commonly used
in scene classification and ground object extraction tasks,
and we believe it provides the most accurate balance for a
wide range of tasks. In addition, we recommend adjusting
θ based on experimental performance. For instance, for
tasks such as fire detection, we suggest setting a lower θ
to enhance the model’s sensitivity to early fire warnings,
as a timely response is far more critical than missing any
potential fire spots.

2) Advantages of SIAC: Although the use of SIAC (θ = 0.5)
increases mr by 1.44 percentage points, it significantly
reduces fa by 3.50 percentage points. In terms of com-
prehensive accuracy metrics, the F1 and IoU improve by
1.06 and 1.69 percentage points, respectively. Therefore,
the use of SIAC offers significant advantages.

3) Computational Complexity and Efficiency: From this per-
spective, although SIAC requires an additional 0.82 MB of
memory and increases computational demand by 394.00
Mega FLOPs, it significantly reduces the processing time
by 329.23 s when analyzing the physical urban areas of
Beijing.

Fig. 15 further demonstrates the effectiveness of SIAC. From
the first two image patches, it is evident that classification errors
in STMNet have led to an increase in missed extracted pixels
(regions 1 and 2). However, the correct scene classification of
the latter two image patches has prevented false extracted pixels
(regions 3 and 4).

C. Benefits of Improved ASPP

In this study, the improved ASPP is used to extract multiscale
and multireceptive field features, and the effectiveness of the
improved ASPP is verified in Table VIII and Fig. 16. As shown
in Table VIII, the application of ASPP decreases the fa and
mr by 1.03 and 0.64 percentage points, respectively. It also
improves theF1 and IoU, with increases of 0.83 and 1.33. Fig. 16
demonstrates that the extraction of multiscale and multireceptive
features using improved ASPP leads to results that are more
in line with the ground truth, with fewer false-extraction and
miss-extraction. In addition, it noticeably reduces the holes in
the extraction results, resulting in a higher compactness.

D. Benefits of Edge Loss Function

In this study, the edge loss function is utilized to penalize
errors at edges, with β controlling the size of the edge buffer
zone. The appropriate β is crucial for achieving optimal extrac-
tion performance. A larger β may dilute the emphasis on edge
loss, thereby reducing the training focus and increasing compu-
tational complexity. Conversely, a smaller β may be insufficient
to adequately cover the necessary boundary transition areas. The
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Fig. 15. Impact of SIAC on the UIS extraction results. Different colors represent the correctness or incorrectness of the results, including TP (green), TN (black),
FP (blue), and FN (red).

Fig. 16. Impact of improved ASPP on the UIS extraction results. Different colors represent the correctness or incorrectness of the results, including TP (green),
TN (black), FP (blue), and FN (red).
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TABLE VII
QUANTITATIVE EVALUATION RESULTS OF THE SIAC EFFECT

TABLE VIII
QUANTITATIVE EVALUATION RESULTS OF THE IMPROVED ASPP EFFECT

TABLE IX
QUANTITATIVE EVALUATION RESULTS OF THE EDGE LOSS FUNCTION EFFECT

effect of the edge loss function and β on the extraction accuracy
is presented in Table IX. Notably, β = 0 means the edge loss
function is not applied. It can be seen that when β is set to 10,
the performance is the best, achieving the best fa, F1, and IoU
of 10.60%, 88.61%, and 79.55%, respectively. Compared to not
using the edge loss function, fa decreases by 1.63 percentage
points, and F1 and IoU increase by 0.46 and 0.74 percentage
points, respectively, with only a slight decrease in mr. When β
is set to 15, the optimal mr of 11.34 is achieved.

Figs. 17 and 18 further validate the effectiveness of the edge
loss function, both from visualization and quantitative evalua-
tion. Fig. 17 illustrates that there are fewer false extracted and
missed extracted pixels at the edges of UIS, and the extracted
boundaries are more consistent with the ground truth. Fig. 18
quantifies the number of FP and FN pixels within the buffer area
around the edges of UIS. It demonstrates that the use of edge
loss function effectively reduces the number of FP and FN pixels
within the buffer area.

E. Ablation Experiments With Multiple Modules

In this study, both HRI and HTF are utilized for UIS ex-
traction. In addition, SIAC is introduced to determine whether
the image patch contains UIS or not. The improved ASPP
is used to extract multiscale and multireceptive field features,
and the edge loss function is employed to penalize errors at
boundaries. In this section, ablation experiments are conducted
to evaluate the effectiveness of these modules for UIS extraction.
The experimental results, as shown in Table X, indicate a gradual
improvement in the fa,F1, and IoU with the introduction of each

TABLE X
QUANTITATIVE EVALUATION RESULTS OF ABLATION STUDY

TABLE XI
QUANTITATIVE EVALUATION RESULTS OF THE NEGATIVE SAMPLE ABLATION

STUDY

module. However, the mr slightly increases with the introduc-
tion of SIAC. Nevertheless, overall, there is still a decreasing
trend. STMNet, which integrates all modules, exhibits the best
performance across all evaluation metrics.

Furthermore, the UIS dataset constructed in this study retains
negative samples that do not contain UIS, primarily to aid in
the training of SIAC and enhance the model’s generalization
capabilities. To explore the effectiveness of this strategy, we con-
ducted comparative experiments, specifically applying STMNet
without SIAC. The results, as shown in Table XI, demonstrate
that the removal of negative samples leads to an increase in
errors, particularly in terms of false extractions. Specifically, the
fa increased by 0.73 percentage points, the mr by 1.79 percentage
points, the F1 decreased by 1.24 percentage points, and the IoU
decreased by 1.94 percentage points.

F. Generalizability Analysis With Additional Datasets

To further prove the generalization performance of the pro-
posed STMNet, we conduct comparative experiments on the
publicly available UIS-Shenzhen dataset [11]. This dataset is
constructed using HRI of Shenzhen, Guangdong Province,
downloaded from Google Earth in 2020, with a resolution of
1.19 m, along with building polygons data obtained from Baidu
Maps.

The results of the comparative experiments are shown in
Table XII. STMNet still achieves the best performance in the
metrics of fa, F1 and IoU. It has a 0.005 percentage point lower
fa than the suboptimal method (PSPNet), a 0.86 percentage point
higherF1 than the suboptimal method (UNetFormer), and a 1.24
percentage points higher IoU than the suboptimal method, also
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Fig. 17. Impact of the edge loss function on the UIS extraction results. Different colors represent the correctness or incorrectness of the results, including TP
(green), TN (black), FP (blue), and FN (red).

Fig. 18. Number of FP and FN pixels within the buffer area.

TABLE XII
QUANTITATIVE EVALUATION RESULTS OF DIFFERENT METHODS ON THE

UIS-SHENZHEN DATASET

TABLE XIII
COMPUTATIONAL COMPLEXITY AND EFFICIENCY OF DIFFERENT METHODS

UNetFormer. In terms of mr, STMNet ranked third, only behind
UisNet and MAResU-Net by 0.52 and 0.23 percentage points,
respectively. Although not the best in mr, STMNet’s ability to
balance fa and mr still demonstrates its excellent performance.

G. Computational Complexity and Efficiency

To evaluate the computational complexity and efficiency of
STMNet and the other seven methods, the params size, FLOPs,
and inference time for the physical urban areas of Beijing are
calculated. The results are listed in Table XIII. It should be
noted that since UisNet requires multimodal data inputs, it is not
tested on the self-produced dataset, and thus, no inference times
for UisNet are reported. The analysis reveals that PSPNet has
the smallest params size, while DeepLabv3+ has the largest.
STMNet’s params size is only better than DeepLabv3+ and
MANet. This is due to its use of the pseudo-siamese backbone
with nonshared parameters, resulting in a larger params size of
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85.34 MB. In terms of FLOPs, SDSC-UNet registers the lowest,
and MANet registers the highest. STMNet is at an average level
among the various methods. However, when considering the
inference time, STMNet consumes much less time than other
methods, which is mainly attributed to the application of SIAC.

H. Limitations and Possible Improvements

The proposed STMNet has achieved higher accuracy in UIS
extraction, which has been proved in the experiments, but there
is still content worth studying to improve the accuracy further.

1) Improvements to the Current Model: The application of
SIAC decreases false-extraction, but scene classification
errors lead to an increase in miss-extraction. Therefore,
future studies could implement measures such as multi-
level scene classification to enhance accuracy. In addi-
tion, although the use of SIAC has significantly reduced
inference time, techniques such as model pruning and
reparameterization still need to be further explored to
reduce computation.

2) Application of New Technologies: To fully exploit the
information in HRI and HTF, we will explore the in-
tegration of effective Transformer or Mamba structures
with CNNs. To address the pressure of obtaining training
samples, we plan to combine pretrained large computer
vision models (such as segment anything model) with
unsupervised, weakly supervised, and semi-supervised
methods for UIS extraction. For challenging samples in
UIS extraction tasks, we will adopt effective hard sample
mining and constraint modules to improve accuracy. These
methods will be attempted in future research.

3) Expanding the Research Area: Despite efforts in most
developing countries to transform UIS, cities with rapid
urbanization rates, like Guangzhou in China and Dar es
Salaam in Tanzania, still have many such areas. Therefore,
future studies will focus on studying the distribution and
scale of UIS in these regions. This will provide reference
data for urbanization development in developing coun-
tries.

V. CONCLUSION

In this article, an STMNet is proposed for extracting large-
scale UIS. The proposed STMNet takes HRI and HTF as in-
puts and incorporates FAFM, SIAC, improved ASPP, and the
edge loss function to tackle the complex characteristics of UIS.
Comparative experiments are conducted on a self-produced
UIS extraction dataset and the publicly available UIS-Shenzhen
dataset. The results are analyzed for both visualization and
quantitative evaluation, with the STMNet achieving remarkable
results. The experiments also demonstrate that each module in-
corporated into the proposed STMNet contributes significantly
to the UIS extraction. From the perspective of method efficiency,
the application of SIAC has significantly decreased the inference
time. Future studies will focus on trying new segmentation
methods for UIS extraction to improve accuracy. In addition,
we aim to expand the study area for extracting UIS, especially
in developing countries, to promote the achievement of global
sustainable development goals.

Fig. 19. UIS extraction results within the physical urban areas of Beijing.

APPENDIX

The extraction results of UIS within the physical urban areas
of Beijing can be seen in Fig. 19. All the data and results in this
study are available online.2

REFERENCES

[1] Q. Peng et al., “Identification of densely populated-informal settlements
and their role in Chinese urban sustainability assessment,” Gisci. Remote
Sens., vol. 60, no. 1, Dec. 2023, Art. no. 2249748.

[2] J. Wang, M. Kuffer, and K. Pfeffer, “The role of spatial heterogeneity in
detecting urban slums,” Comput. Environ. Urban Syst., vol. 73, pp. 95–107,
Jan. 2019.

[3] R. A. Ansari and K. M. Buddhiraju, “Textural segmentation of remotely
sensed images using multiresolution analysis for slum area identification,”
Eur. J. Remote Sens., vol. 52, pp. 74–88, Aug. 2019.

[4] Z. K. Pan, J. S. Xu, Y. B. Guo, Y. M. Hu, and G. X. Wang, “Deep learn-
ing segmentation and classification for urban village using a worldview
satellite image based on U-Net,” Remote Sens., vol. 12, no. 10, May 2020,
Art. no. 1574.

[5] H. B. Wei, Y. Cao, and W. Qi, “The vanishing and renewal landscape of
urban villages using high-resolution remote sensing: The case of Haidian
district in Beijing,” Remote Sens., vol. 15, no. 7, Apr. 2023, Art. no. 1835.

[6] S. Ouyang, S. Du, X. Zhang, S. Du, and L. Bai, “MDFF: A method
for fine-grained ufz mapping with multimodal geographic data and deep
network,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 16,
pp. 9951–9966, 2023.

[7] J. C. Duque, J. E. Patino, and A. Betancourt, “Exploring the potential of
machine learning for automatic slum identification from VHR imagery,”
Remote Sens., vol. 9, no. 9, Sep. 2017, Art. no. 895.

[8] C. M. Gevaert, C. Persello, R. Sliuzas, and G. Vosselman, “Informal settle-
ment classification using point-cloud and image-based features from UAV
data,” ISPRS J. Photogrammetry Remote Sens., vol. 125, pp. 225–236,
Mar. 2017.

[9] D. Matarira, O. Mutanga, and M. Naidu, “Google earth engine for informal
settlement mapping: A random forest classification using spectral and tex-
tural information,” Remote Sens., vol. 14, no. 20, Oct. 2022, Art. no. 5130.

[10] S. H. Du, J. H. Xing, J. Li, S. H. Du, C. Y. Zhang, and Y. Q. Sun, “Open-pit
mine extraction from very high-resolution remote sensing images using
OM-DeepLab,” Natural Resour. Res., vol. 31, no. 6, pp. 3173–3194,
Dec. 2022.

[11] R. Y. Fan, F. P. Li, W. Han, J. N. Yan, J. Li, and L. Z. Wang, “Fine-scale
urban informal settlements mapping by fusing remote sensing images and
building data via a transformer-based multimodal fusion network,” IEEE
Trans. Geosci. Remote Sens., vol. 60, 2022, Art. no. 5630316.

2[Online]. Available at: https://doi.org/10.6084/m9.figshare.25009637.v3.

https://doi.org/10.6084/m9.figshare.25009637.v3


13186 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

[12] C. Z. Wei et al., “Gaofen-2 satellite image-based characterization of urban
villages using multiple convolutional neural networks,” Int. J. Remote
Sens., vol. 44, no. 24, pp. 7808–7826, Dec. 2023.

[13] Y. X. Chen, F. F. Peng, S. Yao, and Y. X. Xie, “Lightweight multilevel
feature-fusion network for built-up area mapping from Gaofen-2 satellite
images,” Remote Sens., vol. 16, no. 4, Feb. 2024, Art. no. 716.

[14] H. G. Yue, L. B. Qing, Z. X. Zhang, Z. Y. Wang, L. Guo, and Y. H.
Peng, “MSE-Net: A novel master-slave encoding network for remote
sensing scene classification,” Eng. Appl. Artif. Intell., vol. 132, Jun. 2024,
Art. no. 107909.

[15] R. Ji, K. Tan, X. Wang, C. Pan, and L. Xin, “PASSNet: A spatial-spectral
feature extraction network with patch attention module for hyperspectral
image classification,” IEEE Geosci. Remote Sens. Lett., vol. 20, 2023,
Art. no. 5510405.

[16] X. Tang, T. Zhang, J. Ma, X. Zhang, F. Liu, and L. Jiao,
“WNet: W-shaped hierarchical network for remote-sensing image
change detection,” IEEE Trans. Geosci. Remote Sens., vol. 61, 2023,
Art. no. 5615814.

[17] X. Wang, K. Tan, P. Du, C. Pan, and J. Ding, “A unified multiscale learning
framework for hyperspectral image classification,” IEEE Trans. Geosci.
Remote Sens., vol. 60, 2022, Art. no. 4508319.

[18] Z. Li, H. Chen, J. J. Wu, J. Li, and N. Jing, “SegMind: Semisupervised
remote sensing image semantic segmentation with masked image model-
ing and contrastive learning method,” IEEE Trans. Geosci. Remote Sens.,
vol. 61, 2023, Art. no. 4408917.

[19] X. Y. Bian, Z. F. Yang, C. S. Hu, M. Peng, and J. S. Tang, “Location-
aware multi-code generator for remote sensing scene classification,” Int.
J. Remote Sens., vol. 45, no. 8, pp. 2519–2547, Apr. 2024.

[20] D. Verma, A. Jana, and K. Ramamritham, “Transfer learning approach to
map urban slums using high and medium resolution satellite imagery,”
Habitat Int., vol. 88, p. 12, Jun. 2019.

[21] C. Persello and A. Stein, “Deep fully convolutional networks for the
detection of informal settlements in VHR images,” IEEE Geosci. Remote
Sens. Lett., vol. 14, no. 12, pp. 2325–2329, Dec. 2017.

[22] X. Zhang, S. Xiong, X. Dong, and S. Du, “Synergistic classification of
multilevel land patches (SC-MLPs): Reducing conflicts and improving
mapping results for land uses and functional spaces with very-high-
resolution satellite imagery,” IEEE Trans. Geosci. Remote Sens., vol. 61,
2023, Art. no. 4410217.

[23] Q. Q. Zhu et al., “Knowledge-guided land pattern depiction for urban
land use mapping: A case study of Chinese cities,” Remote Sens. Environ.,
vol. 272, Apr. 2022, Art. no. 112916.

[24] C. Y. Zhang, J. H. Xing, J. Li, S. H. Du, and Q. M. Qin, “A new method
for the extraction of tailing ponds from very high-resolution remotely
sensed images: PSVED,” Int. J. Digit. Earth, vol. 16, no. 1, pp. 2681–2703,
Dec. 2023.

[25] J. M. Peña, P. A. Gutiérrez, C. Hervás-Martínez, J. Six, R. E. Plant,
and F. López-Granados, “Object-based image classification of summer
crops with machine learning methods,” Remote Sens., vol. 6, no. 6,
pp. 5019–5041, Jun. 2014.

[26] J. Meng et al., “Urban ecological land extraction from Chinese Gaofen-1
data using object-oriented classification techniques,” in Proc. IEEE Int.
Symp. Geosci. Remote Sens., 2015, pp. 3076–3079.

[27] L. N. Hao, Z. Zhang, and X. X. Yang, “Mine tailing extraction indexes
and model using remote-sensing images in southeast Hubei province,”
Environ. Earth Sci., vol. 78, no. 15, Aug. 2019, Art. no. 493.

[28] E. Shelhamer, J. Long, and T. Darrell, “Fully convolutional networks for
semantic segmentation,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 39,
no. 4, pp. 640–651, Apr. 2017.

[29] O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional networks
for biomedical image segmentation,” in Proc. Lecture Notes Comput. Sci.,
2015, pp. 234–241.

[30] L. C. E. Chen, Y. K. Zhu, G. Papandreou, F. Schroff, and H.
Adam, “Encoder-decoder with atrous separable convolution for seman-
tic image segmentation,” in Proc. Lecture Notes Comput. Sci., 2018,
pp. 833–851.

[31] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol. 521,
no. 7553, pp. 436–444, May 2015.

[32] J. Wang, F. Chen, M. Zhang, and B. Yu, “NAU-Net: A new deep learning
framework in glacial lake detection,” IEEE Geosci. Remote Sens. Lett.,
vol. 19, 2022, Art. no. 2000905.

[33] C. J. Ge, W. J. Xie, and L. K. Meng, “Extracting lakes and reservoirs from
GF-1 satellite imagery over China using improved U-Net,” IEEE Geosci.
Remote Sens. Lett., vol. 19, 2022, Art. no. 1504105.

[34] L. H. Wang et al., “Dynamic inversion of inland aquaculture water quality
based on UAVs-WSN spectral analysis,” Remote Sens., vol. 12, no. 3,
Feb. 2020, Art. no. 402.

[35] H. Wang and Y. L. Yu, “Deep feature fusion for high-resolution aerial
scene classification,” Neural Process. Lett., vol. 51, no. 1, pp. 853–865,
Feb. 2020.

[36] Z. Guo, H. Liu, Z. Zheng, X. Chen, and Y. Liang, “Accurate extraction of
mountain grassland from remote sensing image using a capsule network,”
IEEE Geosci. Remote Sens. Lett., vol. 18, no. 6, pp. 964–968, Jun. 2021.

[37] H. Lu, C. Liu, N. W. Li, X. Fu, and L. G. Li, “Optimal segmentation scale
selection and evaluation of cultivated land objects based on high-resolution
remote sensing images with spectral and texture features,” Environ. Sci.
Pollut. Res., vol. 28, no. 21, pp. 27067–27083, Jun. 2021.

[38] W. Li, C. Yang, Y. Peng, and J. Du, “A pseudo-siamese deep convolutional
neural network for spatiotemporal satellite image fusion,” IEEE J. Sel.
Topics Appl. Earth Observ. Remote Sens., vol. 15, pp. 1205–1220, 2022.

[39] C. Wu, L. Chen, Z. He, and J. Jiang, “Pseudo-siamese graph matching
network for textureless objects’ 6-D pose estimation,” IEEE Trans. Ind.
Electron., vol. 69, no. 3, pp. 2718–2727, Mar. 2022.

[40] K. M. He, X. Y. Zhang, S. Q. Ren, and J. Sun, “Deep residual learning for
image recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
2016, pp. 770–778.

[41] S. H. Woo, J. Park, J. Y. Lee, and I. S. Kweon, “CBAM: Convolutional
block attention module,” in Proc. Lecture Notes Comput. Sci., 2018,
pp. 3–19.

[42] L. Yang, W. Chen, P. S. Bi, H. Z. Tang, F. J. Zhang, and Z. Wang,
“Improving vegetation segmentation with shadow effects based on double
input networks using polarization images,” Comput. Electron. Agriculture,
vol. 199, Aug. 2022, Art. no. 107123.

[43] R. X. Zhu, L. Yan, N. Mo, and Y. Liu, “Attention-based deep feature fusion
for the scene classification of high-resolution remote sensing images,”
Remote Sens., vol. 11, no. 17, Sep. 2019, Art. no. 1996.

[44] H. Wu, P. Huang, M. Zhang, W. Tang, and X. Yu, “CMTFNet: CNN
and multiscale transformer fusion network for remote-sensing image
semantic segmentation,” IEEE Trans. Geosci. Remote Sens., vol. 61, 2023,
Art. no. 2004612.

[45] Y. N. Feng, S. H. Du, S. W. Myint, and M. Shu, “Do urban functional
zones affect land surface temperature differently? A case study of Beijing,
China,” Remote Sens., vol. 11, no. 15, Aug. 2019, Art. no. 1802.

[46] C. Zhang et al., “A deeply supervised image fusion network for change
detection in high resolution bi-temporal remote sensing images,” ISPRS J.
Photogrammetry Remote Sens., vol. 166, pp. 183–200, 2020.

[47] X. Zhang, Y. Liu, Y. Lin, Q. Liao, and Y. Li, “UV-SAM: Adapting segment
anything model for urban village identification,” in Proc. AAAI Conf. Artif.
Intell., 2024, pp. 22520–22528.

[48] S. Ji, S. Wei, and M. Lu, “Fully convolutional networks for multisource
building extraction from an open aerial and satellite imagery data set,”
IEEE Trans. Geosci. Remote Sens., vol. 57, no. 1, pp. 574–586, Jan. 2019.

[49] R. H. Zhang, Q. Zhang, and G. X. Zhang, “SDSC-UNet: Dual skip
connection ViT-based U-shaped model for building extraction,” IEEE
Geosci. Remote Sens. Lett., vol. 20, 2023, Art. no. 6005005.

[50] L. B. Wang et al., “UNetFormer: A UNet-like transformer for efficient
semantic segmentation of remote sensing urban scene imagery,” ISPRS J.
Photogrammetry Remote Sens., vol. 190, pp. 196–214, Aug. 2022.

[51] R. Li et al., “Multiattention network for semantic segmentation of fine-
resolution remote sensing images,” IEEE Trans. Geosci. Remote Sens.,
vol. 60, 2022, Art. no. 5607713.

[52] R. Li, S. Y. Zheng, C. X. Duan, J. L. Su, and C. Zhang, “Multistage attention
ResU-Net for semantic segmentation of fine-resolution remote sensing
images,” IEEE Geosci. Remote Sens. Lett., vol. 19, 2022, Art. no. 8009205.

[53] H. S. Zhao, J. P. Shi, X. J. Qi, X. G. Wang, and J. Y. Jia, “Pyramid scene
parsing network,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
2017, pp. 6230–6239.

[54] S. H. Du et al., “IMG2HEIGHT: Height estimation from single remote
sensing image using a deep convolutional encoder-decoder network,” Int.
J. Remote Sens., vol. 44, no. 18, pp. 5686–5712, Sep. 2023.

[55] Y. Wang, L. Gu, X. Li, and R. Ren, “Building extraction in multitemporal
high-resolution remote sensing imagery using a multifeature LSTM net-
work,” IEEE Geosci. Remote Sens. Lett., vol. 18, no. 9, pp. 1645–1649,
Sep. 2021.

[56] K. G. Nambiar, V. I. Morgenshtern, P. Hochreuther, T. Seehaus, and M.
H. Braun, “A self-trained model for cloud, shadow and snow detection
in Sentinel-2 images of snow- and ice-covered regions,” Remote Sens.,
vol. 14, no. 8, Apr. 2022, Art. no. 1825.



DU et al.: STMNET FOR LARGE-SCALE URBAN INFORMAL SETTLEMENT EXTRACTION FROM REMOTE SENSING IMAGES 13187

Shouhang Du received the Ph.D. degree in cartog-
raphy and geographic information system from the
Peking University, Beijing, China, in 2021.

He is currently a Lecturer with the College of Geo-
science and Surveying Engineering, China University
of Mining and Technology, Beijing. His research in-
terests include intelligent understanding of geospatial
data and deep learning.

Jianghe Xing is currently working toward the Ph.D.
degree with the College of Geoscience and Surveying
Engineering, China University of Mining and Tech-
nology, Beijing, China.

His current research interests include remote sens-
ing and land use classification.

Shaoyu Wang is currently working toward the Mas-
ter’s degree with the College of Geoscience and Sur-
veying Engineering, China University of Mining and
Technology, Beijing, China.

His current research interests include urban func-
tional zone classification, deep learning, and com-
puter vision.

Liguang Wei received the master’s degree in survey-
ing and mapping engineering from China University
of Mining and Technology, Beijing, China, in 2014.

He is currently a Department Director with PIESAT
Information Technology Company, Ltd. His research
interest focuses on the application of deep learning in
remote sensing.

Yirui Zhang is currently working toward the master’s
degree with the College of Geoscience and Surveying
Engineering, China University of Mining and Tech-
nology, Beijing, China.

Her current research interests include urban ecol-
ogy and urban function.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


