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Abstract—Natural disasters commonly occur in all regions
around the world and cause huge financial and human losses. One
of the main effects of earthquakes and floods is the destruction of
buildings. Photogrammetric and remote sensing (RS) data track
changes and detect damages in these events. Considering the evo-
lution in deep learning (DL) techniques, the possibility of accurate
information extraction from the RS-based data is increased. DL
methods effectively show the damaged regions for decision making
and immediate actions for crisis management. The present study
is based only on postevent RS images, which apply an encoder–
decoder network composed of pretrained EfficientViTB and Yolov8
network blocks as encoder path and the modified-Unet blocks as
decoder path for building damage detection (BDD). Compared
with methods that use only one network in their encoder path,
the presented method achieves better results. To investigate the
performance of the proposed method, three datasets affected by
different natural disasters are considered. The first dataset is the
satellite images of the 2023 Turkey earthquake, the second dataset
is associated with the satellite images of the 2023 Morocco earth-
quake, and the third dataset contains the satellite images of the
2023 Libya flood. The proposed method ultimately reaches the
overall accuracy of 97.62%, 98.63%, and 96.43% and the kappa
coefficient of 0.86, 0.85, and 0.84 for the first, second, and third
dataset, respectively, which shows the proper performance of the
proposed method for BDD.

Index Terms—Building damage detection (BDD), EfficientViTB,
encoder–decoder network, Libya flood, Morocco earthquake,
Turkey earthquake, Yolov8.

I. INTRODUCTION

IN 2023, natural disasters, such as the Turkey earthquake (6
February), the Maui wildfire (8 August), hurricane Idalia

(29 August), the Morocco earthquake (9 September), and the
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Libya flood (12 September), happened in the world and caused
huge human and financial losses. Availability of the maps of
the damaged regions for rapid rescue and recovery is one of
the most important challenges during these natural disasters [1].
Developments in remote sensing (RS) technology have currently
made it possible to collect diverse and extensive data from the
regions affected by natural disasters. Nonetheless, a basic chal-
lenge is finding methods to extract effective information within a
reasonable time accurately [1], [2], [3]. The RS data, such as the
synthetic-aperture radar (SAR), the light detection and ranging
(LiDAR) system, and the unmanned aerial vehicles (UAVs),
as well as the satellite images and multimodal data are used
for damage assessment of natural disasters, e.g., earthquakes,
floods, and hurricanes.

The SAR data can be captured in all weather conditions,
even in the presence of clouds. Although such data seem to be
suitable for real-time analysis, its interpretations are difficult
and influenced easily by speckle noise [4]. Ferrentino et al.
[5] investigated the damage of the August 2016 Central Italy
earthquake using the dual-polarization SAR data captured by
Sentinel-1. In their proposed method, a convolutional single
polarization feature was initially analyzed based on the correla-
tion between the polarized images of pre- and postevent. Then,
the same analysis was performed through the cross-polarized
channel, which shows that the simultaneous use of the copolar-
ized and cross-polarized channels reaches better results. Finally,
a coherent dual-feature method was suggested based on the
interchannel coherence (ICC) technique. They indicated that
the ICC method results are superior to those techniques that
utilized only two SAR images for earthquake damage detection.
Li et al. [6] studied the damage of the L’Aquila earthquake
in 2009, Italy, utilizing the SAR images of Envisat. Using
basic components of the improved principal component analysis
method and multitexturing technique, they achieved favorable
results for building damage detection (BDD). ElGharbawi and
Zarzoura [7] attempted to assess the damages caused by the
massive Beirut explosion in Lebanon using the SAR data and the
correlation technique. In their proposed method, a spatial-phase
frequency filter was applied to improve the correlation estimates,
which enhanced the damage detection results by 44%.

The LiDAR system can be similarly utilized to collect the data
in all weather conditions and the presence of clouds. As well,
it provides the necessary information about ground elevation,
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which allows a more precise BDD. However, capturing LiDAR
data seems to be time-consuming and it cannot be immediately
provided after events [8]. Zhou et al. [1] investigated Sandy
superstorm damage using the pre- and postevent LiDAR data. In
their proposed method, building clusters were first extracted by
the density-based method. Then, a new cluster-matching method
was proposed to match the buildings before and after the event.
Finally, some features, such as the roof area, orientation, and
shape of the buildings, were considered to extract the damaged
buildings. Janalipour and Mohammadzadeh [9] exploited the
postearthquake LiDAR data to assess the damages of buildings.
For this purpose, three spectral features viz., Haralick feature,
Gabor filter, and Laws’ mask were used, and then the buildings
were extracted with a fuzzy system. Axel and van Aardt [10]
suggested a supervised technique for LiDAR-based data seg-
mentation for BDD. In their method, local surface feature was
first extracted and then the damaged buildings were estimated
using rooftop inclination.

Satellite images are more available than other RS data so
they are employed more than other sources for BDD purposes.
Unlike the LiDAR and SAR data, such images are much easier to
interpret and process, so they are mostly used to detect damages
[8], [11]. Merlin and Jiji [12] used pre- and postevent satellite
images for BDD. In their proposed method, the buildings were
extracted by thresholding and color invariance and then building
changes were detected by image differencing. Afterward, the
spectral and spatial features were considered for the feature-
ranking method and, finally, the classification was executed
using the mean ratio feature selection. Ji et al. [13] made use
of the visual geometry group (VGG) network to detect the
damage of the 2010 Haiti earthquake with the pre- and postevent
satellite images. They also study the effects of data augmentation
and freezing on some layers of the given network in the final
results. Li et al. [14] analyzed the damage of Hurricane Sandy
impacting the Caribbean in 2012 using postsatellite images. For
this purpose, an encoder–decoder network based on the VGG16
network was utilized. Different data augmentation techniques,
such as mirroring, rotation of the Gaussian blur, and the Gaussian
noise, were considered to get better results. Chen et al. [15]
proposed an unsupervised change detection object-based frame-
work for large-scale areas. Zhou et al. [16] presented a context
aggregation network for change detection. They used various
benchmarks to show the performance of their methods. Hang
et al. [17] introduced an ambiguity-aware network to address
the ambiguous regions, where pseudochange occurred or real
changes were corrupted. Ji et al. [18] used satellite images before
and after the 2010 Haiti earthquake for BDD. In their proposed
method, a combination of random forest (RF) algorithm and
convolutional neural network (CNN) was employed and their
findings revealed that the performance of CNN together with
RF was better than the RF algorithm alone. Hang et al. [19]
implement a CNN-based network for segmentation by using
high-resolution RS. Wu et al. [20] benefited from the pre-
and postevent satellite images on the xBD dataset to detect
the damaged buildings based on different U-Net architectures
with the attention mechanism. Shen et al. [21] used the same
dataset for BDD based on the dual-branch U-Net architecture.
Zheng et al. [22] investigated the damage of buildings within

the xBD dataset. They executed an object-based method in
combination with a DL-based network. Employing both pre- and
postevent data of the xBD dataset for damage detection, Chen
et al. [23] examined the encoder–decoder and transformer-based
networks. First, nonlocal deep features were extracted from
both data using the transformer-based encoder. Then, the fuse
module integrated these features and ultimately the dual-task
decoder combined the hierarchical features to map the damage
in buildings. Virtriana et al. [24] used the satellite images of the
Anak Krakatau Volcano tsunami in Indonesia for BDD and their
proposed method consisted of the RF classification algorithm
with different predictors.

Multimodal data are also sometimes exploited to detect dam-
age and improve the results. Such data need registration and
a high processing time [8]. Gupta and Shah [25] used both the
UAV data and satellite images for BDD. Their proposed network
was a combination of the ResNet-50 and the Astrous Spatial
Pyramid Pooling, which could extract multiscale features and
simultaneously obtain the types of damage by segmenting the
buildings. Chen et al. [26] used the advantages of structural
relationship graph convolutional autoencoder for multimodal
change detection. This architecture also is useful for emergency
cases, such as disaster management. Also, Chen et al. [27]
proposed a framework based on a Fourier-domain graph for un-
supervised multimodal change detection. Li et al. [28] combined
the LiDAR data and satellite images to detect damaged build-
ings. In their developed method, the 3-D model of the buildings
was first reconstructed with pre-event data and then the damages
were detected by the rooftop patch-oriented 3-D estimation.
Moreover, Adriano et al. [29] quickly assessed damage by fusing
the Sentinel-1, Sentinel-2, and ALOS-2 satellite data.

Most afore-mentioned methods have generally benefited from
both pre- and postevent data for BDD but the pre-event ones
have not sometimes been available. Furthermore, extracting the
changes from two-time data typically encountered some chal-
lenges, such as registration error, atmospheric conditions, and
noise [11], [30], [31]. Taking into account the main challenges
facing each type of data, satellite images are used in this study
for BDD, thanks to their easy access and interpretation. In the
present study, a new architecture, namely, an encoder–decoder
architecture containing the EfficientViTB and the Yolov8 net-
work blocks in its encoder path, is proposed, which uses only
the postevent data for BDD (that is, EMYNet-BDD). The Effi-
cientViTB is a cutting-edge recognition model and the Yolov8
is one of the recent detection models with proper performance.
A combination of these two models can extract efficient features
from input data and overcome the task of BDD. This architecture
outperforms the methods that employed a single network in their
encoder path. Both the EfficientViTB and the Yolov8 networks
are also pretrained and their blocks are utilized in the encoder
path, so the semitransfer learning technique [32] is implemented.
To show the proper performance of this network, it is used
for BDD in the 2023 Turkey earthquake, the 2023 Morocco
earthquake, and the 2023 Libya flood.

The main contributions of this study are as follows.
1) Introduce a new encoder–decoder architecture that in-

cludes the EfficientViTB and the Yolov8 network blocks as
encoders and the modified-Unet blocks as decoder paths to
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Fig. 1. Turkey earthquake dataset. (a) RGB postimage. (b) GT.

TABLE I
INFORMATION ON THE DATASETS USED IN THIS STUDY

improve the overall accuracy (OA) and kappa coefficient
(KC).

2) Use only postevent RS images without any auxiliary data.
3) Apply the proposed network to various natural disasters,

such as earthquakes and floods.
4) Get the advantages of a semitransfer learning technique

in the encoder path (the EfficientViTB and the Yolov8
pretrained by ImageNet and MS-COCO, respectively).

The rest of this article is organized as follows. The data are
introduced in Section II and the proposed method is explained
in Section III. In Section IV, the experimental results and com-
parisons are provided. The discussion is presented in Section V.
Finally, Section VI concludes this article.

II. MATERIALS AND DATASETS

A. 2023 Turkey Earthquake

On 6 February 2023, at 4:17 A.M. (1:17 UTC), an earthquake
of 7.8 (on the Richter scale) hit southern and central Turkey
as well as southwestern Syria. Fig. 1 illustrates the WorldView
II image of the city of Nurdağı after the earthquake and the
corresponding ground truth (GT), which shows that the city
was densely built and undergoes postearthquake damage. The
polygons related to the damaged and nondamaged buildings are
drawn in the global mapper and then layered with different
numbers to generate the GT. The number of polygons of the

nondamaged and damaged buildings is, thus, equal to 1833
and 400, respectively. To the train–test split, 60% and 40%
of the total data are considered as the train–validation and test
data, respectively. Additional information regarding these data
is outlined in Table I.

B. 2023 Morocco Earthquake

On 8 September 2023, at 22:11 UTC, a 6.8 magnitude earth-
quake struck the High Atlas Mountain, 71 km southwest of
Morocco. Fig. 2 displays the WorldViewII image of the Talat
N’Yaaqoub region and the corresponding GT. To generate the
GT, we operate like the previous dataset. In this dataset, there are
107 nondamaged polygons of buildings and 44 damaged ones.
After training the network with the 2023 Turkey earthquake
dataset, the Morocco earthquake dataset is utilized for prediction
purposes. Additional information about this dataset is given in
Table I.

C. 2023 Libya Floods

On 11 September 2023, heavy rain led to the collapse of two
dams in Libya, and about 30 million m3 of water flowed into
the city of Derna, which caused much damage and destroyed
many buildings. Fig. 3 shows the GeoEye-1 image of a part of
the city of Derna and the corresponding GT in the floodway
area. To get the GT, the same procedure is fulfilled similar to
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Fig. 2. Morocco earthquake dataset. (a) RGB postimage. (b) GT.

Fig. 3. Libya flood dataset. (a) RGB postimage of the floodway showed by green polygon. (b) GT.

the two previous datasets. The number of polygons of buildings
damaged by the floods is 215 and the nondamaged ones are
351. To the train–test split, 60% and 40% of the total data are
considered as the train–validation and test data, respectively.
Additional information about these data is provided in Table I.
All the data related to the present study have been made available
to the public by Maxar Technologies Inc.1

III. PROPOSED METHOD

The proposed method for BDD consists of three main steps:
1) data preprocessing;

1[Online]. Available: http://www.maxar.com/open-data

2) training the encoder–decoder network containing the Ef-
ficienViTB and the Yolov8 blocks as encoder path and the
modified-Unet blocks as decoder path for BDD (EMYNet-
BDD);

3) prediction by the trained network and evaluate its accu-
racy.

In the preprocessing step, each original images are partitioned
into patches with the dimensions of 128 × 128, so 2915, 462,
and 1394 patches are obtained from the Turkey earthquake,
Morocco earthquake, and Libya flood, respectively. In Turkey’s
earthquake and Libya flood, 60% of patches are considered
as the train–validation data and the remaining 40% are used
for the test data. All patches of the Morocco earthquake are
considered as the test data. After the “train–test split,” the

http://www.maxar.com/open-data
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Fig. 4. Flowchart of the proposed method for BDD.

augmentation (rotation) is applied to the train–validation data,
so the train–validation data are raised from 1749 to 3498 in the
Turkey earthquake and from 836 to 3344 in the Libya flood. In
the second step, the training and validation data are imported
to the EMYNet-BDD network. The network is subsequently
trained with the training data and evaluated through validation
and, finally, the optimized model is attained. In the third step,
the EMYNet-BDD network predicts the damaged buildings, the
network accuracy is evaluated, and the map of the damaged
buildings is generated. Fig. 4 depicts the proposed method
flowchart. The EMYNet-BDD network initially is trained by
Turkey training data and when the network is optimized, then it
is used to predict the Turkey and Morocco earthquake building
damage map. For the Libya flood, similarly, the EMYNet-BDD

network is trained by Libya flood training data and the test data
are predicted by this optimized network.

A. EfficientViTB Architecture Blocks

The EfficientViTB network as a new family of the vision
transformer models was introduced by Cai et al. [33], which is
used for efficient high-resolution dense prediction. Its main core
is a multiscale linear attention module that enables the network
to have a global field and multiscale learning with hardware-
efficient operation [33]. The multiscale linear attention module
substitutes the rectified linear unit (ReLU) instead of softmax
attention [33]. However, the ReLU linear attention has weak-
nesses in local information extraction and multiscale learning,
so it is improved by convolutions and multiscale linear attention
module [33]. In the ReLU linear attention, the similarity function
is expressed as follows:

Sim (Q,K) = ReLU (Q)ReLU(K)T . (1)

Considering (1), the ReLU attention is then written according
to the following equation:

Oi =

N∑
j=1

ReLU (Qi)ReLU(Kj)
T

∑N
j=1 ReLU (Qi)ReLU(Kj)

T
,

Vj =

∑N
j=1

(
ReLU (Qi)ReLU(Kj)

T
)
Vj

ReLU (Qi)
∑N

i=1 ReLU(Kj)
T

. (2)

Equation (2) can be rewritten to reduce the memory and
computational complexity from quadratic to linear, as shown
in the following equation:

Oi =

∑N
j=1

[
ReLU (Qi)ReLU(Kj)

T
]
Vj

ReLU (Qi)
∑N

j=1 ReLU(Kj)
T

=

∑N
j=1 ReLU (Qi)

[(
ReLU(Kj)

TVj

)]

ReLU (Qi)
∑N

j=1 ReLU(Kj)
T

=
ReLU (Qi)

(∑N
j=1 ReLU(Kj)

TVj

)

ReLU (Qi)
(∑N

j=1 ReLU(Kj)
T
) . (3)

Here, the terms
(∑N

j = 1 ReLU(Kj)
TVj

)
∈ Rd×d and(∑N

j = 1 ReLU(Kj)
T
)
∈ Rd×1 are independent from i and

they only need to be computed once so that they can be reused
for each query, thereby computing Oi has memory and compu-
tational complexity of O(N). Therefore, ReLU linear attention
becomes more efficient on hardware.

Fig. 5 shows the EfficientViTB and multiscale linear at-
tention blocks, which contain a multiscale linear module and
a feedforward neural network with depthwise convolution
(FFN+DWConv). The multiscale linear attention accordingly
extracts context information, while the FFN+DWConv extracts
local information. In the multiscale linear attention, a multiscale
token is generated upon obtaining the Q, K, and V tokens
through the linear projection layer by aggregating the nearby
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Fig. 5. (a) EfficientViTs building block. (b) Multiscale linear attention [33].

Fig. 6. Architecture of EfficientViTB [33].

tokens via the lightweight small-kernel convolution. The ReLU
linear attention is also applied to the multiscale tokens and then
the outputs are concatenated and presented to the final linear
projection layer to merge the features [33].

The EfficientViTB network architecture is illustrated in Fig. 6,
which is composed of a backbone/head encoder–decoder. The
EfficientViT module is, thus, imported into stages 3 and 4 of the
backbone. The features from stages 2, 3, and 4 are then given
to the head component. In this architecture, the addition is used
to integrate the desired features [33]. The head design is also
simple, which includes several MBConv blocks and the output
layer [33].

B. Yolov8 Architecture Blocks

In the field of computer vision, the Yolo networks have so
far had many accomplishments. The Yolov8 introduced by the
Ultralytics on 10 January 2023 has higher detection accuracy and
speed than previous Yolo family networks [34]. The Yolov8, as
depicted in Fig. 7, comprises three parts, namely, the backbone,
the neck, and the head [34], [35].

The Yolov8 network makes use of CSPDarknet-53 [36] as the
backbone. The input data are downsampled five times to obtain
five different feature pyramid levels, as shown in B1–B5 of Fig. 7
In the Yolov8 network, the CSP module in the original version
of the backbone is replaced by the C2f module. The central
battery system (CBS) module acts like a convolution operator
on the input data and then it leads to batch normalization.
This module activates the stream information using the sigmoid
linear unit to show the output [34]. According to Fig. 7, the
backbone ultimately utilizes the spatial pyramid pooling-fast
(SPPF) module to pool the input feature maps into a fixed-size
one to adapt the output size [34].

As depicted in Fig. 7, the Yolov8 network is designed in the
neck part based on the path aggregation network-feature pyramid
network (PAN-FPN) structure. In contrast to the Yolov7 [37]
and the Yolov5 networks, the Yolov8 eliminates the convolution
operator after upsampling in the PAN structure, which has the
main network performance and achieves a lightweight model
with higher speed [34]. Moreover, the Yolov8 network uses the
decoupled head structure for detection purposes. This structure
employs two separate branches for object classification and
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Fig. 7. Network architecture diagram of the Yolov8 consists of three parts: backbone, neck, and head. These three parts include four basic components of C2f,
CBS, SPPF, and Detect [34].

predicted bounding box regression and two different loss
functions for both tasks [34], [35].

C. EfficientViTB Meets the Yolov8 (EMYNet-BDD)
Framework Training

As mentioned earlier, the EMYNet-BDD in the encoder
path is made up of the combination of the EfficientViTB and
the Yolov8 networks, pretrained by the ImageNet and the
MS-COCO datasets, respectively. Both networks are used in

the encoder path, so the semitransfer learning technique [32]
is implemented. In the decoder path, the improved-Unet blocks
[38] are utilized. Compared with methods in which only one
network is used, the EMYNet-BDD architecture uses two net-
works for the encoder path, which efficiently extracts features
from the input data and reaches higher accuracy for BDD. As
shown in Fig. 8, the EfficientViTB network includes one stem
and four stages and the Yolov8 network has five backbone blocks
(B1–B5) and two neck blocks (N4 and N5). The EfficientViTB
and the Yolov8 network blocks form the encoder path in five
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Fig. 8. Architecture of EMYNet-BDD. (a) Structure of the EfficientViTB network, which contains one stem and four stages (represented with a different color).
(b) Schematic representation of PAN-FPN structure in the Yolov8 (each block of neck and backbone represented by a different color) [35]. (c) Structure of the
proposed EMYNet-BDD network using the EfficientViTB and the Yolov8 as encoder and modified Unet as decoder. The encoder concatenates with the decoder
at five different resolutions.
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TABLE II
INFORMATION FORMULAE FOR ACCURACY ASSESSMENT METRICS

levels of the pyramid feature and five different sizes are then
concatenated with the Conv2D transpose blocks to produce the
EMYNet-BDD.

D. Accuracy Assessment

As shown in Table II, five metrics are introduced in this study
to evaluate the performance of the proposed method. TP denotes
the true positive (number of labels predicted to be damaged that
are actually damaged), FP indicates the false positive (number of
labels predicted to be damaged that are actually nondamaged),
FN denotes the false negative (number of labels predicted to be
nondamaged that are actually damaged), and TN indicates the
true negative (number of labels predicted to be nondamaged that
are actually nondamaged).

IV. EXPERIMENTAL RESULTS

The results and the performance of the proposed method and
the comparison with other methods are presented in this section.
This section includes four parts, namely, experimental parame-
ter settings, accuracy assessment, comparison of experimental
results, and ablation study.

A. Experimental Parameter Settings

All DL networks in this study are implemented using Tensor-
Flow 2.10.0 and Python 3.8.8 through a system with an NVIDIA
GeForce GTX 1050Ti GPU, a 3.5 GHz CPU, and 32 GB RAM.
The data are partitioned into patches with the dimensions of
128 × 128 and the focal loss function is employed. Considering
the multilabel building damage data patches, multiple focal loss
functions are utilized according to the following equation [39]:

Lfocal loss = −
c∑

i = 1

αi(1− yi)
γtilog (yi) (4)

in which yi represents the predicted probability distribution, ti
denotes the true probability distribution, C is the number of
classes, and γ and αi show the hyperparameters of the focal loss
function. The performance of Adam and SGD optimizers was
computed and Adam had a proper result. The learning rate of the
Adam optimizer tested for values of {10−2, 10−3, 10−4, 10−5}
and 10−4 had better performance. The values of 0.25 and class
weights were assumed for α so that 0.25 was adequate. Also,

TABLE III
PARAMETERS USED FOR TRAINING EMYNET-BDD

the default value 2 for γ had appropriate results. Table III lists
other parameters for the EMYNet-BDD network training.

B. Comparison of Experimental Results

The performance of the EMYNet-BDD network is compared
with other DL methods in Table IV. With the limited computer
capacity, versions of networks that can be executed in the avail-
able system are taken into account. In addition, the dimensions
of the input images are considered 128 × 128.

According to Table IV, the EMYNet-BDD network can reach
an OA of 97.63% and a KC of 0.86 for the 2023 Turkey
earthquake dataset, indicating its better performance than other
networks. In terms of other parameters, such as precision, in-
tersection over union (IoU), and the F1-score, the proposed
network reaches 99.93%, 98.99%, and 98.81%, respectively.
Compared with the Yolox network, which is utilized commonly
in RS-based tasks, the Yolov8 network shows better performance
in the proposed method. Although the TinyViT network is
lightweight and has fewer parameters due to its structure, its
performance is not as proper as the proposed method because it
cannot handle the complexities of BDD. Moreover, the perfor-
mance of EMYNet-BDD is compared with the ResidualUnet,
the VGG16, and the modified DamFormer that were used in the
previous studies of BDD. The residual blocks are used in the
ChangeOS [22] network and the DamFormer [23] is based on
the SegFormer [40] network blocks, both of these two networks
have the Siamese architecture and have proper performance in
BDD. Also, the VGG16 was applied for BDD methods with
only postevent data [13], [40]. It should be considered that the
parameters and architecture of networks that are applied for
comparison are different from the original ones.

To shed light on the performance of the proposed method for
BDD in various disasters, it is applied to the 2023 Morocco earth-
quake and the 2023 Libya flood datasets. The EMYNet-BDD
network is applied to the 2023 Morocco earthquake dataset after
training on the 2023 Turkey earthquake. According to Table IV,
the OA and KC of this network are, respectively, 98.63% and
0.85 for the 2023 Morocco earthquake dataset, which shows its
proper performance.

As floods are among the most common natural disasters
across the world and generally cause damage to buildings, the
EMYNet-BDD network is utilized to detect the damages after
the 2023 Libya flood. According to Table IV, this network
achieves the OA of 96.43% and the KC of 0.84.
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TABLE IV
QUANTITATIVE EVALUATION OF THE RESULTS

Fig. 9. Turkey earthquake results. (a) Type-I and -II errors. (b) Confusion matrix.

As an example, Fig. 9 shows the type-I and -II errors of the
Turkey earthquake in addition to its related confusion matrix. As
only postevent data are exploited in our study, completely dam-
aged buildings are challenging to detect as a building even with
human vision. The confusion matrix shows proper performance
in detecting pixels of each class.

C. Ablation Study

In the ablation study, the existence and nonexistence of some
parts of the proposed method and their effects on the results are
discussed. Since the proposed method is based on an encoder
path with two networks, the encoder–decoder architecture is
supposed in two models, S#1 and S#2. The S#1 model is de-
signed without the Yolov8 network and only the EfficientViTB
network is considered. The S#2 model is designed without the
EfficienViTB network and the Yolov8 network is merely used.
The results of both models and the main EMYNet-BDD network
are presented in Table V.

TABLE V
ABLATION STUDY OF THE PROPOSED METHOD FOR THE TURKEY

EARTHQUAKE DATASET

As outlined in Table V, the overall performance of the given
method decreases when any of the networks are eliminated.

V. DISCUSSION

Quantitative and qualitative evaluation, as well as visual anal-
ysis investigated the performance of the proposed method for
BDD. Fig. 10 displays the proposed method results in compari-
son with other methods in Table IV. Accordingly, the damaged
buildings are in green and those that are nondamaged are in
crimson.
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Fig. 10. Comparison between the proposed method and other networks.
(a) EffformerV2. (b) TinyViT. (c) EfficientnetV2. (d) Yolox. (e) Yolov8.
(f) EfficientViTB. (g) Residual Unet. (h) VGG16. (i) Modified DamFormer.
(j) Proposed method. (k) GT.

Fig. 11. Comparison between the result of the proposed method and other
networks.
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Fig. 12. Proposed method results for the Morocco earthquake dataset. (a) Proposed method. (b) GT. (c) Three example areas with different shape markets with
yellow circles. (d) Corresponding GT of three examples.

As shown in Fig. 10, the number of damaged buildings is
lower than the nondamaged ones in the 2023 Turkey earthquake
dataset, so it is unbalanced. The proposed method can overcome
this problem and separate the damaged buildings from the
nondamaged ones. Furthermore, one of the challenges in this
method is the lack of pre-event data, so it is not easy to detect
the boundary of the buildings that are completely damaged, but
the proposed method copes with it to a large extent and achieves
favorable results for BDD. The EffformerV2 and the TinyViT
methods [see Fig. 10(a) and (b)] show overdetect damaged
buildings and they have noise in some places. In addition, the
EfficientnetV2 network [see Fig. 10(c)] fails to detect the build-
ings in some places and the results of this method are lower than
those in the GT. Moreover, the Yolox network [see Fig. 10(d)]
fails to detect the boundary of the buildings correctly, especially
in places with a high density of buildings and also it misses
some damaged buildings. The Yolov8 and the EfficientViTB
networks [see Fig. 10(e) and (f)], as investigated in the ablation
study, cannot detect the building boundaries in some places. The
Residual Unet and VGG16 [see Fig. 10(g) and (h)] cannot detect
the damaged building. The Modified DamFormer [see Fig. 10(i)]
fails to detect some building boundaries.

To better examine the performance of the proposed method,
three areas from the 2023 Turkey earthquake dataset with dif-
ferent complexities are considered in Fig. 11. The first area has

a sparse urban region with towers that are completely damaged.
The proposed network can accurately distinguish the damaged
buildings from the nondamaged ones. The Yolox and the mod-
ified DamFormer networks wrongly classified some nondam-
aged towers into damaged classes and failed to detect building
boundaries accurately. The EfficientnetV2 network also misses
one damaged building and cannot reconstruct its boundary. The
EfficientViTB network considers two damaged towers as one
building and could not reconstruct their boundaries correctly.
Nonetheless, the proposed network accurately distinguishes the
damaged buildings from the nondamaged ones and reconstructs
the boundary of buildings accurately.

The second area has a very dense urban region that contains
buildings of different shapes near each other. The Yolox, the
TinyViT, and the modified DamFormer networks miss some
damaged buildings, and the boundaries of the nondamaged
ones are not properly detected and some buildings are detected
wrongly or have noise. The Yolov8 network fails to recognize
some building boundaries correctly. Although the EfficientViTB
network provides relatively good results, it excessively detects
some buildings that are not damaged. The EfficientnetV2 net-
work misses some damaged buildings and cannot reconstruct
the boundaries of the nondamaged ones correctly. It also per-
forms poorly in boundary reconstruction. On the other hand,
the proposed network can cope with the complexities of this
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Fig. 13. Proposed method results for Libya flood dataset. (a) Proposed method. (b) GT. (c) Two example areas with different shapes and small damage market
with yellow ellipsoid. (d) Corresponding GT of two examples. (e) Two examples of highly damaged areas marked with orange rectangle. (f) Corresponding GT of
two examples.

area and distinguish the damaged and nondamaged buildings
accurately.

The third area also has a very dense urban region and build-
ings with complex boundaries that are difficult to distinguish.
The EffformerV2 network misses some damaged buildings and
cannot recognize the complex boundaries. The EfficientnetV2
network detects noises in some places and does not detect the
boundaries correctly. Also, the EfficientViTB and the modified
DamFormer networks wrongly detect some places as the dam-
aged ones, although they are not so. Additionally, it cannot re-
construct the boundaries properly. The TinyViT network detects
some noise areas, but it performs relatively better than other
methods. The Yolov8 network is better at reconstructing the
boundary of buildings as compared with other methods, but it
has errors in the detection of some places and misses one of the
damaged buildings. The Yolox network accordingly cannot cope

with the complexity of the boundaries and does not detect them
correctly. It also has errors in distinguishing the damaged and
nondamaged buildings. The proposed method can handle the
density of the buildings and the complexity of their boundaries
in this area.

The second dataset used in this study is the 2023 Morocco
earthquake. The proposed network is applied to it after training
on the 2023 Turkey earthquake dataset. According to Fig. 12,
the network performs properly in this dataset and correctly dis-
tinguishes the damaged and nondamaged buildings. In Fig. 12,
three areas are considered as the examples and the corresponding
GT [see Fig. 12(c) and (d)]. These areas show that the proposed
network can correctly distinguish the damaged buildings from
the nondamaged ones and reconstruct their boundaries.

The third dataset exploited in this study is the 2023 Libya
flood. The results of this dataset examined by the proposed
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network and its corresponding GT are displayed in Fig. 13. The
proposed network can reach a relatively suitable accuracy to
detect damaged buildings. Two examples of the small buildings
that were damaged and detected by the proposed method are
marked with a yellow ellipsoid. However, the number and den-
sity of the buildings damaged due to flood, marked with orange
rectangles, are abundant in some areas, so the proposed method
cannot detect them accurately.

VI. CONCLUSION

A new encoder–decoder architecture based on the Effi-
cientViTB and the Yolov8 networks is presented in this study for
BDD. Both networks are pretrained and used in the encoder path,
which provides better performance compared with the methods
in which only one network is used in their encoder path. Three
datasets affected by different natural disasters are taken into
account in this study. The first dataset is related to the WorldView
II images of the 2023 Turkey earthquake, the second dataset is
associated with the WorldView II images of the 2023 Morocco
earthquake, and the third dataset contains the GeoEye-I images
of the 2023 Libya flood. One of the advantages of this study is
only the postevent data that are used, compared with the methods
that utilize both pre- and postevent data. The proposed method
also reaches the OA of 97.62%, 98.63%, and 96.43% for the
three datasets, respectively. It also has proper performance in
distinguishing the damaged and nondamaged buildings.

According to the high performance of this method, it is
suggested to apply it to BDD after other natural disasters, such
as hurricanes and fires. Moreover, it is suggested to utilize the
proposed method for BDD on other types of RS data.
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