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Architecture of Proposed Self-Attention and
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Abstract—Convolutional neural networks (CNNs), in particular,
demonstrate the remarkable power of feature learning in remote
sensing for land use and cover classification, as demonstrated by
recent deep learning techniques driven by vast amounts of data.
In this work, we proposed a new network-level fusion deep archi-
tecture based on 16-tiny Vision Transformer and SIBNet. In the
initial phase, data augmentation has been performed to resolve the
problem of data imbalances. In the next step, we proposed a self-
attention bottleneck-based inception CNN network named SIBNet.
In this network, two architectures are followed. The blocks are
designed using inception architecture, and each inception module
is created with bottleneck blocks. The 16-tiny vision transformer
architecture has been implemented for RS images and fused using
a network-level fusion with SIBNet for the first time. Hyperparam-
eters of the proposed model have been initialized using Bayesian
Optimization for better training on the RS images. After the fusion,
the model was on RS image datasets and extracted deep features
from the self-attention layer. The extracted features are classified
using a neural network classifier with multiple hidden layers. The
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experimental process of the proposed architecture has been per-
formed on two publically available datasets, such as EuroSAT and
NWPU, and obtained an accuracy of 97.8 and 98.9%, respectively.
A detailed ablation study has been performed to test the proposed
models and shows that the fusion model achieved improved accu-
racy. In addition, a comparison is conducted with recent techniques
and proposed methods, showing improved precision, recall, and
accuracy.

Index Terms—Augmentation, explainable AI, fusion, land cover,
remote sensing (RS), self-attention, vision transformer (ViT).

I. INTRODUCTION

C LIMATE change has led to a drastic growth in the pop-
ularity of Earth observation via remote sensing (RS) [1].

These tasks contain land use/land cover classification, mineral
mapping, target detection, monitoring of the environment, plan-
ning of urban areas, and disaster management [2]. These areas
were explored over the past decade using the EO sensors and
hyperspectral images; however, such single-source information
is insufficient to recognize objects of interest accurately [3].
The recent advancement in RS is based on the new technology
gathered data by satellite drones and airplanes for research and
development purposes [4]. Data gathering using these advanced
technologies, especially for RS, attracted computer vision re-
searchers to develop automated systems that accurately recog-
nize the land cover or land use from the RS images [5]. The
success of deep learning in medical imaging, image classifi-
cation, and image retrieval motivates the researchers of RS to
develop new applications at scale [6].

The first challenge for the RS data is high resolution due to
a lot of variability [7]. The machine learning methods learned
the RS data, but due to high variability, they did not extract
enough information and degraded the classification performance
[8]. The main challenge behind such performance degradation
is traditional approaches that extract the information from the
handcrafted features. The conventional handcrafted features do
not sufficiently provide better results due to unseen data [9].
The neural networks have shown some improvement in the land
cover and land use classification results using RS data; however,
the desired accuracy is not achieved due to the change in hidden
layers [10]. Several neural networks introduced in the literature
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Fig. 1. Sample RS images for land use and land cover classification.

include three hidden layers, four hidden layers, five hidden
layers, and ten hidden layers. However, the desired accuracy
has not been achieved due to changes in the data variability and
low resolution of image pixels [11].

The recent advancement in deep learning for several computer
vision applications, such as medical image classification [12],
agriculture diseases recognition [13], video surveillance [14],
and object classification, has shown significant performance for
both detection and classification [15], [16]. The neural networks
with 1–10 hidden layers are fixed when many datasets have
been used for the training. Therefore, the deep-learning models
performed well on large datasets due to hundreds or thousands
of hidden layers [17]. The deep-learning models required a
large amount of data for training purposes. The one successful
area in computer vision is convolutional neural network (CNN)
[18]. A CNN model consists of several hidden layers, such as
a convolutional layer [19], Relu activation layer [20], pooling
layer for the downsampling [21], batch normalization layer [22],
fully connected layer [23], and SoftMax layer [24]. The convo-
lutional layer was added for local-level information extractions;
however, the global average pooling and fully connected layers
extracted the global information of an image [25]. Hence, the
CNN model extracted an image’s most salient features, which
later obtained improved recognition accuracy [26].

Training a CNN model from scratch is difficult due to the
availability of good resources, such as GPU, and requires a
large amount of data. Therefore, the researchers of CV used the
pretrained CNN architecture for the training on transfer learning
concepts, especially for RS images [27]. Several pretrained
models used for RS and object classification exist in the
literature, such as VGG16, AlexNet, ResNet, and EfficientNet.
Due to common characteristics and patterns, the RS data for
land use and land cover classification is complex and difficult
to recognize. As shown in Fig. 1, a few sample RS images are
shown. This figure demonstrates that the images of the different
class patterns (highway, industrial area, permanent crops, and
forest) fall in the other class; hence, the inter and class challenges
exist [28]. Moreover, a more complex deep-learning model
is required to extract the local information for these kinds of
images.

Several techniques are introduced in the literature to classify
land use and land cover from RS images [3], [5]. Ma et al.
[29] presented a feature enhancement network called FENet
for land cover classification using RS images. In the presented
method, they focused on edge contour enhancement and added

a self-attention module that extracted local information of an
image. Ultimately, they fused the information at different scales
and obtained an improved land cover classification accuracy of
82.85%. Hu et al. [30] presented an encoder–decoder multigu-
ided CNN architecture for land cover classification using RS
images. They focused on fusing simple CNN and self-attention
modules for abstract-level information extraction. Zhang et al.
[31] presented an improved encoder–decoder U-NET archi-
tecture for land cover classification using RS images. They
initially added an encoder–decoder part and connected it with
an attention module for more accurate local information ex-
traction. Regan et al. [32] presented a fusion framework of
conventional features and optimized the performance using a
whale optimization algorithm. They classified the final features
using the LSTM model and performed an experimental process
on the EuroSAT dataset. In addition to that, they also highlight
the issue of overfitting due to conventional features. Papoutsis
et al. [25] presented a deep-learning model based on the vision
transformer (ViT) and efficient net architecture. They also con-
sider the wide residual network for the comparison purposes
of the presented vision model. Temenos et al. [33] introduced
an interpretable CNN architecture based on SHAP for land use
and cover classification. The authors used a customized CNN
architecture in the presented method and analyzed the perfor-
mance using an explainable AI method named SHAP. They
used the EuroSAT dataset and obtained an improved accuracy of
94.72%. Vinaykumar et al. [34] presented an optimal guidance
WOA optimization algorithm to reduce irrelevant features. Us-
ing transfer learning techniques, they used pretrained models,
such as AlexNet and ResNet50, for feature extraction. The ex-
tracted features are optimized using the presented optimization
algorithm. The presented method obtained 95.21% accuracy on
the NWPU RS imaging dataset. Xie et al. [35] presented an
RS image classification task based on the label augmentation
and Kullback–Leibler divergence method. They focused on the
importance of image augmentation for deep-learning models and
created diversity in generated images. The NWPU challenging
dataset was used and obtained an accuracy of 93.6%. Xu et al.
[36] presented a graph CNN architecture named DFAGCN for
land scene classification using RS images. They used the power
of graph neural network that extracts the most important infor-
mation, especially for the RS images. They also introduced a
weighted concatenation method for convolutional layer features
and fully connected layer features, respectively. The semantic
classifier was employed for the classification and obtained the
improved accuracy of 93.05% on the NWPU dataset.

Advancements in deep learning, such as self-attention mod-
ules and ViTs, can efficiently work for billions of parameters. In
the ViTs, the images are broken into 2-D patches, and then an im-
age’s most important (local) features are extracted. However, the
ViTs faced a large dataset’s generalizability, complexity, model
size, and scalability. On the other hand, the self-attention-based
bottleneck architecture was trained on the large-scale dataset,
and local information was extracted. Therefore, in this work, we
consider the ViT and self-attention bottleneck module and fuse
them at a network level that combines the information of local
and global RS imaging data.
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Fig. 2. Proposed framework for the classification of land use and land cover based on network-level fusion using RS images.

The contribution is given as follows.
1) The selected datasets have an imbalance problem that

creates biases during training models. To overcome this
problem, we proposed an augmentation step based on the
traditional functions for a few sample classes.

2) We designed a self-attention bottleneck-based inception
CNN network named SIBNet that handles the challenge
of dataset complexity. In this network, two architectures
are followed. The blocks are designed using inception
architecture, and each inception module is created with
bottleneck blocks.

3) Proposed a tiny-16 ViT to resolve the challenge of gener-
alizability and important feature extraction. The proposed
ViT is fined-tuned using the transfer learning method.

4) We proposed a new network based on an internal fusion of
SIBNet and tiny-16 ViT using a depthwise concatenation
layer and compared it with recently proposed models.
The proposed fusion network improves the accuracy and
reduces the learning parameters.

The rest of this article is organized as follows. The proposed
network-level fusion model is described in Section II that in-
cludes augmentation, ViT model, and proposed SIBNet. The
results are presented in Section III that includes individual results
and proposed fusion results. In addition, a detailed discussion
has been added under this section. Finally, Section IV concludes
this article.

II. PROPOSED METHODOLOGY

This section presents a deep-learning-based framework for
the classification and identification of land use and land cover
classification, as shown in Fig. 2. This figure illustrates that the
satellite land cover dataset is used for experiments. Initially, the
selected datasets are augmented to balance the sample images in
each class. After that, a self-attention inception bottleneck-based
CNN, SIBNet, is designed. In addition, a ViT tiny-16 was also

implemented, and training was performed. Both models are
trained using selected datasets. Following that, a network-level
fusion is performed by utilizing the SIBNet and tiny-16 network
to improve the framework’s performance. Deep features are
extracted from the fused model and passed to a neural network
classifier for the final classification. Furthermore, the trained
fused model is employed for the prediction, and to understand
the predictions of models, we employed the locally interpretable
model-agnostic explanation (LIME) explainable AI algorithm
to generate the feature importance map and highlight the image
regions most influential. A detailed description of each step is
given as follows.

A. Data Collection and Augmentation

In this work, we used two publicly available datasets for
experimental purposes. The utilized datasets are Eurostat1 and
NWPU_RESISC45.2 Eurostat contains ten classes: Annual
crop, forest, herbaceous vegetation, highway, industrial, pasture,
permanent crop, residential, river, and sea lake. These were col-
lected from a sentential satellite with a dimension of 62× 64× 3
using a ground sampling distance of 10 m. The other dataset,
NWPU_RESISC45, consists of 12 classes: airfield, harbor,
beach, dense residential, farm, overpass, forest, game space,
parking space, river, sparse residential, and storage tanks.

Each image has a dimension of 256× 256× 3 with 96× 96
dpi. A few samples of the selected dataset are shown in Fig. 3.

The Eurostat dataset has 27 000 samples, and the
NWPU_RESISC45 dataset has 10 500 samples. A few of classes
from both datasets are imbalanced. The misbalancing problem
may create bias in the network. To prevent this problem, the
selected datasets are augmented using three basic operations:

1[Online]. Available: https://www.kaggle.com/datasets/apollo2506/eurosat-
dataset/

2[Online]. Available: https://figshare.com/articles/dataset/NWPU-RESIS
C45_Dataset_with_12_classes/16674166

https://www.kaggle.com/datasets/apollo2506/eurosat-dataset/
https://www.kaggle.com/datasets/apollo2506/eurosat-dataset/
https://figshare.com/articles/dataset/NWPU-RESISC45_Dataset_with_12_classes/16674166
https://figshare.com/articles/dataset/NWPU-RESISC45_Dataset_with_12_classes/16674166
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Fig. 3. Few samples of satellite images for the classification of land use and
land cover.

Fig. 4. Data augmentation samples using three operations.

flip left, flip right, and rotate 90. Suppose that the input image is
denoted by S(a,b) with the size of x× y × d, where x and y are
presented as the row and column of the image. The symbol d
denoted the channels of the input image. The three operations are
performed: flip left, flip right, and rotate 90°. These operations
are mathematically defined by (1)–(3)

S→(a,b) = Sa (y + 1− b) (1)

S←(a,b) = Sb (x+ 1− a) (2)

S90◦ (a,b) =
[

cos90◦ −sin90◦

sin90◦ cos90◦

] [Sa
Sb

]
(3)

where S90◦ (a,b) denoted the rotation 90° operation, S←(a,b) pre-
sented the flip left, and S→(a,b) denoted the flip-right operation.
This operation is performed on classes with fewer images than
the other classes of the datasets. The augmentation operations
are visually shown in Fig. 4.

B. Proposed SIBNet

The Inception module, also known as GoogleNet [37], is an
extensively implemented component in CNNs, and its initial
implementation appeared in the Inception architecture. The
objective of the concept was to capture features at diverse
spatial resolutions by integrating filters of different dimensions

within a single layer [38]. This process enables the network to
efficiently acquire hierarchical visuals of the input data. The
fundamental principle underlying the Inception module is the
concurrent application of convolutions with filters of different
dimensions, followed by the fusion of the resultant outputs
[39]. By employing multiple filter sizes, the network can collect
features in a manner that is computationally more efficient than
utilizing a single-filter size. By promoting the equilibrium of
the receptive field, the design enables the network to gather
elements of varying sizes and complexity [40]. In this work, we
create a customized self-attention bottleneck-based inception
CNN named SIBNet for RS image classification. The proposed
network consists of three inception modules. Each inception
module is designed with bottleneck blocks. The network starts
with an input size of 256× 256 with a depth of 3. The first
inception module is initiated with a convolutional layer with
a 3× 3 kernel size, 16 depth, and 1× 1 stride. In the first
inception module, the first bottleneck block is started from the
batch normalization layer, and the convolutional layer that has
a 2 × 2 filter size, 1 × 1 stride, ReLU, and batch normalization
is attached. After that, another convolutional layer, ReLU, and
batch normalization layer are attached. The configuration of
these layers is that the kernel size is 3 × 3, the stride is 1 × 1,
and the padding is the same. The other parallel bottleneck blocks
follow the same phenomena as the first one.

Moreover, the information on four bottleneck blocks is
concatenated depthwise. An immediate convolutional layer has
been attached using 3× 3 kernel size, 1× 1 stride, and 16 depths.
Following that, the information depthwise concatenated is
fused with the first convolutional layer. The other two inception
modules follow the same procedure as the first one. A global
average pooling layer is attached, and a flattened layer is utilized
to convert the dimensionality of the feature map into 1-D. In ad-
dition, a self-attention layer is attached to extract the prominent
information from the network. At the end of SIBNet, a fully
connected SoftMax and classification layer are attached to com-
plete the network. Cross entropy is adapted as a loss function for
the proposed network. After designing the SIBNet, we trained
the model on selected datasets and extracted the prominent
features from the self-attention activation. Self-attention [41]
involves the dynamic computation of attention weights for each
input pair, which is dependent on their respective content. This
enables the model to concentrate on the most pertinent aspects
of the input for each particular position, resulting in a more
adaptable and contextually aware representation. Additionally,
it can capture extensive connections and dependencies between
all elements of the input sequence, regardless of their spatial
separation.

The SIBNet has 80 weighted layers from 138 layers with 7.7M
parameters. The architecture of SIBNet is visually illustrated in
Fig. 5.

C. Vision Transformer

ViT is a neural network model that converts image inputs into
feature vectors using the transformer architecture. The backbone
and the head are the two fundamental parts of the ViT [42]. The
encoding procedure of the network imposes constraints on the
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Fig. 5. Proposed SIB architecture for the classification of land scene.

backbone. The backbone receives the input images and produces
an output feature vector. The head uses the encoded feature
vectors to generate the prediction scores [42], [43]. Suppose
Q = {∝, β}Si=1 be a collection of S land scene images, where
∝i is an image and βi is the corresponding label and βi belongs
to {1, 2, 3, . . . , c}, where c is the number of specified classes
for that particular set. The ViT model aims to obtain the ability
to map a series of visual patches to their corresponding label.
Traditionally, the ViT comprises components of an embedding
layer, encoder, and MLP head classifier. Initially, an image
I from the training samples was divided into nonoverlapping
patches. Every patch is fed to the transformer as a linear vector.
So, image I is with a dimension of r × c× d, where r, c,
and d are the row, column, and depth of the input image. The
patch is extracted for each dimension using d× Ps × Ps. The
sequence of patches (p1, p2, p3, . . . , pk) is of length k.
The patches are calculated using k = rw/p2, where p is the
patch size. Normally, the chosen patch size is 16× 16 or
32× 32; the small patch size generates the longer sequence and
vice-versa.

Before passing the sequence of patches into the encoder, it
is linearly projected onto an array of the model dimension ∂d
using a learned embedding matrix M∈. The embedded instances
are combined by joining them with a learnable classification
token Lclass, which is essential for the classification task. The
transformer perceives the embedded image patches as an un-
ordered set, not considering their arrangement. To maintain
the positioning of the patches as seen in the original image,
the positional data Eposition is encoded and associated with the
patch visualizations. The embedding sequence of patches is
mathematically defined as follows:

τ0 = [Lclass; p1ε; p2ε; . . . ; pkε]

+ Eposition, εεR(p2d)×∂d , EpositionεR
(k+1)×∂d . (4)

The output of embedded patches τ0 is passed to the trans-
former encoder. The encoder part consists of

∮
identical layers.

Each component has two primary subdivisions: a multihead self-
attention block and a fully connected feedforward dense block
(MLP). The last block includes two dense layers with a GeLU
activation function in between. Both parts of the encoder utilize
residual skip connections and are followed by a normalization
layer (

∮
BN). Equations mathematically formulate as follows:

τ ′f = MSA

(∮
BN

(τf−1)
)
+ τf−1, f = 1, . . . ,

∮
(5)

τf = MLP

(∮
BN

(
τ ′f
))

+ τ ′f , f = 1, . . . ,

∮
. (6)

In the final stage of the encoder, we extract the initial element
in the sequence τ0∮ and feed it to an outer head classifier for
predictions using the following equation:

youtput =

∮
BN

(
τ0∮

)
. (7)

In this work, we utilized a pretrained ViT named tiny-16
for classification purposes. Original tiny-16 was trained on the
ImageNet dataset, which has 1000 object classes and 143 layers
with 5.7 M parameters. This model accepts the 384× 384× 3
size of the input image. We utilized the tiny-16 model for feature
extraction. First, we trained the tiny-16 model using the deep
transfer learning concept. We replaced the last three layers,
namely indexing, fully connected, and softmax, with a new
global average, new fully connected, and new softmax layer.
After training, the global average activation is utilized for feature
extraction from the trained ViT. The dimensions of extracted
features are N × 192. The architecture of the tiny-16 ViT is
presented in Fig. 6.

D. Proposed Network-Level Fusion

In this work, we proposed a network-level fusion technique.
A hybrid model combines a CNN [44] and a ViT [45] model.
The purpose of the fusion process is to solve computer vision
problems synergistically by leveraging the capabilities of each
architecture. The CNN is exceptionally adept at discerning local-
ized details and patterns within images [46], thereby establishing
a solid foundation for identifying specific visual objects. On
the other hand, the ViT demonstrates exceptional proficiency in
discerning the interrelationships and contextual significance of
disparate images, thereby facilitating a holistic understanding of
the scene [47]. By integrating these two architectural designs, the
hybrid model generates an intricate depiction of the input data by
seamlessly integrating local and global features [48]. Incorporat-
ing these components leads to enhanced representation learning,
providing the model with a more holistic understanding of com-
plicated visual scenarios. A significant advantage is the hybrid
model’s adaptability to different task specifications; it can utilize
either local or global features based on the particular demands
of the task. Furthermore, by efficiently allocating resources, the
hybrid model strikes a balance between computational efficiency
and model efficacy, rendering it a feasible optimal for a multitude
of computer vision applications.
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Fig. 6. Tiny ViT with transfer learning for RS image classification.

Fig. 7. Visual illustration of the proposed internally fused architecture for RS image classification.

In this work, the proposed SIBNet and tiny-16 ViT are inter-
nally fused into a single architecture. Through this process, the
local and global information enhances the model’s efficiency
and improves generalizations in complex scenarios. The last
three layers of both models are removed and fused to both ar-
chitectures using a depthwise concatenation layer. The proposed
hybrid model accepts an image size of 384× 384× 3. The total
parameters of the proposed hybrid architecture are 11.5 M. After
designing, the proposed model is trained on the selected datasets,
and the features are extracted from the depthwise concatenation
layer. The dimensions of extracted features are N × 1216. The
architecture of the proposed hybrid model is visually presented
in Fig. 7.

III. EXPERIMENTAL RESULTS AND DISCUSSION

A. Experimental Setup

The experimental results of the proposed framework are pre-
sented in this section. The two datasets were selected and are
described in Section III-A. Initially, the chosen datasets were
separated by a 50:50 ratio, indicating that 50% of the data are
used for training, and the other 50% are utilized for the testing
phase. To better generalize the proposed model, we selected the
k-fold validation 10, effective from all the performed trials. The
K-fold cross validation is used to balance processing costs and
variance, which impact the accuracy of the efficiency estimate.
We decided on a value of k= 10. The experiment used N× 1216
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TABLE I
CLASSIFICATION RESULTS OF THE PROPOSED TINY-16 VIT ON THE EUROSAT DATASET

feature dimensions. The value of k was selected based on the
observations and features, and it was observed that the lower
values were not effective. The hyperparameters for training the
proposed model were learning rate, minibatch size, epochs, and
optimizer having values of 0.0025, 64, 30, and SGDM. The
proposed model is evaluated using precision, recall, F1-score,
accuracy, false discovery rate (FDR), false negative rate (FNR),
Fowlkes–Mallows (FM) index, and computation time in sec-
onds. The FDR, FNR, and FM were calculated using (8)–(10).
All the experiments were conducted on MATLAB R2023b using
a core i7-12Gen Desktop configured with 128 GB RAM, 512
SSD, and 12 GB NVIDIA 3060ti graphic card

FDR = 1− PPV (8)

FNR = 1− TPR (9)

FM =
√
TPR× PPV (10)

where PPV presented the positive predictive values, and TPR
presented the true positive rate.

B. Results Phase

The results of the proposed framework are described in three
phases of each dataset. The first phase describes the tiny-16
ViT, the second phase presents the proposed SIBNet results,
and the last phase presents the proposed internally fused model
classification results. Below are the results of each dataset.

1) EuroSAT Dataset Results: This experiment extracts the
features from the modified tiny-16 ViT model, and classification
is performed. Initially, the tiny-16 was fine-tuned and trained
on the EuroSAT RS dataset. Table I describes the classification
results of this dataset, which achieved the highest accuracy of
96.6% for wide neural network (WNN). For this classifier, a few
more performance measures are computed, such as precision,
recall, F1-score, FDR, FNR, FM, and time. The values of these
measures are 96.44%, 96.28%, 96.35%, 3.56, 3.72, 96.35%, and
32.417 (s). The medium neural network (MNN) was done with
the second-best accuracy at 96.4%. The remaining classifiers had
a 95.7% and 95.3% accuracy rate, respectively. Fig. 8 shows the
number of observations obtained by the WNN classifier. The
diagonal values show the correct classified value of each class.
Furthermore, the computational time of each classifier is noted;
the best time for WNN is 32.417 (s), while the worst time for
TNN is 77.377 (s).

The SIBNet is created and trained on the EuroSAT dataset in
the second phase. The classification results of SIBNet have been

Fig. 8. Confusion matrix of tiny-16 VIT model for WNN classifier using
EuroSAT dataset.

presented in Table II. From this table, the WNN achieved the
highest accuracy of 88.9%. Additional performance measures
are precision, recall, F1-score, FDR, FNR, FM, and time com-
plexity, having values of 87.9%, 88.0%, 87.9%, 12.1, 12.0, 13.2,
and 20.96 (s). With an accuracy of 87.4%, the MNN achieved the
second-best result. Concerning accuracy, the remaining classi-
fiers scored 86.4%, 86.1%, and 85.9%, respectively. The number
of observations of a WNN classifier for an SIBNet is shown
in Fig. 9. The diagonal values in this figure indicate which
prediction is accurate to classify. Each classifier’s computational
time is also given; for BNN, the best time is 12.18, while for
NNN, the highest taken time is 60.1. Compare the results of
this phase with phase 1; it is observed that the accuracy is not
improved; however, the time is significantly reduced.

In the last phase, the SIBNet and tiny-16 architecture were
internally fused to boost the performance of the proposed frame-
work. The internally fused architecture results are presented in
Table III. This table illustrates that the WNN classifier obtained
the highest accuracy of 97.8%. The other parameters, including
precision rate, recall rate, F1-score, FDR, FNR, FM, and time,
are also calculated for the classifier. The values of these perfor-
mance measures are 97.0%, 96.97%, 96.98%, 3.0, 3.03, 96.98,
and 16.14 (s), respectively. With 96.7% accuracy, the NNN came
in second best. The remaining classifiers have accuracy rates of
96.6% and 96.5%, respectively, including BNN and TNN. A
confusion matrix (seen in Fig. 10) is also provided to verify the
results obtained further. Additionally, the computation time is
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TABLE II
CLASSIFICATION RESULTS OF THE PROPOSED SIBNET MODEL FOR WNN CLASSIFIER USING THE EUROSAT DATASET

TABLE III
CLASSIFICATION RESULTS OF INTERNALLY FUSED ARCHITECTURE ON THE EUROSAT DATASET

Fig. 9. Confusion matrix of SIBNet model for WNN classifier on EuroSAT
dataset.

also recorded for all the listed classifiers. The WNN classifier
has a minimum time of 16.14 (s). In contrast, the TNN classifier
has the worst time, which is 22.83 (s). The results show that the
internal fusion technique significantly improved the accuracy
and maintained the computational time. Moreover, the results of
the proposed model are compared with a few pretrained models,
as shown in Fig. 11. This figure shows that the proposed fused
model accuracy is higher than the other pretrained networks. In
the pretrained models, InceptionV2 and DenseNet201 obtained a
precision rate of 90.62% and 89.56%, respectively. The proposed

Fig. 10. Confusion matrix of the network-level fused-WNN classifier on the
Eurostat dataset.

fused model improved accuracy by 97%, which is a strength of
this model.

2) NWPU Dataset Results: The proposed tiny-16 model is
fine-tuned and trained on the NWPU_RESISC45 dataset. After
training, the features are extracted and passed to neural network
classifiers. The results of the NWPU_RESISC45 dataset using
the proposed modified tiny-16 ViT have been presented in
Table IV. This table presents that the WNN classifier obtained
the highest accuracy of 98.2%, and the other performance
measure values are 98.65%, 98.78%, 98.71%, 1.35, 1.22, and
98.71%, respectively. The accuracy values of the remaining
classifiers, such as NNN, MNN, BNN, and TNN, are 97.3%,
98.3, 96.7%, and 96.9%, respectively. Fig. 12 depicts a confusion
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TABLE IV
PROPOSED CLASSIFICATION RESULTS OF TINY-16 VIT MODEL ON NWPU DATASET

Fig. 11. Comparison of the proposed models’ precision rate with pretrained
deep-learning models on the EuroSAT dataset.

Fig. 12. Confusion matrix of WNN classifier using NWPU dataset for ViT
model.

matrix used to validate the WNN classifier performance values.
In addition, the computing time of each classifier is noted; the
best time for TNN is 10.687 (s), while the worst time for MNN
is 25.044 (s).

In the second step, the NWPU data are trained on the proposed
SIBNet model, and features are extracted. The extracted features

Fig. 13. Confusion matrix of SIBNet model for WNN classifier on NWPU
dataset.

were fed to neural network classifiers. Table V presents the clas-
sification results of the proposed SIBNet on the NWPU dataset.
This table demonstrates that the WNN gained a higher accuracy
of 91.4% from all the listed classifiers. The other parameters
are also computed for this classifier, such as precision, recall,
F1-score, FDR, FNR, and FM, having 91.85%, 91.7%, 91.43%,
8.15, 8.3, and 91.63%, respectively. A confusion matrix of the
WNN classifier can be used to verify the numerical statistics,
as presented in Fig. 13. The accuracies of other classifiers are
88.2%, 90.7%, 88.0%, and 87.2%. Additionally, the computa-
tional times for each classifier are calculated, and it is observed
that the WNN classifier has the shortest time of 10.85 (s). In con-
trast, the NNN classifier requires the highest time of 39.45 (s).
Compared with Table IV, the proposed SIBNet model accuracy
and precision rate are decreased; however, there is improvement
noted in the computational time.

In the last step, the SIBNet and tiny-16 models are internally
fused, and the proposed network-level fusion results are shown
in Table VI. The tabular statistics clearly show that the WNN
classifier achieved 98.9% accuracy, and the other parameter val-
ues are 98.26%, 98.13%, 98.19%, 1.74, 1.87, 98.19, and 11.242
(s), respectively. A confusion matrix is visually presented in
Fig. 14 that can be used to verify numerical statistics further. The
MNN obtained second-best accuracy of 98.2%. The remaining
classifiers, NNN, BNN, and TNN, achieved 97.7%, 97.6%, and
97.3% accuracy. Computation time is also noted for all the listed
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TABLE V
PROPOSED CLASSIFICATION RESULTS OF SIBNET MODEL ON NWPU DATASET

TABLE VI
PROPOSED CLASSIFICATION RESULTS OF NETWORK-LEVEL FUSION ON NWPU DATASET

Fig. 14. Confusion matrix of the proposed network-level fused model on
NWPU dataset.

classifiers. The minimum time is noted for the TNN classifier,
which is 10.572 (s), and the longest time is recorded for the
NNN classifier, which is 26.168 (s). Compared with the proposed
fusion results with phases 1 and 2, it is clearly shown that the
accuracy is improved and time is reduced. Moreover, we com-
pared the results of the proposed models with a few pretrained
networks on the selected datasets, as shown in Fig. 16. This
figure shows that the proposed fusion network model obtained
the highest precision rate of 98.9%, whereas the InceptionV3
model obtained a precision rate of 91.84%.

C. Discussion and Comparison With SOTA

A detailed discussion of the proposed deep architecture has
been conducted in this section. The proposed architecture is

Fig. 15. Comparison of the proposed models’ precision rate with pretrained
deep-learning models on the NWPU datasets.

based on the network-level fusion of two inside models. The
network-level fusion aim is to improve the performance of land
use and land cover for RS images. As shown in Fig. 1, it is not
easy to recognize the images in a correct class. Therefore, the
proposed fusion architecture is designed, as illustrated in Fig. 2.
Results are computed for each internal CNN model and checked
for their strength in the form of performance. As presented in
Tables I, II, IV, and V, the internal model results are presented
for both datasets. In these tables, it is noted that the accuracy and
precision rates of the ViT model have been improved; however,
the computational time of the SIBNet model is better than the
ViT. The proposed fusion results are presented in Tables III and
VI. These tables have improved accuracy compared with the
individual deep-learning models.

In addition to that, the computational time of the fusion pro-
cess has been decreased. Confusion matrices are also illustrated
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Fig. 16. Stepwise experimental accuracies using the proposed framework on
selected datasets.

Fig. 17. Time comparison for EuroSAT dataset using three phases of classifi-
cation results.

in Figs. 10 and 12–14, which can be utilized to confirm the
best results. Figs. 11 and 15 show the comparison among the
proposed fused and pretrained models’ precision rates, and it is
analyzed that the proposed precision rate has been improved.
Overall, it seems that the primary strength of the proposed
framework is network-level fusion. Accuracy-based compar-
ison is also conducted in Fig. 16. On the EuroSAT dataset,
the SIBNet achieved an accuracy of 88.9%, tiny-16 achieved
96.6%, and the fused model achieved 97.1% accuracy. On the
NWPU_RESISC45 dataset, the classification results for SIBNet
achieved 91.4%, tiny-16 ViT achieved 98.2%, and the fused
model obtained 98.9% accuracy.

Figs. 17 and 18 show the time-based comparison among both
datasets’ proposed fused model and middle steps. In Fig. 17,
the EuroSAT dataset computation time has been illustrated,
and it is observed that the time of the proposed SIBNet has
been increased compared with the ViT model; however, after
the fusion network process, the time is significantly reduced.
Similarly, for the NWPU dataset (see Fig. 18), the computation
time for the proposed fused network has been less than the other
methods (except NNN and WNN). Overall, the network-level

Fig. 18. Time comparison for NWPU dataset using three phases of classifica-
tion results.

fusion process improves the accuracy precision rate and reduces
the computational time.

The interpretability of the proposed fused model is also
computed using an explainable AI method named LIME. The
main objective of LIME is to provide localized explanations. It
approximates the model around the particular occurrence that
is being predicted in order to shed light on specific estimates.
This feature is very helpful in understanding the individual
decisions the model makes. However, Grad-CAM provides a
general overview of the important factors that contribute to
the prediction, but it may not provide detailed justifications
for the classification of a particular instance. After training
the proposed fused architecture, the trained model is employed
for the predictions and to understand the features determining
how our proposed network classifies a particular image. We
utilized the LIME method. This approach generates a feature
importance map, highlighting the image regions most influential
in the network’s evaluation of the class score for the designated
label. This clarifies the decision-making process, confirming
that the network focuses on relevant image features when clas-
sifying. Additionally, the LIME technique approximates the
complex classification behavior of the proposed network via a
simpler regression model. This surrogate model facilitates the
identification of individual feature importance within the input
image, elucidating their respective contributions to the network’s
classification score for the designated label. The results of LIME
are visually presented in Fig. 19.

Finally, we compare the proposed model accuracy with sev-
eral state-of-the-art (SOTA) techniques, as given in Table VII.
In this table, Temenos et al. [33] obtained 94.72% accuracy
on the EuroSAT dataset, which was later improved by Bhatt
and V. T. Bhatt [49] to 95.16%. The proposed model obtained
97.8% accuracy on EuroSAT dataset, which is improved than
the recent SOTA techniques. Xu et al. [36] used NWPU dataset
for the evaluation process and obtained an accuracy of 93.05%,
which was later improved by Xie et al. [35] of 93.60. Recently,
Vinaykumar et al. [34] used NWPU dataset and obtained an
accuracy of 95.21%. The proposed model obtained an improved
accuracy of 98.9% and showed the strength of the fusion process.
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Fig. 19. Predictions and LIME interpretation results using network-level
fusion.

TABLE VII
COMPARISON OF THE PROPOSED MODEL ACCURACY WITH SOTA TECHNIQUES

FOR SELECTED DATASETS

IV. CONCLUSION

RS image classification is required for urban planning and
agriculture applications. This article proposed a new network-
level fusion deep architecture based on a self-attention mecha-
nism. In the proposed architecture, data augmentation was per-
formed initially for the imbalance issue. The imbalance problem
is a challenge for accurately training a custom model. After that,
we proposed a network-level fusion-based deep architecture
that includes two CNN architectures, ViT and SIBNet. Both
models are fused using a depth concatenation layer and append
a self-attention layer. In the next step, the proposed model was
trained on the selected datasets and deep features were extracted
from the self-attention layer. Extracted features are classified

using neural network classifiers and obtained improved accuracy
of 97.8% and 98.9% for EuroSAT and NWPU datasets. Overall,
we conclude with the following points.

1) The augmentation process improved the performance of
the proposed model more than the training accuracy on
imbalanced datasets.

2) The proposed SIBNet model computational time is less
than the 16-tiny ViT model. However, the individual per-
formance of the ViT model has been improved.

3) Hyperparameter initialization using Bayesian optimiza-
tion improved the training performance compared with
manual initialization.

4) The proposed network-level fusion process significantly
improved the classification accuracy and reduced the com-
putational time, a strength of this work.

The limitation of this work is the assignment of stride value
and filter size. These values can be interpreted using explainable
AI in the future study. In this work, we just solved the proposed
model after the network-level fusion. In addition, the proposed
model will be further explored in the future on Earth hazard
datasets.
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