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Auditing Geospatial Datasets for Biases: Using
Global Building Datasets for Disaster

Risk Management
Caroline M. Gevaert , Thomas Buunk , and Marc J.C. van den Homberg

Abstract—The presence of biases has been demonstrated in a
wide range of machine learning applications; however, it is not yet
widespread in the case of geospatial datasets. This study illustrates
the importance of auditing geospatial datasets for biases, with a
particular focus on disaster risk management applications, as a
lack of local data may direct humanitarian actors to utilize global
building datasets to estimate damage and the distribution of aid
efforts. It is important to ensure that there are no biases against
the representation of vulnerable populations and that they are
not missed in the distribution of aid. This manuscript audits four
global building datasets [Google Open Buildings, Microsoft Bing
Maps Building Footprints, Overture Maps Foundation (OMF), and
OpenStreetMap (OSM)] for biases regarding the relative wealth
index (RWI), population density, urban/rural proportions, and
building size in Tanzania and the Philippines. The dataset accu-
racies for these two countries are lower than expected. Google
Open Buildings (with a confidence above 0.7) and OSM demon-
strated the best combinations of false negative and false discovery,
though Google Open Buildings was more consistent across tiles. The
equality of opportunity was lowest for the urban/rural proportions,
whereas the OSM and OMF displayed particularly low equality of
opportunity for population density and RWI in Tanzania. These
results demonstrate that biases exist in these geospatial datasets.
The types of biases are not consistent across the datasets and the
two study areas, which emphasizes the importance of auditing these
datasets for biases in new applications and study areas.

Index Terms—Bias, building detection, equity, ethics, humani-
tarian aid, machine learning.

I. INTRODUCTION

OVER the last few decades, the number of disasters and
their impacts have increased. Disasters have different
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impacts, which have been observed along wider axes of so-
cietal marginalization, such as income and social status, age,
race, gender, and disability [1]. Therefore, disaster risk man-
agement interventions aim to realize procedural, recognition,
and distributional equity. For example, humanitarian actors aim
to support those who are the most vulnerable and to do this
impartially, without any discrimination or bias [2]. Accounting
for equity places stringent requirements on geospatial data and
methods.

Geospatial data and information are important for supporting
the decision-making processes in disaster risk management.
In the preparedness phase, geospatial data are used to assess
the different dimensions of risk, that is, hazard, exposure, and
vulnerability. In addition, geospatial data were used to train
and run predictive models for anticipatory action. During the
response phase, it is essential to assess the impact of disasters.
Geospatial data must have sufficiently high spatial and temporal
resolution and coverage for these applications.

All disaster risk management phases require exposure data
on infrastructure. Information regarding buildings is crucial for
detecting areas that are susceptible to disasters or those affected
by a disaster. National Statistics Offices and Land Registries hold
data on population and building density. However, these data are
often collected at long intermittent intervals and disclosed only at
an aggregated level. The Digital Divide is one of the factors that
makes it especially difficult for developing countries to create
and maintain good databases of exposure data [3], [4].

Simultaneously, significant advances in artificial intelligence
(AI) and the growing availability of big data, particularly Earth
Observation data, have led to global initiatives with the potential
to overcome the problem of limited data in such countries.
In particular, big tech companies have released open building
delineation datasets, such as Google’s Open Buildings [5], Mi-
crosoft’s Building Footprints [6], [7], and the Overture Maps
Foundation (OMF) [8], which cover a significant amount of
the globe. These building datasets were created using specific
deep-learning AI algorithms, whereby biases were introduced
at various stages [9]. There are representation biases, which
refer to biases induced by the data generation process or data
collection. Biases arise when the sample does not accurately
represent the population. Algorithmic biases can also occur
when an algorithm, for example, performs better on one type
of built-up area than on another. These biases can have a direct
influence on the equity of interventions that use AI.
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Unintended biases regarding gender and race have been ob-
served in AI algorithms [10] for image recognition [11], [12],
credit scoring [13], [14], and criminal recidivism [15]. It is
logical that such biases are also present in algorithms used
for disaster response or humanitarian aid. Building footprint
datasets are used for purposes such as population estimation [16]
and disaster risk management [17], [18], [19], poverty estimation
[20], and the identification of vulnerable population groups [21].
However, there is a lack of research on how biases manifest
themselves in building datasets and the potential implications
for these applications. For example, what if AI algorithms that
delineate buildings perform worse in informal areas of a city
than in formal areas? What if the results of this algorithm were
used to distribute aid after a flooding event? We will actually be
missing people who need it the most.

Auditing global building footprint datasets for biases has not
been done before and is often limited to assessing complete-
ness and comparing datasets. For example, one study assessed
the spatial variation of OpenStreetMap (OSM) completeness
globally [22]. Another study compared building outlines from
Google, Ecopia, Microsoft, and OSM across Africa [23], but due
to a lack of reference data, it simply compared the datasets and
identified large discrepancies in the estimated building counts. It
did not quantify the dataset correctness or completeness, nor did
it assess potential biases. Kuffer et al. [24] compared the com-
pleteness of gridded population datasets between high-, low-,
and middle-income countries and found that these population
datasets have significantly more errors in low- and middle-
income countries than in high-income countries. These studies
do not relate global building footprint datasets to social biases
that may have implications in their usage for development or
disaster risk management in particular.

This study investigated biases in global datasets of building
outlines through two case studies: one in Tanzania and the other
in the Philippines. This demonstrates how to audit geospatial
datasets for fairness and biases and links literature from ethical
AI with applications in the geospatial domain. It is very relevant
for Global South applications, where the lack of local data often
causes GIS experts to turn to global datasets, which may not
always have been validated locally. Section II conceptualizes the
notion of bias by drawing on global guidelines and academic
literature. Section III explains the case studies, datasets, and
audit methodology. The results are presented in Section IV
and discussed in Section V. Finally, Section VI concludes this
article.

II. CONCEPTUALIZATION AND QUANTIFICATION OF BIAS

UNESCO released its “First Draft of the Recommendation
on The Ethics of Artificial Intelligence” in September 2020
[25]. It does not specifically define bias, though it states: “AI
actors should make all efforts to minimize and avoid reinforcing
or perpetuating inappropriate sociotechnical biases based on
identity prejudice throughout the life cycle of the AI system
to ensure fairness of such systems. There should be a possibility
of having a remedy against unfair algorithmic determination
and discrimination”. The Recommendations further emphasize

the need for a globally accepted Ethical Impact Assessment as
well as the development of mechanisms to audit AI technologies
regarding their compliance with the stated principles and values.

The European Commission goes beyond recommendations
and is drafting a binding Regulation for an Artificial Intelligence
Act [26] with the aim of ensuring “the development, use, and
uptake of AI in the internal market that at the same time meets
a high level of protection of public interests, such as health
and safety and the protection of fundamental rights.” The Act
intends to regulate AI algorithms to ensure they do not violate
fundamental rights. Datasets used for the development of AI
algorithms must be examined for possible biases and any gaps
or shortcomings must be addressed.

Assessing biases in machine learning has been extensively
researched in the field of Trustworthy AI, also known as Respon-
sible AI or Ethical AI. Many definitions of fairness and methods
to audit and mitigate biases in algorithms have been developed
in the past few years [27], [28], [29], [30]. A common approach
to assessing group biases is to use statistical fairness criteria
to compare the results of a classification model for the various
subgroups of the population. These subgroups are determined by
varying values of a so-called “sensitive attribute.” For example,
if the sensitive attribute is economic income, the subgroups
represent richer parts of the population to poorer, vulnerable,
groups of the population. If the algorithm systematically per-
forms worse for vulnerable groups compared to richer groups,
then it is potentially bias. The statistical fairness criteria measure
how large these systematic differences are. These statistical mea-
sures are generally grouped into three categories: independence,
separation, and sufficiency [27].

Let us define a classification task that takes a set of features
X and predicts a class label Ŷ. Y is the actual class of the sample
and is the ground truth value. Furthermore, we have A as the
group attribute, that is, the sensitive characteristic of the sample.
Note that although A can represent any type of group, when
auditing for biases, it represents attributes related to groups that
are considered to be sensitive or protected and are of partic-
ular interest (e.g., gender, ethnicity, vulnerable socioeconomic
groups). Independence, also referred to as demographic parity or
statistical parity, considers that the output classification should
be independent of sensitive attributes:

Ŷ⊥A. (1)

To achieve independence, the error rates of the classifier
should be the same for all variables. In practice, this constraint
is often relaxed by using a slack variable ∈. Thus in a binary
classification scheme with Y = {0, 1} and a sensitive attribute
with two subgroups A = {a, b}, a relaxed interpretation of in-
dependence would be [27]

P ( Ŷ = 1|A = a)

P ( Ŷ = 1|A = b)
≥ 1− ∈ . (2)

Separation considers the error rates of the classifiers for
various groups. It states that the output classification should
be conditionally independent of the sensitive attribute for each
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subgroup

Ŷ⊥A | Y. (3)

It thus considers both false positives (FPs) and false negatives
(FNs), and rather than demanding that a model has an equal
accuracy rate for all subgroups, it demands that the FP and
FN rates are balanced. This is also referred to as equality of
odds [31]. Balancing the FP rate across groups is known as
predictive equality (4) and balancing FN is known as equality
of opportunity (5)

P ( Ŷ = 1|A = a, Y = 0)

P ( Ŷ = 1|A = b, Y = 0)
≥ 1− ε (4)

P ( Ŷ = 0|A = a, Y = 1)

P ( Ŷ = 0|A = b, Y = 1)
≥ 1− ε. (5)

The final category of statistical measures, sufficiency, consid-
ers model precision given the predicted outcome rather than the
true value

Y⊥A | Ŷ. (6)

Ensuring sufficiency is also known as predictive parity [32].
The relationship between separation and sufficiency is similar to
that between recall, i.e., P ( Ŷ = 1|Y = 1), and precision, i.e.,
P (Y = 1| Ŷ = 1) [28]. Predictive parity can be formulated as

P (Y = 1|A = a, Ŷ = 1)

P (Y = 1|A = b, Ŷ = 1)
≥ 1− ε. (7)

Again, the same formulation should be applied to the case of
Y = 0.

Unfortunately, it is impossible to satisfy all three categories
of fairness criteria simultaneously for most cases [27], [28].
For example, if Ŷ is not independent of Y , as is often the
case in classifiers, then independence and separation cannot be
satisfied simultaneously. Furthermore, for binary classification
problems, the presence of a single FP ensures that separation
and sufficiency are incompatible [28], [33]. Selecting an appro-
priate fairness metric depends on the application, philosophical
understanding of fairness, and perceived harm of different forms
of bias. Some tools have been developed to guide users in the
selection of the most appropriate metrics [34].

Fairness metrics are often used for binary classification prob-
lems with one sensitive attribute and two groups. Indeed, this is
how they are presented in this section. When a sensitive attribute
has multiple groups, (2), (4), and (5) can be reformulated to rep-
resent the group with the minimum probability in the numerator
and the group with the maximum probability in the denominator
[35], [36], [37].

III. METHODOLOGY

The overall workflow consisted of
1) selecting datasets (the datasets to be audited, datasets

representing sensitive attributes, and datasets serving as
reference data),

2) calculating the accuracy of each dataset, and

3) determining discrepancies in the accuracy metrics across
sensitive attributes through selected bias metrics. The
workflow was demonstrated through two case studies:
Tanzania and the Philippines.

A. Case Studies

1) Tanzania: Tanzania is classified as a lower middle income
country. It had an estimated GDP of 1192.8 USD, a population
density of 72 persons per square kilometer, and an estimated 37%
of the population living in urban areas [38]. The case study in
Tanzania is not linked to a specific project but to the context
of the widespread use of global building datasets to rapidly
quantify exposure by global development agencies. Owing to
the lack of up-to-date geospatial data and rapid urbanization,
obtaining up-to-date information on the number and distribution
of buildings is challenging. Therefore, organizations such as the
World Bank have turned to global datasets derived from earth
observation to estimate poverty [39] and exposure to hazards
[40]. The analysis in Tanzania aimed to identify potential biases
for such applications.

2) Philippines: The Philippines is classified as a lower mid-
dle income country. It had an estimated GDP of 3498.5 USD, a
population density of 382 persons per square kilometer, and an
estimated 48% of the population lives in urban areas [38]. The
Philippine Red Cross uses a Typhoon Impact-based Forecasting
Model as a critical tool in its Early Action Protocol for typhoons
in the Philippines. It predicts the potential housing damage of a
typhoon before it makes landfall and is used to allocate funding
and trigger early actions to reduce the impact [41]. While the
initial model predicted housing damage at the municipality level
using a vector-based approach, the model was transformed to
operate on a 0.1° grid resolution [42]. This shift to a grid-based
configuration allows for the integration of globally available
datasets, making the model more generalizable and transferable
to other countries. The Google Building Footprint dataset played
an important role in this transformation. It was used to disag-
gregate the target variable (percentage of completely damaged
houses) and other global features to a finer grid resolution. This
was achieved by counting the number of buildings in each grid
cell and normalizing it by the total number of buildings in the
corresponding municipality [42]. Including the Philippines in
the analyses, thereby assessing the appropriateness of using the
Google Building Footprint dataset.

B. Datasets

1) Building Datasets to be Audited: Four building datasets
were audited for potential biases. The first is OSM [43], a
community-driven open-data platform that motivates citizens
to digitize buildings in aerial and satellite imagery. Tanzania
has been the focus of many humanitarian mapping efforts [44],
including the Ramani Huria project, where community members
and local university students mapped the city of Dar es Salaam
from 2014 to 2019 as part of the Tanzania Urban Resilience
Program of the World Bank [45]. The OSM dataset utilized in
this study was downloaded from the humanitarian data exchange
(HDX) platform [46]. Humanitarian mapping efforts are vital
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TABLE I
OVERVIEW OF SENSITIVE ATTRIBUTES UTILIZED FOR THIS STUDY

in the Philippines, especially during natural disasters. When
Typhoon Mawar hit the Province of Isabela, a dedicated mapping
task was established. Similarly, regions affected by floods have
frequently become subjects of focused mapping efforts in the
country [47].

The second dataset was the Microsoft Bing Maps Building
Footprints dataset for Tanzania [6] and the Philippines [7]. In
this study, we refer to this dataset as Bing Maps. This dataset
contains building footprints generated from Maxar Technologies
satellite imagery from 2020 to 2021 using deep learning. Their
workflow used a training set of 1.2 million buildings to train
an EfficientNet B3. The results of this semantic segmentation
are then processed into building outlines. The reported accuracy
metrics of the Building Footprint dataset were a precision of
94.5%, a recall of 61.8%, and an Intersection over Union (IoU)
of 0.68. These metrics were calculated from an evaluation set of
18 500 buildings in Tanzania and Uganda. From a sample of 6000
buildings across the Philippines, Malaysia, and Indonesia, the
precision was reported at 88.6%, recall was 77.5%, and IoU was
65.5%. In addition, FPs, based on a sample of 18 851 buildings
in the Philippines, were reported to be 1.8%.

The third dataset is Google Open Buildings [5]. This was
another AI-generated building dataset. This model used 1.67
million building polygons spread across Africa, with a concen-
tration around Nigeria and Kenya as training samples. The deep
learning model is a residual decoder block inspired by U-Net.
The building outlines were then generated using a contouring
algorithm. In addition, each building in the Google dataset was
assigned a confidence score, reflecting the algorithm’s predicted
likelihood that a pixel represents a building. This study incor-
porates an additional dataset, Google Buildings, filtered by a
confidence threshold of 0.7, to evaluate its impact on the results.
This dataset is referred to as Google_conf throughout the report.
Technical details of the training and implementation can be
found in [48].

The fourth dataset is from the OMF [8], a collaboration
between various mapping, technical, and geospatial companies,
including Microsoft and Amazon Web Services. The OMF
layer was developed by combining various open-data projects,
including OSM, Bing Maps, and ESRI [8]. Data are acquired
through the SQL series, as described in the company’s GitHub
repository [49], with polygons saved in the WKT format. Note
that, in the Philippines case study, the OMF layer was identical
to the OSM layer and was therefore not included in that part of
the analysis.

2) Datasets for Sensitive Attributes: Four sensitive attributes
were defined: the relative wealth index (RWI), population den-
sity, urban/rural population, and building size (see Table I).
They were selected to ensure that they would cover both the
Philippines and Tanzania case studies. The RWI dataset predicts
the relative standard of living within a country. It was developed
by Meta’s Data for Good team in collaboration with researchers
from the University of California and Berkeley. It uses global
household wealth data, collected through face-to-face surveys
from villages around the world. Through spatial markers, these
villages are linked to data sources, such as satellite imagery,
cellular network data, connectivity data from Facebook, and
topographic maps. With deep learning and machine learning
models, relative wealth is predicted for a 2.4 km2 cell on the
entire populated planet [50]. The dataset can be downloaded
per country from HDX and comes in CSV format with latitude,
longitude, and RWI values [51].

The population density dataset is a collaborative effort from
the Facebook Connectivity Lab, the Center for International
Earth Science Information Network (CIESIN), and Columbia
University. This dataset was developed by leveraging census
data to model population growth at both national and subnational
levels. Using satellite imagery, the size and quantity of buildings
within 30 × 30 m tiles were estimated. This, in combination
with census information, results in population density estimation
within these tiles [52]. The dataset was downloaded from the
HDX and is available in raster format [53].

The Global Urban Rural Catchment Areas Grid file comprises
30 urban-rural categories based on population distribution, pop-
ulation density, urban center locations, and travel time to urban
centers. Category 1 represents a large city with more than 5
million inhabitants, category 30 is the most rural area where
travel time to any city is longer than 3 h. The data are available
on the website of the Food and Agriculture Organization in raster
format [54]. The dataset was at the global level, with a resolution
of approximately 900 m.

The sensitive attributes (see Table I) were divided into sub-
groups to calculate fairness metrics. Here, quantiles were used
to automatically select thresholds between different groups. The
quantiles of each variable at the national level were calculated
and used to obtain four subgroups for each sensitive attribute.

3) Reference Datasets: The reference building outlines for
both study areas were generated by manual digitization. The
following workflow was used to select reference areas for Tan-
zania. One hundred points were randomly selected, taking into
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account the spread over each possible poverty and settlement
combination to ensure that each was represented. There are fewer
examples of combinations for low settlement size (<10 000
and 10 000–100 000) and poverty levels below 15%, as these
were not represented in the data. A square of 250 × 250 m
was generated around each point to create the sample tile for
further analyses. One hundred tiles were selected to compare
the accuracy of the building datasets. These tiles were selected
by first identifying the built-up extent of Tanzania using the
World Settlement Footprint for 2019 [55]. A regular grid of 5630
points was generated over the built-up areas. Next, the location’s
poverty and settlement size levels (as defined in Table I) were
assigned to each point. Note that not all possible poverty and
settlement size classes are equally represented.

For the Philippines, a stratified sampling strategy was im-
plemented for the selection of the study areas. This approach
incorporates four key variables at the municipality level: poverty,
population density, vulnerable population, and urban/rural pro-
portion. Initially identified as sensitive variables in preliminary
research, these variables were adjusted in the current study.
Municipalities were segmented into quantiles based on these
variables, culminating in the selection of 20 municipalities.
Within each of the selected municipalities, a grid composed of
tiles measuring 250 × 250 m was established. The subsequent
selection of tiles adhered to specific criteria; only those contain-
ing a minimum of 50 buildings and featuring at least two of the
building datasets under analysis were included. Tiles that did
not meet these criteria were excluded. In addition, based on the
sensitive variables available at the grid level, stratified sampling
was applied again to select tiles within the municipality. Finally,
tiles lacking sufficient satellite imagery were removed, resulting
in a final dataset of 106 tiles.

For both the Tanzania and Philippines case studies, reference
data were generated by manually digitizing the building outlines.
This was done in QGIS (version 3.34.1) and using the Google
satellite basemap data other areas were digitized using Tasking
Manager and ArcGIS Pro v.3.0.2. The building datasets used in
this analysis were most likely generated using different image
sources. There could be offsets due to differences in the georef-
erencing of the underlying imagery. Errors may also occur due
to the temporal difference between the imagery used to generate
the reference data and the building datasets. This study assumed
that these temporal differences are negligible. This reference
dataset of building outlines was also used to determine the fourth
variable used as a possible sensitive attribute. This is because
small roof sizes are often perceived as a physical characteristic
of slum areas visible in satellite imagery [56].

C. Accuracy Analyses and Auditing for Bias

The analysis was conducted using Python, with inputs in-
cluding the analyzed and reference-building datasets and the
shapefile of tiles containing sensitive variable data. The process
involved iterating over tiles and clipping building datasets to the
geometry of each tile. Buildings were classified as true positive
(TP), FP, or FN based on their intersection with buildings in

the reference dataset and the IoU metric. An IoU threshold of
0.5, determined after the initial accuracy assessment was used
for classification. The use of 0.5 as the threshold follows the
precedence of other researchers [57], [58]. The analysis output
included Excel files for each dataset (Bing, Google, and OSM)
with building IDs, IoU values, and classification data

IoU =

∣
∣
∣Y ∩ Ŷ

∣
∣
∣

∣
∣
∣Y ∪ Ŷ

∣
∣
∣

. (8)

To audit for biases, a fairness metric must be selected. In
this case, the equality of opportunity (5), also known as the
FN rate parity [59] was selected. The use case at hand is to
audit building algorithms to understand whether they are sys-
tematically missing vulnerable groups of the population. When
using these building datasets for humanitarian or development
purposes, such as distributing aid or estimating the population
located in hazardous areas, we would not want to systematically
miss these groups.

At the building level, two fairness metrics, namely, the FN
rate (FNR) and false discovery rate (FDR), are utilized for this
research, with their respective formulas as follows:

FNR =
FN

FN + TP
(9)

FDR =
FP

FP + TP
. (10)

The FNR highlights the proportion of positive instances in-
correctly classified as negative, which is particularly relevant in
situations where missing positive instances carry higher risks or
costs than erroneously identifying negative instances as positive.
FDR, on the other hand, focuses on the proportion of FPs in all
positive predictions. This is a critical metric in scenarios in which
false-labeling positives have significant consequences. Note that
both low FNRs and FDRs indicate higher accuracy of the model.

Finally, we consider the number of buildings predicted per
tile. This may help to lower the sensitivity to false classifications
resulting from georeferencing errors. Furthermore, applications
such as typhoon impact-based forecasting models use building
data aggregated to a grid level. In such cases, the exact building
location is not considered; however, the total number of build-
ings in the grid cell is. To quantify this, we used the normalized
building count (NBC), determined as follows:

NBC =
BCa − BCr

BCr
(11)

where BCa refers to the building count in the dataset being
analyzed and BCr refers to the reference building dataset.

IV. RESULTS

A. Overall Results

Overall, the accuracies of the three building datasets were
notably low (see Table II). The FDR varied from 0.22 (OSM) to
0.33 (Bing) in Tanzania, and from 0.23 (OSM) to 0.47 (Google)



12584 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 17, 2024

TABLE II
KEY ACCURACY STATISTICS OF THE BUILDING DATASETS (TZ = TANZANIA; PH = PHILIPPINES)

in the Philippines, indicating a substantial proportion of pre-
dicted buildings were inaccurately identified. The FNR was also
significantly high, ranging from 0.55 (OMF) to 0.85 (Bing) in
Tanzania and from 0.70 (Google) to 0.83 (Bing). Notably, there
was a clear difference in the FNR of OSM between Tanzania
(0.58) and the Philippines (0.82), likely due to Tanzania’s higher
urban tile coverage in OSM compared to the more rural tiles in
the Philippines, where OSM had no coverage (resulting in an
FNR of 1 in those areas).

In both case studies, the Google dataset identified more
buildings than the reference dataset. This discrepancy is partly
attributable to built-up areas in larger settlements, where the
reference dataset generalized multiple buildings as one, whereas
the Google dataset detected individual structures. In addition, the
Google dataset often included small buildings that were absent
in the reference dataset and other datasets. The Google_conf
dataset, with its confidence threshold, showed fewerFPs and
FNs, thereby increasing accuracy. However, it is important to
note that the confidence threshold also omitted some TPs, al-
though this was less significant in Tanzania, where Google_conf
exhibited a lower FDR and FNR compared to the regular Google
dataset. The Bing dataset performed the worst, with the highest
FNR and a relatively high FDR, showing difficulty in building
detection and accurate geometric representation. OMF’s perfor-
mance was very similar to that of OSM in Tanzania, sometimes
replicating the same buildings as Bing in areas without OSM
coverage. In the Philippines, the two datasets are identical.

B. Equality of Opportunity and Predictive Parity

The analysis of equality of opportunity among sensitive at-
tributes revealed variations across subgroups (see Table III).
The OSM dataset in Tanzania displayed the lowest equality of
opportunity, with significant variation within each variable, a
trend not mirrored in the Philippines, likely due to OSM’s limited
coverage in many areas.

Of all the sensitive attributes, Rural_scale demonstrated the
strongest impact on equality of opportunity. Bing had the highest
overall equality of opportunity, but this was primarily due to
consistently high FNR rates, underscoring the importance of
not considering equality of opportunity in isolation, but rather in
conjunction with actual FNR rates. Interestingly, the predictive

TABLE III
EQUALITY OF OPPORTUNITY RATES PER DATASET AND SENSITIVE VARIABLE

(TZ = TANZANIA; PH = PHILIPPINES)

TABLE IV
PREDICTIVE PARITY RATES PER DATASET AND SENSITIVE VARIABLE (TZ =

TANZANIA; PH = PHILIPPINES)

parity rate was considerably lower than the equality of oppor-
tunity rate (see Table IV), suggesting greater variation between
groups when focusing on FPs instead of FNs. OSM exhibited
the lowest values for predictive parity in both Tanzania and the
Philippines, with a negative correlation with RWI and a posi-
tive correlation with the Rural_scale variable being significant
contributors to this trend. The results of the NBCs (see Fig. 1)
displayed similar tendencies.

C. Visual Examples

Figs. 2 and 3 visually demonstrate examples of these patterns.
Regarding Fig. 2, the OSM dataset lacked building data in
this impoverished area, resulting in an FNR of 1. In contrast,
Google’s dataset identified nearly all buildings, a characteristic
shared with Google_conf. However, Google_conf differs by
excluding one incorrectly classified building present in Google’s
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Fig. 1. NBC for Tanzania (row 1) and the Philippines (row 2), grouped by sensitive attributes.

Fig. 2. Example of buildings delineated by the different datasets for a study area in Tanzania, which has a high FNR for OSM in low RWI areas compared to
Google and Google_conf. Note that OSM (bottom right) does not map a single building. Tile statistics are as follows: RWI = 0.03 (Q1), Pop_dens (Q2) = 2.40,
Rural = 6 (Q2), Bld_size = 141.8348 (Q3).
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Fig. 3. Example of buildings delineated by the different datasets for a study area in Tanzania showing an opposite trend. This high RWI area has a lower
FNR compared to Google and Google_conf. Tile statistics are as follows: RWI = 1.346 (Q4), Pop_dens = 23.995 (Q4), Rural_scale = 3 (Q1), Bld_size =
135.0579 (Q3).

data, while also missing another building. The Bing and OMF
datasets exhibited significant similarities. Commonly, OMF mir-
rors OSM; however, in the absence of OSM data, it incorpo-
rates Bing’s building data. Bing’s dataset occasionally misses
buildings and shows misplacement in some parts, whereas the
OMF’s dataset is slightly more accurate for building detection.
The trends discussed are also evident in Fig. 4, specifically the
RWI, Pop_dens, and Rural_scale variables in relation to FNR.

In the example of Fig. 3, which shows a region with high RWI,
the OSM dataset excels by correctly identifying all buildings,
resulting in an FNR of 0. Conversely, the Google dataset exhibits
a substantially higher FNR. This increase is primarily due to
the misclassification of several buildings, which are incorrectly
identified as multiple structures rather than single units. Notably,
the OMF dataset in this area is a perfect match with the OSM
dataset. The Bing dataset, however, faces challenges, including
misplaced buildings and errors in classifying multiple buildings
as a single entity. These observations are supported by Fig. 4,
which not only reflects trends in the RWI but also demonstrates
similar patterns for the Pop_dens and Rural_scale variables.

V. DISCUSSION

Our study was limited to assessing the algorithmic biases of
building delineation datasets. However, the representation bias

is an important factor. Another limitation is that we could not
investigate the performance of building delineation datasets as
a function of time. Often, a clear timestamp is not available, and
usually, only a building delineation dataset based on the most
recent imagery is available. For some applications, such as rapid
urbanization, it would be best to have a building delineation
dataset of the same moment in time as the disaster event for
which DRM modeling is taking place.

This method of auditing for biases requires ground-truth data;
in this case, true building outlines. Such a dataset of building
outlines is not available (which is why it was necessary to con-
sider using global building footprint datasets in the first place).
Manual labeling was conducted over the selected areas for the
purposes of this study. However, this labeling is time-consuming.
Therefore, although investigating whether these trends in the
accuracy of building footprint datasets across the globe would
be very interesting from a practitioner’s perspective, it would
require extensive labeling efforts beyond the scope of this current
study. However, this study provided a clear description of the
methods and workflow that can be employed to conduct global
validation.

Finally, it seems that one of the greatest challenges of auditing
geospatial datasets for biases may be to obtain adequate data with
sensitive attributes to perform audits. For example, RWI is com-
puted at a global level and provided at a grid of 2.4 km. Therefore,
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Fig. 4. Distribution plots for FNR and FDR for Tanzania (rows 1 and 2) and the Philippines (rows 3 and 4), grouped by sensitive attributes.

it may not be sufficiently nuanced to audit whether these algo-
rithms perform equally well in deprived neighborhoods within
larger cities. Correlations between sensitive attributes (e.g., RWI
and Rural_scale) may further complicate the interpretation of
the sensitivity analysis results. Indeed, some sensitive attributes
(such as RWI) are determined using machine learning, and one
must be careful that the building datasets to be audited are not
utilized in the calculation of the sensitive attributes used for
auditing. Ideally, sensitive attribute data can be obtained from
independent sources such as household survey data. However,

such data are often aggregated at the administrative unit level
and are therefore not available at a sufficient spatial scale for the
purposes of this study.

VI. CONCLUSION

This study analyzed the accuracy of four open-building delin-
eation datasets and their biases across several sensitive attributes
for two case studies. The Google and Microsoft building de-
lineation datasets showed lower accuracy metrics for the two
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selected study areas (the Philippines and Tanzania) than the
values officially reported at a global level. In addition, there
were a substantial number of FNs across all datasets. Among
the datasets tested, Google_conf and OSM had the best FNR
and FDRs for Tanzania and the Philippines. An analysis of the
distribution of FNR and FDR rates emphasizes that OSM has the
greatest variation in the case study areas, with high accuracies
in targeted areas but no buildings mapped in others. Regarding
sensitive attributes, predictive parity rates were low across the
board. Rural_scale was the most sensitive attribute with the
lowest equality of opportunity for all datasets. OSM and OMF
also displayed a low equality of opportunity values for the other
three sensitive attributes (Pop_dens, RWI, and Bld_size). This
study clearly indicates that there are biases in the accuracies
of building datasets according to sensitive attributes, although
the trends of these biases are not always consistent across the
datasets and study areas.

The presence of these FNs means that, in DRM interven-
tions, some buildings or households could potentially not re-
ceive support, whereas they would need it. Conversely, FPs
could indicate that some will receive support when not actually
needed. As distributing aid among vulnerable populations is
considered a “no regrets” case in this context, the former is
considered more worrying than the latter. Therefore, this study
focuses on the equality of opportunity. When auditing other
geospatial workflows for biases, it is important to consider the
context when selecting which of the many fairness metrics to
use.

Future research will investigate the sensitivity of specific AI
models, such as convolutional neural networks for automated
damage assessments [60] and XGBoost for predictive models
[42] for the performance and biases of the input datasets. This
also requires examining the aggregation bias, as some effects of
the biases might average out if the models operate at a higher
spatial resolution. For both automated damage assessments and
predictive modeling, transferability is important, as new disaster
events will usually not occur in the same feature space as the
training and test data [61], [62]. Therefore, further research will
consider more comprehensive audits by comparing more study
areas to determine whether transferable and more generalized
trends can be found. Additional research will also consider
the effects of intersectional groups [63]. Some analyses were
conducted in the current study, but it was concluded that the
number of data points for the intersectional groups was too low
to be conclusive.

Overall, our research is an important stepping stone towards
auditing geospatial workflows for fairness and bias, especially
in low- to middle-income countries where there is often a lack
of local data. Quantifying the performance of the global dataset
and its biases makes it possible to account for the equity of
disaster risk management interventions. Biases in geospatial
datasets emerge at various stages in automatic workflows, from
the definition of the data model (i.e., what is a building and what
is not), to the sampling of training data and model training and
evaluation [9]. Bias mitigation measures can be taken at each
stage in this loop. Still, methods to quantify datasets for biases,

such as those presented here, can help practitioners understand
the limitations in the data and adjust how the data is used in
order to take possible inequalities into account when utilizing it
for decision-making.
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