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Abstract—Change detection (CD) is one of the most important
research areas in remote sensing. With the fast development of
imaging techniques, CD using cross-domain remote sensing images
(CDCD) has attracted extensive attention from the community.
However, CDCD is quite challenging because of the different prop-
erties of the cross-domain remote sensing images (collected from
different sensors or under different imaging conditions), which
triggers difference in physical quantity, noise effect, illumination,
seasonal conditions, geometric, and visual appearance. In the past
decades, although many attempts have been devoted to the above
challenges, a review of CDCD is still lacking. To bridge this gap,
this article provides a systematic review on CDCD, with emphasis
on image preprocessing (i.e., geometric registration et al.), fea-
ture representation (i.e., conventional methods and deep learning
(DL)-based methods), and change detectors (i.e., similarity-based
detector and joint feature-loss detector). Moreover, extensive ex-
periments have also been conducted to compare the performance
of 17 widely utilized CDCD methods. Based on this comparison,
directions for future developments of CDCD, which include large-
scale CDCD datasets, foundation models, and specialized models,
are also discussed.

Index Terms—Change detection (CD), cross-domain remote
sensing images, heterogeneous images.

1. INTRODUCTION

HE surface of the Earth is dynamic and always under-

going changes. Change detection (CD) is the process to
identify such differences in remote sensing images collected
at different times [1]. It helps to know what and which land
surfaces have changed, and consequently plays an important
role in various applications such as disaster assessment, environ-
mental monitoring, agriculture management, and government
decision-making [2], [3], [4], [5]. Research on CD has become
a hot topic in the remote sensing field.
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With the fast development of imaging techniques, a vast
amount of remote sensing images are now collected, enriching
the data sources for CD and triggering the development of CD
methods. Generally, CD methods can be classified into different
categories based on whether labels are needed [6], or types
of networks [7], or input images [8], etc. This article focuses
on the perspective of input images, and thus the CD methods
can be classified into two categories, i.e., CD using images
from the same domain (CDSD) and CD using cross-domain
images (CDCD). The former employs input images acquired
by the same sensor at similar time and imaging conditions,
whereas the latter employs input images that are heteroge-
neous or collected under different imaging conditions. CDSD is
straightforward and easy to be utilized, however, its performance
depends heavily on the quality of the input images [9], i.e., the
domain consistency. Given that such requirements are not easy
to be satisfied in real applications, the performance of CDSD
is quite limited. Compared to CDSD, CDCD is more flexible
and thus preferable in real applications. For example, optical
remote sensing images, due to their susceptibility to weather and
environmental conditions, are often affected by cloud and mist,
resulting in limited information about ground objects. On the
contrary, synthetic aperture radar (SAR) images can be collected
continuously in all weather conditions, during the day or the
night [10]. The combination of optical and SAR images can
be used for CD in emergency situations [11], [12]. However,
CDCD is more challenging because it requires more powerful
feature representation methods so that features extracted from
different domains can be compared for identification of changed
information.

CDCD methods can be broadly classified into two categories:
1) methods with heterogeneous images, i.e., pre- and postchange
images collected by different sensors [8], and 2) methods based
on images with different imaging conditions, such as images
collected at different seasons or under different illumination con-
ditions [13], as illustrated in Fig. 1. The two categories of CDCD
methods can be further illustrated by four typical cases: let us
assume that the prechange image is optical, then the postchange
image in case 1 is SAR; in case 2, it is optical but acquired by
another sensor; in case 3, it is optical but collected in a different
season; and in case 4, it is optical but collected under different
sunlight conditions, as shown in Fig. 2. The input images used for
CDCD exhibit significant visual differences, which correspond
to numerous difficulties in CDCD, such as differences in the
physical conditions, noise effects, illumination, seasonal period,
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Fig. 1. Cross-domain remote sensing images collected by different sensors or
under different imaging conditions.
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Fig.2. Four typical cases of CDCD. (a)—(b) prechange images; (¢)—(d) CDCD
with heterogeneous images collected from different sensors; (e)—(f) CDCD with
different imaging conditions. The color circles in the upper-right corner of
(c)—(f) indicate relevant challenges.

geometric and visual factors, and differences in geometric and
visual appearance. We can further describe these challenges as
follows.
1) Differences in Physical Quantity: Optical images repre-
sent the ability of objects to reflect solar radiation, while
SAR images represent the ability of objects to scatter
actively emitted electromagnetic waves [14]. Under this
circumstance, input images represent different physical
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observations of the same object, and cannot be directly
compared [8].

2) Differences in Noise Effect: Noise affects the quality
of optical and SAR images. Optical images are mainly
affected by radiometric noise [15], while SAR images
are primarily affected by salt-and-pepper noise [16] and
building occlusion [17]. Different optical or SAR sensors
can also be impacted by different noise types and levels.

3) Differences in Illumination: As the sensors traverse over
the ground, differences in the intensity and angle of the
sunlight received by the land surface may occur. This
phenomenon can be caused by various factors, such as dif-
ferent time and weather [18]. Differences in illumination
increase the variations in images, leading to unchanged
areas misidentified as changed areas, thereby reducing the
accuracy of CD.

4) Differences in Seasonal Conditions: Seasonal variations
can cause significant visual differences for the same ob-
ject, such as deciduous forests or annual vegetation in
summer and winter, snow cover and melting, among oth-
ers [19], [20]. Changes caused by seasonal variations have
high similarity with real changes; however, they do not
belong to the category of real changes [21], [22].

5) Differences in Geometric and Visual Appearance: It is
difficult to collect images with the same observation angle
due to differences in sensor orbits [23]. For example, opti-
cal sensors typically obtain images by downward viewing,
while SAR sensors acquire images by side viewing [24],
leading to geometric differences of the same object. Fur-
thermore, the colors of ground objects may vary with time,
or alterations in the color of building roofs can cause visual
discrepancies.

In the past decades, various CDCD methods have been pro-
posed to address above difficulties. However, according to our
best knowledge, a review of CDCD considering both heteroge-
neous images and images with different imaging conditions is
lacking. To this end, this article provides a systematic review
on CDCD methods, in which the standard processes, i.e., im-
age preprocessing, feature representation, and change detector,
are discussed. Experiments and future developments are also
provided so that readers can understand the state-of-the-art in
CDCD, design new methods, and extend applications.

II. MAIN CDCD TECHNIQUES

The standard processes of CDCD include three areas, i.e., im-
age preprocessing, feature representation, and change detectors,
as shown in Fig. 3. In this section, these three blocks will be
introduced, with an emphasis on feature representation, which
represents the core of CDCD.

A. Image Preprocessing

The aim of preprocessing remote sensing images is reducing
the effect of interference factors. Preprocessing is an image-to-
image operation, which only improves the quality of the image,
but does not change the physical nature of the image, and thus
provides better support for subsequent feature extraction and
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Fig. 3.

General flowchart of CDCD. It includes three blocks, i.e., image preprocessing, feature representation, and change detectors.

TABLE I
TAXONOMY OF DATA PREPROCESSING METHODS FOR CDCD

Preprocessing methods

Definitions

Techniques

References

Geometric Registration

Geometric registration, which aims to corre-
spond to the geometric positions of the image
before and after the change, is a prerequisite
for implementing change detection.

Conventional geometric registration method-
s include feature point extraction, feature
point matching, transformation model estab-
lishment, image transformation, and image
interpolation. Currently, various deep learning
methods have been developed, as well as
correction methods for registration errors.

[10], [37], [38], [39], [40],
[41]

Radiative Calibration

Radiative calibration aims to eliminate the
effects of different solar incidence angles,
radiance levels, and atmospheric conditions on
data acquisition.

Conventional radiative calibration methods in-
clude absolute calibration based on radiative
transfer models and relative calibration using
radiometric normalization. In remote sensing
CD, radiometric normalization is a commonly
used method.

[42], [43], [44], [45]

Image Super-resolution

For remote sensing images with inconsistent
spatial resolution, image super-resolution can
restore the remote sensing image with a lower
spatial resolution to a higher spatial resolu-
tion.

The conventional super-resolution methods in-
clude interpolation, sub-pixel methods, etc. In
recent years, deep learning methods, includ-
ing generative adversarial networks and deep
convolutional neural networks, have become
increasingly popular.

[35], [46], [47], [48]

Image Denoising

Image denoising aims to remove the influence
of noise on remote sensing images, such as
noise in optical remote sensing images or
speckle noise in SAR images. This process
is crucial.

The conventional image denoising methods
include spatiotemporal speckle filtering, Lee
sigma filter, nonlinear diffusion filtering, etc.

[30], [31], [32], [49]

Data Enhancement

Data enhancement aims to increase the quanti-
ty and diversity of samples, which is essential.

Conventional data enhancement methods in-
clude flipping, color transformation, cropping,
rotation, and other operations. In recent years,
image generation-based networks, including
GAN networks and instance augmentation
networks, have gained popularity.

[32], [50]

CD. In CDCD, in addition to real changes in ground objects,
other pseudochanged factors should be eliminated as much as
possible, such as the unchanged area being misidentified as
changed area, and the changed area being misidentified as un-
changed area. Typical image preprocessing approaches include,
but are not limited to, image registration, radiative calibra-
tion, image super-resolution, and image denoising. Moreover,
it is often expensive and time-consuming to obtain images

with high-quality labels. Many supervised or semisupervised
CDCD methods also utilize data enhancement as one of the
image preprocessing operations. The definitions and the detailed
techniques of each kind of images preprocessing method are

summarized in Table 1.

Image registration is the process of aligning the geographical
coordinates and geometric positions of images using matching
relationships of point and line features in multitemporal remote
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with different imaging conditions.

sensing images [25], [26]. Radiative calibration eliminates ra-
diative differences in images captured under different imaging
conditions (e.g., solar angles, sensor characteristics, and atmo-
spheric conditions) using a series of methods such as pseu-
doinvariant features and histogram matching [27], [28]. Image
super-resolution aims to recover high-resolution images from
low-resolution images and is commonly used in CD using im-
ages with different spatial resolutions. This technique includes
interpolation, DL-based methods, etc. Image denoising uses
various denoising algorithms, including total variation denoising
algorithm [29], Lee Sigma filter [30], and Rudin—Osher—Fatemi
(ROF) denoising method [31], to suppress multiple types and
levels of noise, such as speckle noise, Gaussian noise, impulse
noise, and periodic noise, to obtain images with higher quality.
Data enhancement techniques aim to increase the amount and
variety of data [32], prevent model overfitting, and include
geometric transformations, color transformations, and DL-based
methods [33]. It is also notable that recent research works also
take the preprocessing process as one part of the CD methods
so that individual preprocessing process is not necessary in such
special cases [34], [35], [36].

B. Feature Representation

Itis necessary to represent consistent features between remote
sensing images captured at different times for CDCD. Feature
representation acts as the core of CDCD. In this section, we pro-
vide a comprehensive overview of the two categories involved
in feature representation, which are conventional methods and
DL-based methods. Conventional methods include hand-crafted
feature design and feature transformation, which rely on expert-
designed techniques and prior knowledge. DL-based methods
primarily utilize the capabilities of DL to bridge the gap be-
tween cross-domain images and learn discriminative features
using various network architectures, i.e., single-stream network,
Siamese network and generative adversarial network (GAN).
Fig. 4 illustrates the structure of the feature representation

Structure of the feature representation section, which includes conventional methods and DL-based methods for heterogenous images and images collected

section, and Fig. 5 summarizes the available literature for feature
representation.

1) Conventional Methods:

(1) Hand-Crafted Feature Design: Hand-crafted feature ex-
traction utilizes image processing techniques to extract represen-
tative features from remote sensing images. These techniques
vary with the cross-domain categories, i.e., whether the input
images are collected by different sensors or under different
imaging conditions. For clarity, this section introduces these
techniques separately.

(a) Extraction from Heterogeneous Images: Due to the dif-
ferences in imaging sensors, spatial resolutions, and spectral
bands among heterogeneous images, it is common to extract
features either from images with different imaging modes or
resolutions, or from different spectral bands of remote sensing
images, to effectively detect changes. In this case, conventional
pixel-level feature extraction methods, which rely on statisti-
cal counting and similarity measurements, are widely adopted.
Stow et al. [51] found that performing ratio calculations on
multisensor, multitemporal satellite image bands can improve
the accuracy of CDCD. Prendes et al. [52] took into account the
physical characteristics of the sensors, particularly the related
measurement noise model and local joint distribution, and pro-
posed a manifold estimation algorithm to measure the similarity
of heterogeneous images. These methods based on pixel-level
feature extraction are simple, intuitive, and easy to implement.
Howeyver, these methods are vulnerable to adverse factors, in-
cluding image noise and resolution, and they frequently fail to
consider higher-level semantic information of land surface.

With the widespread use of high spatial resolution images, the
spectral variability within individual images and the multiscale
nature of ground objects limits the performance of traditional
pixel-level feature extraction methods [53]. Object-based
feature extraction using image segmentation algorithms can
relieve this limitation because these methods can help to convert
pixel-level features into object-level features, allowing for the
extraction of richer semantic information, such as textures,
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Fig. 5. Summary of available literature for CDCD methods.

shapes, spatial, and spatial context [53], [54]. For example, Wan
et al. [55] used multidate segmentation to generate spectrally,
spatially, and temporally homogeneous image objects and
then performed CD on optical and SAR images based on the
image objects. Bhatt et al. [56] utilized spectral indices (SIs)
to characterize urban built-up areas and combined them with
image segmentation techniques to reduce spectral variability
and incorporate spatial context information. This approach has
been proved to be effective in handling cross-domain image
with spatial and spectral heterogeneity. Moreover, Wan et al.
[57] took into account radiative and geometric differences
between heterogeneous images and proposed a collaborative
multitemporal segmentation method, termed as CMS-HCC, for
CDCD in SAR and optical images . Chen et al. [58] segment
two heterogeneous images into superpixels with the same
boundaries and obtained a change map (CM) that represents
the areas of change by iterative joint global-local translation
(IJGLT). Compared to pixel-based methods, object-based
methods can better capture the spatial information of objects,
thereby improving feature representation and CDCD accuracy.
However, the accuracy of object-based feature extraction can
be influenced by the predefined segmentation parameters.

(b) Extraction From Images With Different Imaging Condi-
tions: Different land covers have different spectral responses

FCD-GAN(Wu et al.)

under different imaging conditions, making it difficult to accu-
rately identify changes solely based on spectral features. For
example, variations in solar angles and season, and differences
within ground objects can result in false changes [59]. In addi-
tion, the aging of buildings can cause spectral changes, leading
to erroneous detections [60]. Therefore, selecting appropriate
feature extraction methods is essential to enhance the accuracy
and reliability of CDCD with different imaging conditions.

SIs can be helpful to some extent in distinguishing pheno-
logical changes from nonphenological changes. SIs are derived
from algebraic calculations of spectral reflectance values from
different bands of remote sensing images. They can characterize
the spectral responses of ground objects under different sea-
sons. Sari et al. [61] conducted CDCD in South Kalimantan
province using an unsupervised classification method called
RGB-normalized difference vegetation index (NDVI) on mul-
titemporal SPOT images. Lunetta et al. [62] utilized discrete
Fourier transform to estimate missing MODIS NDVI data,
providing high-quality continuous data supporting CDCD in
multitemporal sequences. Liu et al. [63] detected changes based
on multiple morphological parameters by combining spectral
correlation operator with morphological features of the NDVI
time curve. Gim et al. [64] utilized AVHRR-estimated NDVI to
detect the growing season of agricultural fields. These methods
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have high applicability and generality, making them suitable for
feature representation in large-scale areas. However, in general,
these methods do not take spatial information into account.

Spatial information plays a crucial role in compensating of
feature representation [65]. Spatial features tend to remain rel-
atively stable compared to noise and illumination changes [66].
From this perspective, spatial features contribute to represent
cross-domain image features under different imaging condi-
tions. Yang et al. [67] utilized the homogeneous texture de-
scriptor, which is based on the standardized MPEG-7 Gabor
filters, to extract texture feature vectors for CDCD. Berberoglu
et al. [68] extracted spatial features of ground objects based
on co-occurrence matrices and variation functions. Tomowski
et al. [69] proposed a CDCD method based on color and
gray-level co-occurrence matrix (GLCM) features, capable of
detecting different types of changes. Li et al. [70] defined a
local-similarity-based texture difference measure using GLCM.
Spatial features can complement features when spectral features
are not significant. However, spatial features do not possess rota-
tion and scale invariance. Calculations usually need to consider
multiple directions and scales, which can be computationally
complex, especially for CDCD with high-resolution remote
sensing images.

(2) Feature Transformation: Feature transformation not only
automatically extract image features from remote sensing im-
ages, but also employ nonlinear mappings to project the original
features into a feature space, in which better representation of
the differences and changes can be achieved. Literately, the most
widely adopted methods for feature transformation are shown
in Fig. 6.

(a) Transformation for Heterogeneous Images: Heteroge-
neous image features can be transformed and represented based
on prior knowledge or experience, enabling the application of
these methods in CDCD. A variety of feature transformation
methods have been proposed. For example, Liu et al. [71]
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Mapping

(b)

(d)

Widely adopted feature transformation methods. (a) Prior-knowledge based method. (b) Graph-based method. (c) PCC. (d) Feature selection.

introduced a CDCD method (SAR and optical images) based on
homogeneous pixel transformation. It transforms images from
their original feature space (e.g., grayscale space) to a pixel-level
mapping space (e.g., spectral space) so that the features before
and after the change can be represented in a common embedding
space. Touati et al. [72] [73] designed a framework for CDCD
based on imaging modalities invariant operators. These oper-
ators detect the differences in high-frequency patterns of each
structural region existing in two heterogeneous satellite images
atdifferent scales. Touati et al. [74] employed a circular invariant
model and proposed a CD method, termed as CICMM, so that
the prechange image can be transformed to the domain of the
postchange image. Mignotte projected heterogeneous images
into a feature embedding space using modified geometric fractal
decomposition and shrinking mapping methods for CDCD [75].
These feature transformation methods mentioned above exhibit
repeatability, stability, and fast computation speed, making them
suitable for processing large-scale heterogeneous images. How-
ever, these methods primarily focus on the pixel-to-pixel trans-
formation techniques, without directly considering the struc-
tural information in images. In many practical applications,
researchers often wish to utilize the structural information in
order to obtain more discriminative and representative features.

To leverage the structural information in heterogeneous im-
ages, graph based feature transformation can be used. In [76],
a robust nearest neighbor graph was constructed to represent
the structure of heterogeneous images, and the graphs within
the same image domain through graph mapping were com-
pared to calculate the forward and backward difference im-
ages for CDCD. In order to address the fact that graph-based
methods often overlooki prior knowledge about scene struc-
tures, Jimenez-Sierra et al. [77] proposed a CDCD framework
that combines graph fusion and is driven by graph signal
smoothness representation for heterogeneous images. Sun
et al. [78] proposed an unsupervised image regression method
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for CDCD based on the inherent structural consistency between
heterogeneous images. This method utilized the self-expression
property to preserve the global structure of features and em-
ployed an adaptive neighborhood approach to capture the local
structure of features. Lei et al. [79] proposed a CDCD method
based on adaptive local structure consistency. It is capable of
constructing the local structure for each image and then measur-
ing the consistency between the local structures of two images.
Zhao et al. [80] utilized an auto-weighted structured graph to
achieve domain transformation of the images. Specifically, it
utilizes high-order neighbor information hidden in the graph.
Graph based feature transformation methods focus on the struc-
tural features rather than pixel-level features [81], [82], [83].
They can capture both local and global structural information
and exhibit strong robustness.

Postclassification comparison (PCC) is a special type of fea-
ture transformation method that identifies land cover change
information by directly comparing the land cover maps of mul-
titemporal images. PCC does not require strict prerequisites
of radiometric consistency between images. Therefore, it is
suitable for CDCD with images acquired from different imaging
sensors or conditions [60]. For example, Mubea et al. [84]
utilized the PCC method to detect changes in Nakuru, Kenya by
combining optical and SAR imagery. Han et al. [85] proposed
an improved hierarchical extreme learning machine method for
CD after heterogeneous image classification. However, it also
faces the issue of cumulative classification errors. Composite
classification can be helpful to mitigate the cumulative errors by
adopting time dependence. Wan et al. [86] proposed an optical
and SAR image CDCD method based on multitemporal segmen-
tation and composite classification. In addition, the adoption
of multitemporal segmentation reduces the inevitable salt-and
-pepper effect in pixel-based methods and mitigates misdetec-
tions caused by region transitions and object misalignment in
object-based methods.

(b) Transformation for Images With Different Imaging Con-
ditions: Feature mapping is the method that represents the
features of images captured under different imaging conditions
using mapping functions. This approach involves constructing
a mapping model to describe the linear or nonlinear feature
relationships between images. For example, Ding et al. [87]
proposed a hierarchical clustering method with sparse represen-
tation suitable for CDCD. This method utilizes a tree-structured
dictionary to represent features and uses sparse reconstruction
error to determine the changes. Seo et al. [88] introduced a
regression method normalizing the radiometric and phenologi-
cal conditions of the original features. Feature mapping meth-
ods take into account the semantic information of images by
representing features in the feature space. These approaches
help to preserve the discriminative characteristics of the images,
thus aiding in maintaining semantic consistency. However, fea-
ture mapping methods may lead to the loss or deformation of
certain features and change the physical characteristics of the
image.

Mapping images to a low-dimensional space using feature
selection is a special type of feature transformation method.
Feature selection refers to the process of selecting discriminative
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features from existing features while preserving their physical
quantity [89]. Popular feature selection methods often measure
distances and similarities among multidimensional features to
select the optimal subset of features. Price et al. [90] partitioned
the bands of hyperspectral images into different spectral in-
tervals and performed band selection to minimize the overall
variability of the image. Bajcsy et al. [91] compared a wide
range of feature selection methods and found that first-spectral
derivatives and uniform spectral spacing can achieve effec-
tive feature selection. Ifarraguerri et al. [92] used multivari-
ate Jeffries—Matusita distance measures to select representative
features during the search optimization process. Chen et al.
[93] proposed a feature selection algorithm based on genetic
particle swarm optimization to address the optimization problem
of feature selection in object-based CDCD . Cai et al. [94]
aimed to address issues such as the inability to detect subtle
changes, segmentation effects, and high false detection rates
in object-based CDCD methods. They extracted spectral and
texture features from different time periods and then used the
maximum relevance minimum redundancy algorithm for feature
selection [94]. Feature selection helps eliminate task-irrelevant
redundant features, reduces noise, and interference caused by
different imaging conditions, and improves the generalization
of features. However, the effectiveness of feature selection is
influenced by the choice of the feature selection algorithm.
Inappropriate feature selection algorithms may result in feature
subsets that are not representative or lack discriminative ability.

2) DL-Based Methods: The increasing availability of cross-
domain images has provided a foundation for DL-based feature
representation methods [95], [96]. With their exceptional feature
abstraction and autonomous learning capabilities, DL can learn
discriminative features from cross-domain images [97], [98],
[99]. The DL-based methods leveraging learned features and
further improve the model generalization. Notably, machine
learning methods can also be utilized for feature representation,
as studied in [12], [100], [101], [102]. However, they are gen-
erally believed to be less powerful than DL-based methods. We
thus put more attention to the DL-based methods. According
to the literature, the most widely used DL-based models are
single-stream network, siamese network, and GANSs, as shown
in Fig. 7.

(1) Single-Stream Network: The single-stream deep feature
learning method takes the original images of the multitemporal
phase as inputs or performs substraction or concatenation on the
features obtained through simple feature extraction. Regarding
CDCD with heterogeneous images or different imaging con-
ditions, the strategies involved in feature representation using
single-stream network are different.

(a) Single-Stream Network for Heterogeneous Images: As for
CDCD with heterogeneous images, Zhan et al. [103] applied a
logarithmic transformation to SAR images to obtain statistical
distribution properties similar to optical images. They learned
high-dimensional feature representations from the transformed
feature pairs. Li et al. [104] generated pseudolabels using spatial
fuzzy clustering and trained a semantic segmentation network
based on the generated pseudolabels. Maet al. [105] transformed
two heterogeneous images in the pixel-level feature space and
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Fig.7. Widely adopted DL based models in CDCD. (a) Single-stream network.
(b) Siamese network. (¢) GAN.

compared and classified them in their respective feature spaces.
They used the postclassification pseudolabels to train a capsule
neural network for CDCD. Shao et al. [106] used a neural
network to map heterogeneous satellite and unmanned aerial
vehicle images to a high-dimensional feature space for CD,
mitigating the differences between heterogeneous images, such
as color, resolution, disparity, and image distortion. Liu et al. [35]
proposed a super-resolution-based change detection network
with stacked attention modules, which can reduce intraclass
heterogeneity and inter-class similarity in images with different
spatial resolutions. Li et al. [107] constructed a spatial self-paced
convolutional network for unsupervised CDCD. It integrated
self-paced learning into the convolutional network to dynami-
cally select reliable samples for learning the representation of
the relationship between heterogeneous images. Li et al. [108]
proposed a deep translation-based change detection network
(DTCDN) for optical and SAR images. The deep translation
mapped images from one domain (e.g., optical) to another
domain (e.g., SAR) using a cyclic structure, enabling feature
representation in the same feature space. Lv et al. [109] con-
nected a pair of heterogeneous image patches and used the UNet
neural network to learn shared abstract features for CDCD. They
embedded multiscale convolution modules in the UNet to cover
ground objects of various sizes and shapes in the image scene.
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(b) Single-Stream Network for Images With Different Imaging
Conditions: Regarding CDCD with different imaging condi-
tions, Gong et al. [110] proposed a DL-based CDCD algorithm
for multitemporal SAR image analysis. They first performed
joint classification on two original images and then built a
single-stream deep neural network. This method reduces the
influence of speckle noise. Gong et al. [111] used sparse autoen-
coders to transform logarithmic ratio difference features into an
appropriate feature space, enabling CDCD of SAR images at
different imaging conditions. Jaturapitpornchai et al. [112] used
the UNet architecture to identify the locations of newly built
structures in SAR images. This method not only learns changes
in structures and other regions based on intensity variations, but
also incorporates visual features of structures and nonbuilding
objects, distinguishing changes related to newly built structures
from other types of changes. Caoetal. [113] combined a deep de-
noising model and CNN to constructa CDCD algorithm for SAR
images. They used deep denoising to preserve useful features
and suppress noise in SAR images, and then input the denoised
difference map into the CNN for feature learning to obtain the
CM. Li et al. [114] proposed a multiscale fully convolutional
neural network (MFCN) to relief the influence of unbalanced
samples so that deep features could be effectively extracted. Li
et al. [115] introduced an end-to-end CDCD network named
TransUNetCD, which amalgamates the merits of both the trans-
former and UNet architectures. This innovative network adeptly
represents local-global semantic attributes of images acquired
under different imaging conditions, consequently mitigating the
influence of spurious variations.

The network structure of single-stream deep feature learning
is relatively simple, as it contains only one primary data flow,
thereby reducing the complexity of the model and the difficulty
of training. However, in the single-stream structure, the network
typically performs simple substraction or concatenation opera-
tions on multitemporal images at the feature input stage, without
fully utilizing the interrelatedness and complementarity of the
image data. As aresult, it may not fully exploit the discriminative
features required for CDCD.

(2) Siamese Network: A Siamese network consists of two
identical or similar subnetworks. Each image is fed into one
branch of the Siamese network’s subnetwork for feature extrac-
tion. The features from both branches are then fused using a
feature fusion module for feature representation, and the features
are decoded to generate the CDCD results.

(a) Siamese Network for Heterogeneous Images: Regarding
CDCD with heterogeneous images, Zhao et al. [116] constructed
a neural network with coupling layers on both sides, containing
an equal number of layers, to transform heterogeneous images
into the same feature space. Liu et al. [117] proposed a symmet-
ric convolutional coupling network (SCCN) for heterogeneous
images. It transforms the input images into a feature space and
applies a thresholding algorithm to learn deep features. Chen
et al. [10] presented a universal deep Siamese convolutional
multiple-layer recurrent neural network (SiamCRNN) appli-
cable to heterogeneous images. Shi et al. [118] proposed an
end-to-end CDCD method based on feature space constraint.
It adopts a Siamese encoder to extract image features and then
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computes the gram matrix of the feature correlations to project
the image representation into different feature spaces. Seydi
et al. [119] introduced a deep Siamese morphological neural
network (DSMNN-Net), combining multiscale convolutional
layers and morphological layers to generate deep features for
CDCD. Chen et al. [120] proposed an attention-guided Siamese
fusion network for CDCD, where feature fusion is achieved by
using an attention information fusion module. Wu et al. [121]
presented an unsupervised CDCD method that includes a con-
volutional autoencoder (CAE) for feature extraction. The CAE
eliminates most redundancies in heterogeneous images, and the
commonality autoencoder aligns the feature representations of
the transformed images. Luppino et al. [122] utilized two fully
convolutional networks to map the heterogeneous images from
one domain to another and proposed the X-Net architecture.
Jiang et al. [123] proposed a semi-supervised Siamese network
(S3N) based on transfer learning. In S3N, the layer weights
of deep-level features are trained using the transfer learning
strategy, reducing the computational cost. Moreover, some re-
searchers have used domain-specific affinity matrices and en-
forced the feature representations of heterogeneous images in
the embedding space using these relationships [122], [124].

(b) Siamese Network for Images With Different Imaging
Conditions: As for CDCD with different imaging conditions,
Zhan et al. [125] addressed the problem by first training a
Siamese convolutional network using a weighted contrastive
loss (CL). This network directly extracts features from image
pairs, and the distance between the feature vectors is used to
detect changes between image pairs with significant temporal
differences. Daudt et al. [126] [127] proposed three widely
used end-to-end CD frameworks, termed as FC-Siam-conc,
FC-Siam-diff, and FC-EF-Res, by adopting fully convolution
network without pretraining or transfer learning. Liu et al. [128]
proposed a novel network architecture that combines CNNs
with bidirectional long short-term memory (BiLSTM) networks
to extract joint spectral-spatial-temporal features from dual-
temporal multispectral images. Chen et al. [129] proposed a
deep Siamese domain adaptation convolutional neural network
(DSDANet) architecture for CDCD. First, the model extracts
spatiotemporal spectral features from multitemporal images .
Then, the learned features are embedded into a reproducing
kernel Hilbert space to achieve explicit distribution matching
between the two domains. Xu et al. [130] proposed a multidirec-
tional fusion perception network that combines different types
of features through multidirectional fusion paths (MFP) and an
adaptive weighted fusion (AWF) strategy. Zhang et al. [131]
proposed a Siamese CD network called SMD-Net, which is
based on the incremental enhancement of change region in-
formation using multiscale difference maps. Sun et al. [132]
constructed a Siamese nested UNet (SANet) with a graph atten-
tion mechanism. By training the model on the distorted images,
this method effectively improved the CDCD accuracy with
differentimaging conditions. Chenetal. [133] designed a feature
constraint CD network (FCCDN) to extract and fuse multiscale
features. They also proposed a self-supervised learning-based
strategy to constrain feature learning and reduce the impact of
varying imaging conditions. Chen et al. [134] designed a feature
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difference enhancement module to learn more discriminative
features, aiming to reduce intraclass variance and mitigate the
impact of imaging conditions. Hu et al. [135] proposed a novel
self-supervised hyperspectral spatiotemporal spectral learning
network called HyperNet, which aims to enhance the robustness
of building CD in diverse imaging conditions. Zhang et al.
[136] introduced a Siamese U-shaped architecture within the
framework of the transformer network, termed as SwinSUNet,
capable of concurrently processing images with different imag-
ing conditions while effectively represent dual-temporal fea-
tures. Fang et al. [137] proposed a generalized CD architecture,
MetaChanger, which uses a flow-based double alignment fusion
(FDAF) module to interactively fuse the two-branch features of
the twin network to overcome the problem of domain differ-
ences in different temporal images. Feng et al. [138] proposed
a dual-branch multilevel intertemporal network (DMINet) to
efficiently derive change representations and suppress change-
independent interference by unifying self-attention and cross-
attention to obtain inter-period joint-attention. Zhang et al. [139]
proposed the asymmetric cross-attention hierarchical network
(ACAHNet), which combines CNN and transformer in a
series-parallel manner to eliminate pseudovariations caused by
different imaging conditions based on their complementary
advantages.

The Siamese network allows for separate feature extraction
from cross-domain images, and the features from both branches
are compared and fused in the feature fusion module. This
enables Siamese network to effectively integrate information
from multiple data sources and leverage the characteristics of
heterogeneous or differently imaged conditions to enhance the
overall performance of CD. However, the Siamese network also
requires learning additional parameters to explore the relation-
ship between the subnetworks, making the training and opti-
mization process more complex compared to the single-stream
neural networks.

(3) Generative Adversarial Network (GAN): Currently, most
DL-based CDCD methods attempt to design complex neural
networks with powerful feature learning capabilities, overlook-
ing the common occurrence of domain shift phenomena, which
results in limited generalization of the models. To address this
problem, researchers have been exploring the development of
more generalized feature representation models. Among them,
generative cross-domain feature learning has attracted extensive
attention. This method focuses on representing the features of
different domains, and the knowledge learned depends on the
two input domains.

(a) GAN for Heterogeneous Images: As for CDCD with
heterogeneous images, Niu et al. [140] proposed an unsuper-
vised translation network based on conditional GAN (cGAN) to
convert optical images into SAR images in a shared embedding
space. Gong et al. [141] constructed a coupled GAN associated
with the coupled variational autoencoder to perform isomorphic
transformations on the heterogeneous images. Li et al. [108] uti-
lized a GAN to construct a deep translation network that achieves
domain representation of features extracted from heterogeneous
image and proposed a DTCDN for CDCD. Luppino et al. [122]
utilized two autoencoders and proposed the ACE-Net framework
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by aligning code speces with adversarial training. Jia et al. [142]
proposed novel binary adversarial autoencoders with structural
self-similarity (BASNet) for detecting land cover changes in
heterogeneous images. The structural consistency loss is defined
by the cross-pattern distance in a novel affinity space, which
enforces the network to transform the heterogeneous images into
a common domain for feature representation. Based on Cycle-
GAN, Liu et al. [143] proposed an unsupervised CD method to
learn the mapping relationship between heterogeneous images.
Specifically, it transforms an image (e.g., SAR) from its original
feature space to another feature space (e.g., optical). Manocha
etal. [144] proposed an image translation process-oriented Deep
Adaptation-based Change Detection Technique (DACDT), in
which GAN is used to encode and transform optical and SAR
images to the same domain.

(b) GAN for Images With Different Imaging Conditions: As
for CDCD with different imaging conditions, Kuo et al. [145]
proposed a framework for handling CDCD at the semantic
level. This framework connects the source and target domains
through semantic consistency. Kousuke et al. [146] utilized
GANSs to address domain shift issues. Specifically, they em-
ployed a GAN-based transformer to map the features from
the target domain to the source domain, treating the CDCD
as an intradomain detection task. Jian et al. [147] developed a
GANs-based one-class classification technique for CDCD. The
method utilizes unaltered image sequences to train a GAN that
generates changed data. Yang et al. [148] proposed a selective
adversarial adaptation-based framework, which utilizes two do-
main discriminators to establish domain adaptation relationships
between multiple source domains and a target domain. Chen
et al. [50] utilized generative adversarial training to generate
dual-temporal images that reflect various types of changes in
buildings. They then employed CDNet to extract the changed
regions in the buildings. Liu et al. [149] proposed a supervised
domain adaptation framework method, which utilizes gener-
ative adversarial learning with cycle-consistency constraints
to achieve cross-domain style transfer and learns domain-
invariant features to represent different feature distributions in
the feature space. Wu et al. [6] proposed a framework called
fully convolutional change detection with generative adversar-
ial networks (FCD-GAN), which unifies unsupervised, weakly
supervised, semi-supervised, and fully supervised CD and
models spectral and spatial variations between multitemporal
images.

GANs achieve feature representation through cross-modal
learning, enabling the learning of feature mapping relation-
ships between different domains. By optimizing the balance
between the generator and discriminator, GANs can obtain
more robust feature representations. It means that GANs can
handle images from different sensors and imaging conditions,
thereby better adapting to cross-domain scenes. However, the
training process of GANs is complex and prone to issues like
mode collapse and mode oscillation, which can lead to training
instability or convergence difficulties. In addition, generated
images may suffer from missing details, blurriness, or lack of
realism, which can impact the accuracy and reliability of feature
representation.
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C. Change Detectors

Change detectors refer to a collective term for mathematical
methods and artificial models that transform acquired features
and various prior information into CDCD results. As the final
stage of the CDCD process, the efficiency of change detectors
significantly impacts the result of CDCD. Based on whether
the detection results are learned in conjunction with features,
change detectors can be classified into two categories: feature
similarity-based and joint feature-loss learning methods. Details
of these change detectors are shown in Table II.

1) Feature Similarity-Based Change Detectors: Feature
similarity-based change detectors rely on feature engineering
and detect the change by measuring the degree of similarity
between image features in two periods. The main quantita-
tive metrics for feature similarity are Euclidean parity [150],
cosine similarity [152], and maximum mean discrepancy
(MMD) [154]. In addition to generating distance maps by
performing pixel-by-pixel distance calculations on two-phase
images [155], [157], features selected in layers can be concate-
nated to construct depth-varying super-vectors [158] with spe-
cific components having higher absolute values on the changed
pixels than the unchanged ones. For MMD, single-core MMD
features have limited capability to represent and studies often
use multiple-kernel MMD (MK-MMD) [153], [154]. The MK-
MMD-based change detectors can use training data containing
only sparse annotations to accomplish knowledge migration
between different domains. In addition, initial CM optimiza-
tion strategies [140] are also widely used in CDCD, and this
class of methods adjusts the detection results by performing
algebraic operations [148] on the patches marked as changed
versus unchanged in the initial CM. For example, Celik et al.
[159] and Pual et al. [151] obtained the image difference feature
maps by simple algebraic computation and depth feature maps,
respectively, and then processed them by conventional PCA
and clustering to obtain the CMs. Sun et al. [76] achieved CD
with Markov Random Fields (MRFs) using local similarity as a
constraint and change energy as a basis in heterogeneous images.
In addition, Sun et al. [16] fused superpixel-based feature ex-
traction with change vectors and achieved multimodal CDCD
by segmentation optimization of conditional random fields.
Considering the advantages of graph structure in establishing
heterogeneous image associations, Sun et al. [81] constructed
similarity maps for images to generate difference maps, and then
achieved CD by threshold segmentation and superpixel-based
MRE. Niu et al. [140] used cGAN to represent SAR images and
optical remote sensing images in an approximately consistent
form and then achieved CDCD by direct comparison for dif-
ference. Mignotte used spatial self-similarity at different scales
of heterogenous images for approximate encoding and MRF
in iterative conditional mode for CDCD of the final difference
map [75]. Liu et al. [149] used convolution and coupling layers
to extract domain invariant features from heterogeneous images
and then used threshold segmentation based on pixel distance
to obtain the CM. Touati et al. [74] converted the multimodal
CD problem to a unimodal CD problem using concentric in-
variant convolution model mapping to project pre-event images
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TABLE II
SUMMARY OF AVAILABLE CHANGE DETECTORS

Change Methods Formula Explanation References
detectors
Euclidean d (Xl7 X2) = fv:l (:c% — mf)Q d(Xl,X2) is the distance between features; IV is [150] [151]
distance the feature dimension; z} and 22 are eigenvalues
for each dimension.
N 1.2
Feature Cosine d(x1,x?) = Zi:; Zeli S d(X1', X?) is the distance between features; N is  [152]
similarity ~ similarity \/Zfil(wl) \/Zf\rﬂ(z?) the feature dimension; rll and zf are eigenvalues
for each dimension.
Maximum  d(X1!, X?2) = H% N (feh) - f(zf))” d(X1, X?2) is the distance between features; N is  [153] [154]
mean dis- H the feature dimension; a:ll and mf are the respective
crepancy dimensional eigenvalues; f(-) denotes a mapping
from the original space to the regenerated Hilbert
space; ||-||;; denotes regenerative Hilbert space
normalization.
Cross- L(fs 71 mel(m(—(l = Lv)log(ya) Loss denotes loss values; mean(-) denotes aver- [108]
entropy — Lo - log(1 —ya)) aging; and L, is the label value, which is taken
loss as 0 when the pixel prediction result is consistent
with the true label, and 1 when it is not; y,4 is the
predicted probability of the pixel category obtained
by feature similarity determination.
_ 1 2
Joint Contrastive Loss = gmean((1 _QL”)d Loss denotes loss values; the mean(-) and [155] [156]
feature- loss +Ly - maz(0,m — d)*) maz(-) denote the averaging and maximizing op-
loss erations, respectively; d is the inter-pixel distance
learning and m is the distance threshold, if d > m then the
pixel pair is non-similar; L, is the label value,
which is 0 when the pixel pair is judged to be
similar and 1 if not.
_ v
Focal Loss mean (-~ (17 Lv) (1 = ya)log (yd)Loss denotes loss values; mean(-) denotes aver- [108] [156]
loss —Ly(1 = a)yy - log (1 — ya)) aging; and L, is the label value, which is taken

as 0 when the pixel prediction result is consistent
with the true label, and 1 otherwise; y4 is the
predicted probability of the pixel category obtained
by feature similarity determination; parameters o
and ~y are used to adjust the weights of positive
and negative samples and hard cases, respectively.

into postevent images for imaging and then used unsupervised
Markov models to generate binary CM. The method based
on feature similarity is highly interpretable but is difficult to
handle weighted optimization and pays insufficient attention to
important feature information. Usually, it can only be improved
by methods such as secondary judgment of results by manually
setting thresholds and lacks the ability to cope with CD problems
in complex scenes.

2) Joint Feature-Loss Learning Based Change Detectors:
The feature-loss joint learning based approach uses feature
similarity measures to obtain the independent variables of the
loss function in the feature learning process, and then constructs
the loss function by combining the change information of the
ground truth, and jointly learns the final change with the criterion
of minimizing the value of the loss function. For example, Chen
et al.[154] and Wang et al. [159] used the image pair metric
distance and frequency of occurrence as the basis for parameter
settings, respectively, and used CL to penalize the pixel pairs
whose sample pair similarity and variation were inconsistent.
Li et al. [108] used deep image translation based on the cyclic
structure to obtain similar features of heterogeneous images as
the basis for constructing the loss function and then combined
the information of each scale by focal loss (FL) to generate the

CM .. Luppino et al. [122] used the L2 distance measure between
image blocks to participate in the reweighting of change pixel
pairs by image translation loss, and then generated CM with
random field iterative optimization filtering and Otsu threshold-
ing method . Daudt et al. [127] combined land cover category
prediction tasks, prompting CD losses to take into account land
cover information for CM optimization. Li et al. [114] optimized
the loss function to reweight the binary cross-entropy loss using
the proportion of background (negative samples) in the image
to measure the degree of sample imbalance . However, due to
the distribution of change objects and the interference of back-
ground objects in the real world, it is difficult for a single loss
function to address issues such as sample imbalance and false
changes. Typically, a combination of different types of loss func-
tions is required to improve the robustness of change detectors in
complex backgrounds. By merging CL and FL., Wang et al. [ 160]
made the joint loss function more focused on low-confidence
nonbackground samples, while ensuring that the positive and
negative instance distance measures are reasonable. Cao et al.
[161] started from the inverse volume of the regional area and
performed weighted processing on the Generalized Dice Loss
(GDL). They then combined this with class frequency weighted
cross-entropy loss to improve change detector performance in
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TABLE III

DETAILED INFORMATION ON THE SELECTED CD METHODS

No. Method Type Publication Source
1 NPSG [16] PR, 2021 https://github.com/yulisun/NPSG
2 IRG-McS [76] TIP, 2021 https://github.com/yulisun/IRG-McS
3 INLPG [81] TGRS, 2022 https://github.com/yulisun/INLPG
4 GIR_MREF [78] Conventional methods ISPRS, 2022 https://github.com/yulisun/GIR-MRF
5 ISTCRF [82] PR, 2022 https://github.com/yulisun/IST-CRF
6 SCASC [83] TGRS, 2022 https://github.com/yulisun/SCASC
7 CICMM [74] ASTES]J, 2020 https://www-labs.iro.umontreal.ca/~mignotte/ResearchMaterial/index.html
8 FPMABA [75] TGRS, 2020 https://www-labs.iro.umontreal.ca/~mignotte/ResearchMaterial/index.html
9 cGAN [140] GRSL, 2019 https://github.com/llu025/Heterogeneous_CD/tree/master/Code-Aligned_Autoencoders
10 SCCN [117] TNNLS, 2018  https:/github.com/lIlu025/Heterogeneous_CD/tree/master/Code-Aligned_Autoencoders
https://github.com/Ilu025/Heterogeneous_CD/tree/
1 X-Net [122] TGRS, 2022 bbac43f8ac5a08d6£7925253377ebe866¢8¢2634/legacy/Deep_Image_Translation
https://github.com/llu025/Heterogeneous_CD/tree/
12 ACE-Net [122] TGRS, 2022 bbae43f8ac5a08d6f79a5253377ebe866e8e2634/legacy/Deep_lmage_Translation
13 FC-Siam-conv [126] DL-based methods ICIP, 2018 https://github.com/rcdaudt/fully_convolutional_change_detection
14 FC-Siam-diff [126] ICIP, 2018 https://github.com/rcdaudt/fully_convolutional_change_detection
15 MECN [114] GRSL, 2021 https://github.com/lixinghua5540/MFCN
16 FC-EF-Res [127] CVIU, 2019 https://github.com/rcdaudt/fully_convolutional_change_detection
17 DTCDN [108] ISPRS, 2021 https://github.com/lixinghua5540/DTCDN

scenarios with small targets and sample imbalances [161]. Zheng
et al. [162] combined the cross-entropy loss with the cube loss,
which effectively improved the CD performance of the detector
under edge errors and sample imbalance . To endow the loss
function with both spatial constraint and regional perceptual
properties, Peng et al. [163] focused on the hard samples with
FL and then combined it with the dice loss, which is robust to
sample imbalance, thereby enhancing the performance of the
semantic CD detector. In addition, the adversarial loss function
is often combined with GAN so as to reduce the feature do-
main shift between two periods of images due to illumination,
seasonal changes, etc. For example, Zhao et al. [164] used the
maximum mean deviation MMD to construct a loss function
for generative adversarial adaptation networks that can adjust
the mapping relations between predicted and real changes . The
loss function is easy to apply and can better handle problems
such as sample imbalance while improving the generalization
performance and noise immunity of change detectors, but is
highly dependent on hyperparameter settings when performing
weighted combination or assignment optimization.

III. EXPERIMENTS

In order to verify the performance of different CDCD meth-
ods, 17 methods are selected to conduct the experiment. These
17 methods can be divided into two categories: conventional
methods and DL-based methods. The specific information for
the selected 17 methods are summarized in Table III, including
method type, publication, and code link. In addition, this review
paper uses eight datasets corresponding to CDCD in two dif-
ferent situations, including heterogeneous images and images
with different imaging conditions. Each situation includes four
specific scenes, as shown in Figs. 8 and 9. These datasets were
widely utilized in the CD tasks. To quantitatively evaluate the
accuracy of these models, this article selected 10 evaluation
metrics, including false alarm (FA), missing alarm (MA), total
error (TE), overall accuracy (OA), Kappa coefficient (Kappa),
average accuracy (AA), completeness (CP), correctness (CR),

quality (QA), and F1-score (F1). These metrics are widely used
for evaluating CD accuracy and described in [8], [165].

Fig. 10, Tables IV and V present the results for the evaluation.
For clarity, Fig. 10 and Table IV show the qualitative and
quantitative performances of the 17 methods for the California
dataset, respectively, whereas Table V presents the results of the
FreshNet model for the eight datasets. A summary of the main
observations after conducting the experimental results follows.

1) The experiment demonstrates the superiority of DL-based
methods over conventional methods in CDCD. This can be
attributed to the remarkable learning capabilities of diverse
network architectures employed in DL-based methods.
These methods exhibit enhanced proficiency in detect-
ing both pseudochanges and real changes across various
cross-domain scenes. Consequently, they contribute sig-
nificantly to the advancement of CDCD.

2) The performance of a specific approach, such as FC-
EF-Res (see Table V), is different when applied to dif-
ferent datasets. Due to the different interfering factors
for the detection of real change areas in different cross-
domain scenes, and the uniqueness of each application
case. Therefore, improving the generalization of detecting
approaches is still required in the future study of CDCD.

IV. FUTURE DEVELOPMENTS OF CDCD METHODS

With the rapid development of computer technology, CDCD
methods have also been developed to be more intelligent, ac-
curate, and efficient. Datasets and models are two of the most
important factors that determine the capability of CDCD meth-
ods. In the future, CDCD methods will be developed in the fol-
lowing three directions: 1) Large-scale cross-domain datasets.
Currently, such datasets are not available and constructing such
datasets can provide data foundation for the development of
CDCD. 2) Foundation models. These models can be adapted to
various cross-domain scenes, which have strong generality and
robustness but may not achieve the highest accuracy in specific
scenes. 3) Specialized models. These models are only adapted
to specific cross-domain scenes, which are of high accuracy but
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Heterogeneous remote sensing images for evaluation of CDCD methods (CDCD 1), (a) California dataset, (b) U.K.-1, (¢) U.K.-2, (d) Texas dataset.

TABLE IV
QUANTITATIVE COMPARISON USING TEN METRICS AMONG THE SELECTED METHODS FOR THE CALIFORNIA DATASET

No. Methods FA MA TE OA Kappa AA CP CR QA F1
1 NPSG 0.0243  0.5612  0.0495 0.9505 0.4283 0.7216  0.4388 0.4707 0.2938 0.4542
2 IRG-McS 0.0232 04658 0.0410 09590 0.4903 0.7356  0.5342  0.4908 0.3437 05116
3 INLPG 0.0145 0.6774 0.0774 0.9226 0.4059 0.8159 03226  0.6989 0.2832 0.4414
4 GIR_MRF 0.0237  0.4421 0.0394 09606 0.4953 0.7311 0.5579 04795 0.3475 05157
5 ISTCRF 0.0193 04793 0.0417 09583 0.5274 0.7783  0.5207 0.5810 0.3785  0.5492
6 SCASC 0.0263  0.4644 0.0413 09587 0.4490 0.7012 0.5356  0.4190 0.3073  0.4702
7 CICMM 0.0389  0.8947 0.1009 0.8991 0.0811 0.5533  0.1053 0.1743  0.0702  0.1312
8 FPMABA 0.0307  0.5747 0.0487 09513  0.3409 0.6505 0.4253  0.3208 0.2238  0.3657
9 cGAN 0.0258  0.6970 0.0692  0.9308 0.3265 0.7006  0.3030 0.4484 0.2207 0.3616
10 SCCN 0.0069 0.7243  0.1052 0.8948 03766  0.8800 0.2757 0.8638  0.2642  0.4180
11 X-Net 0.0188  0.7388  0.0930 0.9070 0.3253  0.7679  0.2612  0.6154 0.2245  0.3667
12 ACE-Net 0.0189 0.7352  0.0912 09088 0.3285 0.7668  0.2648 0.6112 0.2266  0.3695
13 FC-Siam-conv  0.0132 0.1613 0.0187 0.9813 0.7593 0.8518 0.8387 0.7099 0.6246  0.7689
14 FC-Siam-diff ~ 0.0187  0.2540  0.0268 09732 0.6436  0.7892  0.7460  0.5875  0.4895  0.6573
15 MFCN 0.0098  0.1598 0.0159 09841 0.8035 0.8892 0.8402 0.7853 0.6832  0.8118
16 FC-EF-Res 0.0088  0.1099 0.0128 0.9872  0.8400 0.9013  0.8901 0.8072 0.7341  0.8466
17 DTCDN 0.0147 04375 0.0371 09629 0.5973 0.8290 0.5625 0.6823  0.4457 0.6166
TABLE V

PERFORMANCE COMPARISON OF FC-EF

-RES ON DIFFERENT CROSS DOMAIN SCENES INCLUDING CDCD 1 AND CDCD 2

Scenes Dataset FA MA TE OA Kappa AA CP CR QA Fl1
California  0.0088  0.1099  0.0128  0.9872  0.8400 0.9013  0.8901 0.8072  0.7341  0.8466
CDCD 1 UK-1 0.0097  0.3319 0.0353  0.9647 0.7318 09139  0.6681 0.8559 0.6006  0.7504
UK-2 0.0072  0.0504 0.0123  0.9877 09413 09701 0.9496 0.9469 0.9016  0.9483
Texas 0.0027  0.0364 0.0063  0.9937 0.9669 0.9865 0.9636  0.9773  0.9426  0.9704
CDD-1 0.0263 02376  0.0396  0.9604 0.6871  0.8226  0.7624  0.6613  0.5483  0.7082
CDCD 2 CDD-2 0.0168  0.3183  0.0307 0.9693 0.7939 0.9825 0.6817 0.9977 0.6806  0.8100
LEVIR-1 ~ 0.0069 0.0599 0.0127 0.9873 0.9346 0.9680 0.9401 0.9433  0.8898  0.9417
LEVIR-2  0.0120 0.1008 0.0199 0.9801 0.8778 0.9343 0.8992 0.8783 0.7996  0.8886
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Fig. 9. Images acquired with different conditions for evaluation of CDCD
methods (CDCD 2), (a-b) CDD dataset, (c-d) LEVIR dataset.

may not strong generality when the predict domain are different
from the specific scene.

A. Large-Scale CDCD Datasets

Constrained by the costs of manual annotation and the chal-
lenges of visual interpretation, the current collection of open
source remote sensing CD datasets predominantly comprises
same-domain images, with relatively fewer cross-domain im-
ages. Moreover, in terms of change annotation types, both same-
domain and cross-domain images only focus on a single category
or a few specific types of change objects, such as buildings [166],
vegetation [167], rivers [167], [168], etc. Generally, the same-
domain multicategory datasets containing change information
for building-related surface cover objects and vegetation-related
surface cover objects [168], [169], [170], and the cross-domain
multicategory CD datasets consisting of instances of change
in different categories such as buildings and roads [171]. This
also leads to high accuracy on same-domain/cross-domain CD
datasets containing only a single/few types, but weak robustness
and generalization against multitype CDCD tasks when using
current data-driven DL models. With the types and numbers
of Earth observation satellites increasing and the diversity of
imaging conditions improving, the detection of changes in
large-scale multitype cross-domain remote sensing images has
gradually become a regular application scenario, which poses
great challenges to the datasets in terms of sample size, coverage,
semantic label richness, and heterogeneity of the preceding and
following temporal phases. At present, a number of large-scale
remote sensing datasets for multiple applications, represented
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by the Wuhan Multi-Application VHR Scene classification
dataset (WH-MAVS) [172], attempt to bridge the gap between
algorithmic research and field applications by improving the
completeness of the datasets; and the artificial intelligence large
models, led by ChatGPT, have shown great potential in remote
sensing research with their excellent performance in research
such as geographic quiz. Therefore, building large-scale mul-
titype cross-domain datasets, with large model-oriented, wide
range, multitemporal, and multiapplication as the main objective
in designing datasets, is one of the important research directions
for CDCD in the future.

B. Foundation Models

Foundation models have made significant progress in natural
image-based visual tasks due to their good scalability and rep-
resentation ability. These models are usually pretrained using
large-scale and diverse datasets and can be adapted to a range
of downstream tasks by fine-tuning model parameters, such as
CLIP [173], ALIGN [174], Florence [175], and NUWA [176]
models. Foundation model has also gradually extended to the
field of remote sensing image perception. Wang et al. [177]
proposed the remote sensing foundation model, which uses
masked image modeling to obtain initial weights through un-
supervised pretraining on a large-scale remote sensing dataset.
Sun et al. [178] proposed a foundation model, which is called
as RingMo, with masked image modeling for remote sensing
feature representation . RingMo consists of two steps: the first
step for generating a large-scale dataset, whereas the second
step for proposing a training method for downstream tasks.
In these works, fine-tuning experiments on multiple remote
sensing tasks show that the foundation model has advantages
in accuracy, efficiency, and interpretability. Incorporating the
foundation vision-language model, Dong et al. [179] estab-
lished ChangeCLIP, which is a new paradigm for CCDC. It
incorporated a vision-language-driven decoder for combination
of image-text encoding and visual feature decoding. In order
to enhance the mining capabilities from spectral data, Hong
et al. [180] proposed a universal remote sensing foundation
model, named Spectral GPT, by using a novel 3-D generative
pretrained transformer, which advances downstream CD tasks.
Li et al. [181] built a universal foundation model-based CD
method to make full use of knowledge of foundation models
for CD, in which the frozen foundation model (e.g., CLIP) was
utilized. Aiming at enhance the ability of foundation models in
dealing with cross-domain images, Guo et al. [182] introduced
SkySense, which incorporated multimodal spatiotemporal en-
coders and included over billions of parameters. With the de-
velopment of remote sensing technology and computer science,
proposing a CD foundation model or a high-level remote sensing
data foundation model containing CD will be the direction of
future development. Due to the large number of parameters
in the foundation model and the large training dataset used,
how to extract discriminative information that adapts to various
downstream tasks to learn better ground object representations
while significantly reducing computational cost and memory
footprint will be a challenge for this research.
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CDCD results with different methods for the California dataset: (a) Reference image, (b) NPSG [16], (c) IRG-McS [76], (d) INLPG [81],
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(e) GIR_MREF [78], (f) ISTCRF [82], (g) SCASC [83], (h) CICMM [74], (i) FPMABA [75], (j) cGAN [140], (k) SCCN [117], (1) X-Net [122], (m) ACE-Net [122],
(n) FC-Siam-conv [126], (o) FC-Siam-diff [126], (p) MFCN [114], (q) FC-EF-Res [127], (r) DTCDN [108].

C. Specialized Models

In contrast to foundation models, specialized models effec-
tively solve one or more bottlenecks in CDCD by specializing
in the design of some modules, thereby improving the accuracy
of CD in specific scenes. Sun et al. [16] used nonlocal similar-
ity to detect changes between optical and SAR images. They
established a connection between heterogeneous data based on
nonlocal patch similarity and then measured the change level
based on whether the graph structures of the two images were
consistent, overcoming the problem that the optical and SAR
images cannot be directly compared due to differences in the
physical quantity. Yang et al. [20] proposed an unsupervised CD
method based on a time-distance-guided convolutional recurrent
network, which uses a novel time-distance-guided long short-
term memory unit to suppress the influence of pseudochanges
caused by seasonal variations. They added time-distance-guided

gate modeling to the input gate and forget gate of the traditional
long short-term memory (LSTM) network to adapt irregular
time distances, thereby improving the feature extraction ability
of time series images with irregular time distances and thus
solving the problem caused by seasonal variations. To effectively
utilize remote sensing images with different spatial resolutions,
Liu et al. [35] proposed a CD method based on image super-
resolution and attention mechanism, where super-resolution
can solve the influence of different distributions, and attention
mechanism can enhance the useful information in multiscale
features, thus achieving high-precision CDCD with different
spatial resolutions. Generally speaking, one type of technology
can effectively solve a specific problem from CDCD. Some
technologies, such as generative adversarial models, can also
be used for multiple CDCD scenes, such as CD using optical
and SAR images [108] and CD of optical images in different
imaging conditions [13]. Nevertheless it can be concluded that,
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to improve the accuracy of CD in specific cross-domain scenes,
specialized models need relatively complex network structures
or relatively strict constraints, resulting in numerous model
parameters and weak generalization performance. How to use
CDCD models with simpler structures or looser constraints for
a specific scene will be future challenge.

V. CONCLUSION

With the rapid development of remote sensing imaging tech-
nology, a significant amount of cross-domain images are now
collected by different sensors or under different imaging condi-
tions. CDCD methods aim to address the problems caused by
these cross-domain images, such as different physical observa-
tions, noise effects or illumination, and thus play critical role
in emergencies and high-precision demanded CD tasks. This
article summarizes the recent advances in image preprocessing,
feature representation, and change detectors. Emphasis was paid
to the feature representation part because it represents the core of
CDCD methods. We classified the feature representation tech-
nology into two key categories, i.e., conventional methods and
DL-based methods. The former one relies on expert-designed
techniques, whereas the latter one utilizes the capabilities of
DL-based methods. Experiments have also been conducted
to compare 17 widely adopted methods over different cross-
domain scenes and reveal the advantages of DL-based methods,
compared to conventional methods. Finally, with the availability
of cross-domain images and development of DL technology, fu-
ture developments of CDCD are presented, including large-scale
CDCD datasets, foundation models, and specialized models. We
anticipate that the performance of CDCD methods will be greatly
improved in terms of efficiency, accuracy and intelligence, and
consequently benefit downstream applications in the future.
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