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Efficient Polarization Demosaicking Via Low-Cost
Edge-Aware and Inter-Channel Correlation

Guangsen Liu , Peng Rao , Xin Chen , Yao Li , and Haixin Jiang

Abstract—Efficient and high-fidelity polarization demosaicking
is critical for the industrial applications of division of focal plane
(DoFP) polarization imaging systems. However, existing methods
often struggle to balance speed, accuracy, and complexity. This
study introduces a novel polarization demosaicking algorithm that
interpolates DoFP images within a three-stage basic demosaicking
framework. Our method incorporates a DoFP low-cost edge-aware
technique (DLE) to guide the interpolation process. Furthermore,
inter-channel correlation is used to calibrate the initial estimate
in the polarization difference domain. The proposed algorithm is
available in both lightweight and full versions, designed for differ-
ent application requirements. Experiments on simulated and real
DoFP images demonstrated that both versions achieve the high-
estt interpolation accuracy and speed, respectively, among existing
interpolation-based algorithms and significantly enhanced visuals.
The lightweight and full versions efficiently processed a 1024 ×
1024 image on an AMD Ryzen 5600X CPU in 0.1402s and 0.2693s,
respectively. Additionally, as our methods operate within a 5 × 5
window, parallel acceleration on graphics processing units (GPUs)
or field-programmable gate arrays (FPGAs) is highly feasible.

Index Terms—Polarization demosaicking, polarization remote
sensing, division of focal plane (DoFP), interpolation, edge-aware,
inter-channel correlation, polarization image dataset.

I. INTRODUCTION

POLARIZATION, a fundamental property of light, reveals
several characteristics such as surface roughness [1], three-

dimensional normals [2], and material composition [3] of ob-
jects. Hence, polarization imaging technology that captures
this information has been widely applied across various fields,
including autonomous driving [4], target detection [5], three-
dimensional reconstruction [6], material identification [7], de-
fogging [8], and biomedical imaging [9].

Advancements in polarimetric imaging sensor technology
have increased the importance of the division of focal plane
(DoFP) polarimetry in various polarimetric imaging systems,

Received 10 October 2024; revised 9 November 2024; accepted 14 November
2024. Date of publication 19 November 2024; date of current version 31
December 2024. (Corresponding author: Peng Rao.)

Guangsen Liu, Yao Li, and Haixin Jiang are with the University of Chinese
Academy of Sciences, Beijing 100049, China, and also with the Key Labo-
ratory of Intelligent Infrared Perception and Shanghai Institute of Technical
Physics, Chinese Academy of Sciences, Shanghai 200083, China (e-mail:
liuguangsen20@mails.ucas.ac.cn; liyao201@mails.ucas.ac.cn; jianghaixin22@
mails.ucas.ac.cn).

Peng Rao and Xin Chen are with the Shanghai Institute of Technical Physics,
Chinese Academy of Sciences, Shanghai 200083, China, and also with the
Key Laboratory of Intelligent Infrared Perception, Chinese Academy of Sci-
ences, Shanghai 200083, China (e-mail: peng_rao@mail.sitp.ac.cn; chenxin@
mail.sitp.ac.cn).

Digital Object Identifier 10.1109/JPHOT.2024.3502117

Fig. 1. Schematic of the patterns of (a) a 5×5 PFA and (b) a 5×5 CFA.

owing to its miniaturisation and real-time data acquisition capa-
bilities. However, DoFP polarization imagers inherently com-
promise spatial resolution to facilitate the simultaneous acqui-
sition of high-temporal-resolution optical signals from multiple
polarization channels. DoFP cameras incorporate a polarization
filter array (PFA) with orientations of 0◦, 45◦, 90◦, and 135◦

emulating the pixel arrangement within the colour filter array
(CFA) (Fig. 1). Consequently, DoFP faces challenges akin to
those encountered by CFA, particularly in the complex task
of reconstructing a full polarization image from incomplete
channel data. Such reconstruction necessitates that for each pixel
of a DoFP image, the information from the remaining three
channels must be accurately inferred to construct a complete
description of the polarization state.

Although colour demosaicking has been extensively re-
searched, yielding numerous efficient algorithms [10], [11],
[12], [13], [14], [15], these methods cannot be directly applied
to polarization demosaicking owing to the distinct channel dis-
tributions and correlations present in this task [16].

Numerous interpolation-based algorithms have been devel-
oped for demosaicking DoFP images to mitigate instanta-
neous field of view (IFoV) errors [17] and enhance spatial
resolution. Traditional methods such as the nearest-neighbour
(NN), bilinear (BI), and bicubic (BCB) [18] algorithms per-
form interpolations on individual channels. As low-pass fil-
ters, these techniques often generate pronounced artefacts in
high-frequency parts. Zhang et al. [19] introduced an algorithm
employing intensity correlation among polarization channels
(ICPC) that identifies edges and interpolates images along a
single direction. However, this binary decision approach is
prone to significant information loss. Li et al. [20] proposed
Newton’s polynomial (NP) interpolation method to diminish
artefacts and reduce information loss via weighted interpolations
within the polarization difference domain. This method though
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advantageous, requires a manually set, fixed decision thresh-
old, leading to the potential over- or under-estimation of pixel
values. Morimatsu et al. [21] developed the edge-aware resid-
ual interpolation (EARI) technique, which utilizes an intensity
map as a base for guided filtering in the residual domain,
enhancing interpolation precision, but at a significantly higher
cost. Algorithms based on inter-channel correlation, such as
PCDP [22], maintain low computational overhead by retain-
ing only convolutional operations; nonetheless, they neglect
directional interpolation, leading to visual errors, such as the
‘zip’ effect, and mediocre performance on metrics such as peak
signal to noise ratio (PSNR), root mean squared error (RMSE),
and structural similarity index measure (SSIM). Polarization
demosaicking using edge compensation (PDEC) [23] addresses
this by applying a single-channel Hamilton–Adam (HA) inter-
polation on bilinear-interpolated images. However, this merely
blurs IFoV errors without genuinely resolving the loss of in-
formation during the interpolation process. These challenges
highlight the importance of selecting appropriate interpolation
directions for reconstructing high-precision polarization images.
Despite extensive studies, existing interpolation-based DoFP
demosaicking methods still suffer from high computational costs
and insufficient image quality in real-time applications.

Optimization-based and data-driven algorithms have emerged
as focal points in recent studies. The sparse representation
method [24] yields significant improvements in demosaicking;
however, its computational complexity limits its applicability
to real-time imaging. Deep learning-based demosaicking [25],
[26], [27] has advanced considerably; however, training such
models requires high-quality data and substantial computa-
tional resources. Moreover, simultaneously acquiring DoFP and
ground-truth images remains challenging. These issues con-
strain the broad industrial adoption of deep learning techniques
for DoFP demosaicking.

Summarily, although current demosaicking methods strive for
simplicity, accuracy, and real-time execution, they still face chal-
lenges in balancing complexity, precision, and speed effectively.

This study developed a demosaicking method that reduces
computational overhead while enhancing image quality, partic-
ularly for industrial applications. Our main contributions are as
follows:

1) We introduced a three-stage interpolation-based polariza-
tion demosaicking framework (TIPDF) to standardise the
interpolation steps for four-channel DoFP images. This
framework is divided into three primary phases: estima-
tion of orthogonal channel planes, determination of non-
orthogonal channel planes, and refinement of interpolation
results.

2) We developed a novel polarization demosaicking algo-
rithm that employs a low-cost edge-aware and inter-
channel correlation (LEIC) method to facilitate rapid high-
quality reconstruction of DoFP polarization images. Our
algorithm integrated a DoFP low-cost edge-aware (DLE)
technique to enable rapid interpolation decisions and an
inter-channel correlation calibration (ICCC) to refine the
initial estimates. For applications, a lighter version of

Fig. 2. Reconstruction workflow for DoFP polarization images.

LEIC, low-cost edge-aware polarization demosaicking
(LEPD) was introduced. We presented comprehensive
quantitative assessments and visual comparisons of our
reconstruction with other established algorithms using
publicly available datasets.

3) We created an outdoor long-wave infrared and visible
DoFP polarization image dataset (OLVD), which includes
thousands of LWIR and VIS DoFP images captured simul-
taneously or individually. Several scenes of OLVD were
used to evaluate the effectiveness of different demosaick-
ing methods on real DoFP images. The dataset will provide
a valuable contribution to subsequent research.

II. LINEAR POLARIZATION CALCULATION

The DoFP detector acquires polarization images by capturing
light through four distinct polarization filters. The polarization
state of light can be represented by a Stokes vector, denoted as
S = [S0, S1, S2, S3]. The first three components ofS are defined
as follows [27]:

S0 = 0.5(I0 + I45 + I90 + I135), (1a)

S1 = I0 − I90, (1b)

S2 = I45 − I135, (1c)

where Iθ represents the intensities measured by the DoFP de-
tector at polarization angles of θ, S0 corresponds to the total
intensity of incident light, and S1 and S2 correspond to the lin-
ear polarization components. The degree of linear polarization
(DoLP ) and angle of linear polarization (AoLP ) are commonly
used to describe polarization attributes, which are expressed as

DoLP =

√
S2
1 + S2

2

S0
, (2a)

AoLP = 0.5 arctan

(
S2

S1

)
. (2b)

The process of reconstructing and visualizing polarization
images is shown in Fig. 2.
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Fig. 3. Flowchart illustrating our polarization demosaicking process. Steps 1 to 3 each correspond to the three stages of TIPDF.

III. POLARIZATION DEMOSAICKING USING LOW-COST

EDGE-AWARE AND INTER-CHANNEL CORRELATION

In this section, we elaborate on the technical details of the de-
mosaicking algorithm developed in this study. Initially, we intro-
duce a TIPDF to guide the demosaicking process. Subsequently,
detailed computations are provided for the DLE technique,
orthogonal and non-orthogonal channel plane estimation, and
ICCC. A flowchart illustrating our polarization demosaicking
process is shown in Fig. 3.

A. Polarization Demosaicking Framework

The TIPDF is proposed to standardise the DoFP demosaicking
operation (Fig. 3). For a single DoFP image, missing pixels are
completed in the first two stages based on edge awareness, and
in the third stage the results are corrected using the observed
pixels of DoFP.

For PFA, the orthogonal channel pixels are arranged cen-
trosymmetrically among the neighbouring pixels of the inter-
polated pixel, facilitating directional interpolation. Therefore,
the missing orthogonal channel values corresponding to each
pixel are estimated first, ensuring that half the pixels in each
channel plane have values. Subsequently, both the DoFP and
orthogonal channel planes are utilized to estimate the remaining
two channels, compensating for the missing pixels across all
channels. This approach is inspired by NP [20], which has
been well used for industrial polarimetric imaging. However,
applying edge awareness in polarization demosaicking requires
addressing specific challenges, and we have implemented tar-
geted optimizations based on the TIPDF framework.

Edge detection and weight calculation are both time-
consuming and complex processes [20], [21]. To address this,
we introduce DLE technology for efficient and flexible edge
awareness. In the second stage, we propose the concept of
polarization channel difference gradient (PCDG) and use the
PCDG graph to guide edge determination.

In addition, because the correlation of the non-orthogonal
channels is stronger than that of the orthogonal channel, pri-
oritizing interpolation for the orthogonal channel may introduce
certain errors. The observed pixels of the DoFP image represent
the only accurate pixel information available. To maximize their
effectiveness, inter-channel correlation [22], [23] is employed to
further calibrate the polarization image, enhancing the overall
accuracy of the demosaicking process.

B. DoFP Low-Cost Edge-Aware

The Hamilton–Adams demosaicking algorithm (HA) is
widely recognized for demosaicking CFA images owing to
its ability to achieve notable results through simple computa-
tions [28], [29], [30]. We adapted the HA algorithm for PFA
images to streamline the interpolation decision-making process.
The application of the HA algorithm in orthogonal channels is
detailed below.

Consider M, the original DoFP image, consisting of m rows
and n columns. The set of all pixel coordinates is defined as
follows:

L = {(i, j) ∈ N2|i ∈ [1,m], j ∈ [1, n]}. (3)

First, the computations of first and second-order diagonal and
anti-diagonal partial derivatives of image M are conducted as
follows:

∂dM(i, j) =
M(i+ 1, j + 1)−M(i− 1, j − 1)

2
√
2

, (4a)

∂2
dM(i, j) =

M(i+ 2, j + 2) +M(i− 2, j − 2)− 2M(i, j)

8
,

(4b)

∂aM(i, j) =
M(i− 1, j + 1)−M(i+ 1, j − 1)

2
√
2

, (4c)
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∂2
aM(i, j) =

M(i− 2, j + 2) +M(i+ 2, j − 2)− 2M(i, j)

8
,

(4d)

where d and a denote the diagonal and anti-diagonal directions,
respectively.

Next, we calculate the local intensity variations as follows:

vd = |∂dM(i, j)|+
∣∣∣2√2∂2

dM(i, j)
∣∣∣ , (5a)

va = |∂aM(i, j)|+
∣∣∣2√2∂2

aM(i, j)
∣∣∣ . (5b)

The average of the neighbouring orthogonal channels in the
diagonal and anti-diagonal directions are expressed as

I
d
orth =

1

2
(M(i+ 1, j + 1) +M(i− 1, j − 1)), (6a)

I
a
orth =

1

2
(M(i+ 1, j − 1) +M(i− 1, j + 1)). (6b)

Further, the estimation of the orthogonal channel value at a
given position (i, j) is expressed as

Îorth(i, j) = ωd(I
d
orth − ∂2

dM(i, j))+ωa(I
a
orth − ∂2

aM(i, j)),
(7)

whereωd andωa denote the interpolation weights in the diagonal
and anti-diagonal directions, respectively. These weights are
determined based on the variations vd and va and satisfy the
normalization condition ωd + ωa = 1.

C. Orthogonal Channel Plane Estimation

The DLE is initially employed to estimate the values of the
orthogonal channels; these values can then be used to construct
the orthogonal channel plane. In certain previous demosaicking
methods, edge detection primarily depended on a basic ternary
edge classifier [11], [28]:

ωd =

⎧⎪⎨⎪⎩
0 if vd − va < −T

1 if vd − va > T

0.5 if |vd − va| ≤ T

. (8)

However, a limitation of this approach is the selection of the
threshold T for different scenarios. An improperly chosen T can
result in conflicting estimation results. Therefore, a continuous
function f(vd − va) is used to represent ωd. In this study, we
use the logistic function to calculate ωd as follows:

ωd = f(vd − va) =
1

1 + ek(vd−va)
, (9a)

k = k0
255

DR(M)
, (9b)

where k is a parameter used to modify the change in weights.
The logistic function ensures a continuous adjustment of the
weights, preventing the incorrect decisions that can occur with
a step function. Furthermore, ωa = f(va − vd) = 1− ωd, an
equivalent form of calculation for both weights. Given the in-
verse relationship between k and the range of (vd − va) and the
direct relationship between (vd − va) and the dynamic range
of the DoFP image DR(M), k is inversely proportional to

Fig. 4. Visualization of polarization channel difference gradients (PCDG).
(a) DoFP image. (b) Visualization of orthogonal polarization channel difference.
(c) PCDG in the horizontal direction. (d) PCDG in the vertical direction.
(e) Absolute PCDG.

DR(M). The value of k0 represents k when DR(M) = 255.
Experimental results using a range of k0 values ranging from
0.1 to 10.0 with a step size of 0.1 on Qiu et al.’s dataset [31]
revealed that the optimal PSNR was obtained at k0 = 1.0. Thus,
in this study, k0 = 1.0 is adopted.

Equation (7) utilizes the weights formulated in (9) to estimate
the orthogonal channel plane Îorth . The continuity of the lo-
gistic function will help the DLE to make flexible interpolation
decisions, which is the key to ensuring interpolation accuracy in
low-cost edge-aware process.

D. Non-Orthogonal Channel Plane Estimation

In a DoFP image, the horizontal and vertical neighbour-
ing pixels of each pixel correspond to different polarization
channels. Relying solely on the observed values for estimation
inevitably results in the loss of valuable information from the
other direction. The orthogonal channel plane addresses this
information loss, compensating for it by utilizing the fact that
the horizontal and vertical neighbouring pixels are channels
orthogonal to each other.

In CFA demosaicking, chrominance gradients are steeper
in the direction perpendicular to edges than that parallel to
them [32]. We adopted this perspective for DoFP images, indi-
cating that the polarization channel difference gradient (PCDG)
is significant in the trans-edge direction (Fig. 4). In this study,
PCDG serves as a reliable parameter for reflecting edges and
is utilized for edge-aware processing in horizontal and vertical
channels.

First, the orthogonal channel difference map is formulated as

Δ̂orth(i, j) = M(i, j)− Îorth(i, j). (10)

The first and second-order horizontal and vertical partial
derivatives of the orthogonal channel residual map are computed
as

∂hΔ̂orth(i, j) =
Δ̂orth(i, j + 1)− Δ̂orth(i, j − 1)

2
, (11a)

∂2
hΔ̂orth(i, j)

=
Δ̂orth(i, j + 2) + Δ̂orth(i, j − 2)− 2Δ̂orth(i, j)

4
, (11b)

∂vΔ̂orth(i, j) =
Δ̂orth(i+ 1, j)− Δ̂orth(i− 1, j)

2
, (11c)

∂2
vΔ̂orth(i, j)
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=
Δ̂orth(i+ 2, j) + Δ̂orth(i− 2, j)− 2Δ̂orth(i, j)

4
, (11d)

where h and v represent the horizontal and vertical directions,
respectively.

Next, PCDGs related to edge variations in the horizontal and
vertical directions are computed as follows:

vh =
∣∣∣∂hΔ̂orth(i, j)

∣∣∣+ ∣∣∣2∂2
hΔ̂orth(i, j)

∣∣∣ , (12a)

vv =
∣∣∣∂vΔ̂orth(i, j)

∣∣∣+ ∣∣∣2∂2
vΔ̂orth(i, j)

∣∣∣ . (12b)

Subsequently, the average of the neighbouring horizontal and
vertical channels in the horizontal and vertical directions is
calculated from the DoFP plane and orthogonal channel plane
by

I
h
h =

1

2
(M(i, j + 1) +M(i, j − 1)), (13a)

I
v
h =

1

2
(Îorth(i+ 1, j) + Îorth(i− 1, j)), (13b)

I
h
v =

1

2
(Îorth(i, j + 1) + Îorth(i, j − 1)), (13c)

I
v
v =

1

2
(M(i+ 1, j) +M(i− 1, j)), (13d)

where the subscript of I represents the channel, h denotes a
horizontal neighbour, and v denotes a vertical neighbour with
respect to the interpolated pixel; the superscript refers to the
direction of interpolation.

Similar to (4b) and (4d), the second-order horizontal and
vertical partial derivatives of DoFP are computed as

∂2
hM(i, j) =

M(i, j + 2) +M(i, j − 2)− 2M(i, j)

4
, (14a)

∂2
vM(i, j) =

M(i+ 2, j) +M(i− 2, j)− 2M(i, j)

4
. (14b)

Finally, the value of horizontal and vertical channels at posi-
tion (i, j) are estimated by

Îh(i, j) = ωh(I
h
h − ∂2

hM(i, j)) + ωv(I
v
h − ∂2

vM(i, j)),

(15a)

Îv(i, j) = ωh(I
h
v − ∂2

hM(i, j)) + ωv(I
v
v − ∂2

vM(i, j)),
(15b)

ωh = f(vh − vv) =
1

1 + ek(vh−vv)
, (15c)

ωv = f(vv − vh) =
1

1 + ek(vv−vh)
= 1− ωh, (15d)

where ωh and ωv denote the horizontal and vertical directional
weights, respectively, and k is calculated by (9b), with parameter
k0 = 1.0, as introduced in Section III-C.

At this point, we deduce estimates for the remaining three
channels at the location (i, j): Îorth(i, j), Îh(i, j) and Îv(i, j).

These estimates are extended across the entire image and suc-
cessively mapped onto each polarization channel plane to obtain
the concatenation of demosaicked images: [Î0, Î45, Î90, Î135].

E. Calibration With Inter-Channel Correlation

Following the aforementioned process, we obtained the de-
mosaicked images of the four channels. Three channels are
interpolated independently, as the complementary of each pixel,
and fidelity can be further enhanced using the ICCC technique.

ICCC is based on a difference plane interpolation technique
commonly employed in CFA demosaicking [33], [34]. It lever-
ages colour correlation to significantly improve interpolation
precision by focusing on the difference plane, which mitigates
interpolation inaccuracies introduced by the high-frequency
content of the image. The efficacy of this method has been
validated in DoFP demosaicking applications [22], [23].

Given the strong correlation among polarization chan-
nels [23], calibrations through ICCC involve mutual referencing
among the four pre-interpolated images. The method initially
estimates the mean local polarization channel differences and
subsequently adjusts their interpolation to refine the overall
image quality. The details are as follows:

For an individual channel x (x ∈ {0, 45, 90, 135}), a sparse
raw plane M̃x is computed by

M̃x = M�maskx, (16)

where � symbolises the Hadamard product, and maskx is a
binary matrix at the coordinate (i, j), defined by

maskx(i, j) =

{
1, if (i, j) ∈ Px,

0, otherwise,
(17)

where Px represents the subset of x-channel.
The correction of each channel estimate is performed indi-

vidually. Considering the 0◦ channel as an example, we initially
computed the sparse differential estimation plane relative to the
0◦ channel for the other three channels at the positions P0 as
follows:

Δ̃c,0 = M̃0 − Îc �mask0, c ∈ {45, 90, 135} . (18)

Under the assumption of neighbour channel difference consis-
tency [22], bilinear interpolation is used to obtain three complete
difference planes:

Δ̂c,0 = Δ̃c,0 ∗ F, c ∈ {45, 90, 135} . (19)

Next, the correction of each channel to the 0◦ channel is
obtained by summing the estimation planes with the difference
planes of the corresponding channels:

Îc,0 = Îc + Δ̂c,0, c ∈ {45, 90, 135} . (20)

The final refinement for the 0◦ channel is achieved through
the weighted mean of the three individual channel corrections
mentioned above:

I0 =
∑
c

ωcÎc,0, (21)

where c denotes the other three channels, i.e., c �= 0. ωc denotes
the weight of the c -channel, with

∑
c ωc = 1. As horizontal and

vertical channels have an equal and more substantial influence
than orthogonal channels, (21) can be simplified as follows:

I0 = ωhv(Î45,0 + Î135,0) + ωorthÎ90,0, (22)
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TABLE I
TECHNICAL DESCRIPTIONS OF 11 POLARIZATION DEMOSAICKING METHODS

TABLE II
AVERAGE PSNR ON SIMULATED IMAGES

where ωhv denotes the horizontal and vertical channel weights,
and ωorth denotes the orthogonal channel weights with 2ωhv +
ωorth = 1. The values of these weights correlate with their
contribution to the final image, with a theoretical bias, such
that, ωhv > ωorth. The global weights are deduced from the
polarization distance [22] as follows:{

ωhv =
√
2

1+2
√
2
,

ωorth = 1
1+2

√
2
.

(23)

The outlined ICCC method can be easily extended to the other
three channels to obtain all four calibrated images. Therefore, a
detailed exposition of this procedure is omitted here.

The introduction of ICCC significantly improves interpola-
tion accuracy and effectively eliminates redundant textures, as
discussed in Section III.

F. Polarization Demosaicking Using LEIC and LEPD

Finally, we integrate the computational steps described above
to introduce a novel polarization demosaicking algorithm, LEIC.
The algorithm flow and a visual representation of LEIC, along
with its lightweight version, LEPD, are depicted in Algorithm 1
and Fig. 3, respectively.

IV. EXPERIMENTS

In this section, we design two experiments to assess the
performance of our LEPD and LEIC algorithms. In the first

experiment, we compare the quantitative metrics, visual effects,
and running speeds of different demosaicking methods using
simulated DoFP images. Subsequently, the methods are tested
on a self-built real DoFP images dataset, the OLVD [35]. Tra-
ditional methods, such as NN, BI, and BCB [18], and advanced
methods such as ICPC [19], EARI [21], PCDP [22], PDEC [23],
Huber2d [31], NP [20], have been used for comparison against
our LEPD and LEIC. It is important to emphasize that this
paper primarily focuses on real-time demosaicking algorithms
for monochrome polarization filter arrays (MPFA). Therefore,
experiments involving color polarization filter arrays (CPFA)
and data-driven demosaicking algorithms [36], [37], [38] are
not considered.

The technical descriptions of these methods are presented in
Table I. The complete code for PCDP, PDEC, ICPC, EARI,
Huber2d and NP is publicly available from the authors, and NN,
BI, and BCB are written in MATLAB software. All experiments
run on computer systems with an AMD Ryzen 5600x CPU and
NVIDIA RTX 2070 graphics processing unit.

A. Performance Assessment on Simulated Images

Using the time-shifted polarization image dataset provided by
Qiu et al. [31], we synthesised simulated DoFP images with a
resolution of 1024 × 1024, as shown in Fig. 5. Images from the
four polarization channels at full resolution are downsampled
following the MPFA pattern and subsequently fused to create a
simulated DoFP image (Fig. 6).
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Algorithm 1: Proposed LEIC Method.

The simulated DoFP images from 40 scenes in the dataset
were demosaicked using the aforementioned 11 methods. The
average PSNR, RMSE, and SSIM results are presented in
Tables II, III, and IV, respectively. These metrics assess convey
signal fidelity (PSNR), accuracy of value estimation (RMSE),
and similarity between two images (SSIM). In each table, the top
three results are highlighted in red, green, and blue to indicate
the best, second-best, and third-best outcomes, respectively.

In these quantitative tests, our LEIC method consistently
produces superior results across most metrics. Compared with
LEIC, the PDEC method exhibits improved RMSE and SSIM
scores on DoLP but underperforms in other metrics. Overall,
NP is ranked as the second-best method following LEIC; how-
ever, it demonstrates particularly inferior performance in recon-
structed DoLP images across all metrics. LEIC significantly
outperforms NP, which also employs edge-aware techniques.

Fig. 5. Selected scenes (Ball and Mirrorcard) from Qiu’s dataset [31] applied
in the test experiments. (a) Simulated DoFP images; (b) S0 images; (c) DoLP
images; (d) AoLP images.

Fig. 6. Simulation process of DoFP images using time-shifted polarization
images.

Additionally, the LEPD also performs well in most metrics,
affirming the high efficacy of our reconstruction strategy, even
without the calibration process.

Next, we evaluated demosaicking performance by comparing
interpolated images with actual images, as shown in Fig. 7.
These images are acquired from the green boxed sections of
Fig. 5. For enhanced visual comparisons, DoLP and AoLP im-
ages were pseudo-coloured using parula and HSV colour maps,
respectively. Compared with other methods, our methods and
NP effectively suppress zipper artefacts around high-frequencies
highlighting the importance of directionality in interpolation
decisions. However, NP significantly relies on orthogonal in-
terpolation, which tends to exaggerate textures, introduce arti-
factual x-like patterns, and reduce detail sharpness, as shown in
Fig. 7(h). By contrast, our LEPD and LEIC methods exhibit
significant refinements on these issues. Moreover, compared
with LEPD, LEIC employs ICCC to enhance fidelity by filtering
out certain redundant interpolated textures, further improving
the quality and clarity of the images.

Finally, the running times of the various demosaicking meth-
ods are evaluated, as presented in Table V. Notably, traditional
methods such as NN, BI, and BCB are excluded from the speed
comparisons because of their unsatisfactory performance qual-
ity. NP demonstrates robust performance in previous tests but
incurs significant computational costs because of its complex in-
terpolation decision-making process and the large computation
window required. The optimization-based Huber2d method has
the longest runtime, with the duration of a single iteration already
surpassing that of all other interpolation methods. By contrast,
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TABLE III
AVERAGE RMSE ON SIMULATED IMAGES

TABLE IV
AVERAGE SSIM ON SIMULATED IMAGES

Fig. 7. Visual comparison of polarization image reconstruction using different demosaicking techniques. From left to right, the reconstruction results are from
methods (a) NN, (b) BI, (c) BCB, (d) ICPC, (e) EARI, (f) PCDP, (g) PDEC, (h) Huber2d, (i) NP, (j) LEPD, (k) LEIC, and (l) ground-truth, respectively.

Fig. 8. Four real DoFP scenes of OLVD; certain scenes include distant targets
such as ships or UAVs. Rows 1 to 4 display DoFP, S0, DoLP , and AoLP
images, respectively.

TABLE V
RUNNING TIME ON SIMULATED DOFP IMAGES

our LEPD method exhibits the fastest speed, being 26% faster
than the second-fastest method, PCDP. Our LEIC method builds
upon LEPD and incorporates ICCC, which includes certain
additional time costs but achieves the best overall interpolation
performance. The running time of LEIC is comparable to that
of PDEC and is significantly lower than those of NP and EARI
by 92.46% and 388.90%, respectively. This efficiency in pro-
cessing time, coupled with superior image quality, highlights
the effectiveness of our LEIC method in balancing performance
with computational efficiency.
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Fig. 9. Visual comparison of demosaicking methods on real DoFP images. The first and second rows in each scene correspond to DoLP and AoLP , respectively.
From left to right, the reconstruction results are presented by methods (a) NN, (b) BI, (c) BCB, (d) ICPC, (e) EARI, (f) PCDP, (g) PDEC, (h) Huber2d, (i) NP,
(j) our LEPD and (k) LEIC.

B. Test on Real DoFP Images

In this experiment, we selected four real DoFP images from
our OLVD [35] for testing, as displayed in Fig. 8. Scenes 1 and 3
were captured using the North Guangwei UMC4A-PU0A Micro
DoFP LWIR polarization imager. This device incorporates an
array of wire-grid micro-polarizers [39], features a resolution of
640 × 512, and records images with a depth of 14 bits. Scenes
2 and 4 were captured using the Daheng Imaging MER2-503-
36U3M POL DoFP visible polarization imager, which utilizes a
monochromatic quad-polarizer array [40]. This imager operates
at a resolution of 2448 × 2048, an 8-bit depth, and a frame
rate of 36 fps. Additionally, the pBM3D method [41] was em-
ployed to denoise the DoFP images, ensuring the enhancement
of image quality by reducing noise while preserving important
polarization information.

Fig. 9 illustrates the DoLP and AoLP results using various
MPFA demosaicking methods for the green boxed areas of
Fig. 8. For enhanced visual comparison, similar to Fig. 6, the
DoLP and AoLP images are processed in parula and HSV
pseudo-colors, respectively.

Traditional demosaicking methods, as shown in Fig. 9(a), (b),
and (c), produce significant artifacts in both LWIR and VIS
DoFP images. Advanced methods achieve varying degrees of
artifact mitigation. Edge-aware-based methods such as ICPC,

EARI, and NP reduce false edges to some extent. However,
they share a common issue of injecting redundant false tex-
tures due to the instability of the interpolation decision maker,
as demonstrated in Fig. 9(d), (e), and (i). A typical example
includes the x-like textures produced by NP, notably visible in
scenes 1 and 2 of Fig. 9(i). PCDP and PDEC reduce incorrect
high-frequency information through multi-channel difference
domain interpolation; however, the absence of directional inter-
polation decisions often leads to significant artifacts, as evident
in Fig. 9(f) and (g). Huber2d effectively recovers DoLP and
AoLP using an optimization-based strategy, resulting in quan-
tized values that closely resemble the ground truth, as shown
in Fig. 9(h). However, a significant “zip” effect remains in
high-frequency regions, and parameters, such as the optimal
number of iterations, still need to be manually configured.

In contrast, LEPD matches or even surpasses the performance
of PCDP and PDEC in artifact treatment, such as those observed
around the UAV in scene 4 of Fig. 9(j). By employing ICCC,
LEIC further diminishes artifacts and false textures. LEIC’s
performance is comparable to that of NP but with minimal addi-
tional textural errors. In summary, LEIC significantly enhances
the fidelity and visualization of reconstructed polarization im-
ages.

Finally, Table VI lists the runtimes of various high-precision
demosaicking methods on the DoFP images of LWIR and VIS.
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TABLE VI
RUNNING TIME ON REAL DOFP IMAGES

Note that the time indicated for Huber2d in the table represents
the duration of a single iteration. Among them, LEPD is the
fastest, while LEIC offers the best reconstruction performance
with satisfactory computational costs, balancing efficiency with
effectiveness in processing DoFP images.

V. CONCLUSION

We introduce an efficient LEIC method for demosaick-
ing images captured by DoFP sensors, known as LEIC. This
method is based on a standardized framework called the TIPDF.
LEIC incorporates a low-cost edge-aware strategy, termed DLE,
that guides the interpolation process using a Logistic func-
tion to account for differences in directional variations. Ad-
ditionally, LEIC utilizes an ICCC technique to refine the de-
mosaicked results. For applications requiring a less resource-
intensive solution, we propose LEPD as a lightweight version
of LEIC, which omits the ICCC component. Among 10 tested
interpolation-based demosaicking methods, LEIC emerged as
superior in quantitative metrics and visual effects while main-
taining low computational costs. Meanwhile, LEPD ranks as
the swiftest among the non-traditional methods. In scenarios
where accuracy is prioritized over speed, LEPD can serve as a
rapid, high-quality initializer for more complex DoFP demo-
saicking programs. Owing to their high parallelizability, our
methods can recover high-resolution images in real-time on
GPUs or FPGAs, rendering them highly suitable for industrial
applications.

Moreover, there remains room for further enhancement of
our methods. Specifically, within certain high-frequency edge
zones of images, “zip” effects are not entirely abolished, even
though the pseudo-edge is suppressed. Such limitations could
arguably be attributed to the simplicity of the decision-making
mechanism for interpolated direction and the global characteris-
tic of the ICCC. Future optimizations to improve image quality
and decrease performance overhead could conceivably entail the
creation of more sophisticated weight calculation functions and
the application of selective calibrations. Besides, with further
improvements, our algorithm is expected to efficiently perform
demosaicking of color polarization filter arrays (CPFA).
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