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Design and Experimental Validation of a Model-Free
Controller for Beam Stabilization in Adaptive

Optics Systems
Sicheng Guo , Tao Cheng , Kangjian Yang, Lingxi Kong, Chunxuan Su, Shuai Wang , and Ping Yang

Abstract—Stabilization of optical beams has always been a key
factor affecting the performance of many optical systems. The
Adaptive optics (AO) beam stabilization system requires further
development to cope with increasingly complex application sce-
narios and challenges. Motivated by this, a new filter-based off-
policy policy iteration (FB-OPPI) control scheme is proposed and
experimentally verified in this paper to provide AO systems with a
flexible beam stabilization method. The FB-OPPI is based on the
policy iteration, a model-free controller design principle. To ad-
dress the challenges such as convergence speed, data requirements
and control stability that it faces in practice, we have proposed an
implicit state reconstruction method based on the Kalman filter
and introduced the adaptive transverse filter technology. Addi-
tionally, the off-policy learning mechanism is deployed to simplify
the optimization process. An AO beam stabilization system was
constructed to verify the effectiveness of the proposed method.
Experimental results show that the FB-OPPI method features
simple design and fast training, releases the requirement for ad-
ditional sensors or model recognition. The FB-OPPI method is
superior to traditional integral controllers, effectively handling
high-frequency narrowband and complex beam jitters. Despite not
requiring model identification, it is on par with the advanced Linear
Quadratic Gaussian (LQG) control.

Index Terms—Adaptive optics system, beam stabilization,
model-free control, policy iteration.

I. INTRODUCTION

B EAM stabilization is a ubiquitous problem that occurs
in most of the existing optical systems. Pointing errors

or beam fluctuations due to beam jitter adversely affect the
system’s ability to obtain the optical diffraction limit, improve
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the optical communication capability and focus the beam
quality, making it a pressing concern in in astronomical
telescopes, free-space optical communication and precise laser
beam pointing and many other applications [1], [2], [3], [4]. The
adaptive optics (AO) [5], [6], [7], [8], recognized as an effective
technique for detecting and correcting wavefront aberrations,
has been extensively utilized to mitigate beam jitter induced by
atmospheric turbulence. However, beam jitter may also originate
from within the system itself. Mechanical vibrations could be
introduced by drive motors, pumps or moving components in the
devices, etc. These vibrations are typically narrowband and have
higher center frequencies [9], [10], presenting a more complex
challenge than the broadband, low-frequency atmospheric
turbulence. According to the statistics in [3], vibrations on
NAOS have caused a decrease in Strehl ratio of up to 25%.

AO systems typically use photoelectric sensors (such as
cameras) to detect changes in the position of the light spot
as feedback, and calculate control actions based on the error
feedback using classical integral control law. Although the
integral controller benefits from simple structure and strong
stability, the control bandwidth is limited by the system loop
delay and limited sampling rate. This makes it difficult to achieve
satisfactory control effects on high-frequency narrowband and
complex beam jitter [11]. To meet the system’s strict require-
ments for beam stabilization, many advanced control methods
that follow model-based design approaches have been devel-
oped. One of the most successful implementations is the Linear
Quadratic Gaussian (LQG) control, which designs a Kalman
filter based on the system dynamics and noise characteristics
and then solves the Algebraic Riccati Equation (ARE) to obtain
the optimal control gain. It could provide optimal control in
the sense of minimizing the residual jitter variance. The LQG
control has been successfully applied and verified in various
AO systems, demonstrating superior control performance over
traditional integrators [12], [13], [14], [15]. Other methods,
such as robust control, adaptive control, and model predictive
control, have also been studied accordingly [16], [17], [18],
[19]. However, these aforementioned model-based methods are
mainly limited by their dependence on accurate a priori models
in practical applications. LQG-type controllers cannot estimate
or compensate for jitter signals not included in the model.
In the worst-case scenario, the propagation and accumulation
of unmodeled system dynamics and model errors can lead to
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undesirable system behavior, causing a deterioration of system
performance.

Many studies have attempted to alleviate this problem from
the model identification side. Online estimation of jitter models
by fitting the power spectrum density (PSD) was studied in [15]
and [20]. However, recognizing the jitter model in a closed-loop
system typically requires the establishment of Pseudo-Open
Loop (POL) data, which still necessitates knowledge of the
AO system’s delay and TTM dynamics. Subspace identification
methods have been widely used to identify AO system models
and have been verified in experimental systems [21], [22], [23],
[24]. With the development of deep learning technology, deep
neural networks have also been used for reconstruction and
prediction in AO systems [25], [26], [27]. However, it should be
noted that accurate model identification is merely a prerequisite
for model-based beam stabilization control, the model parame-
ters will be used to complete the subsequent controller design
process. Considering that the model identification process itself
requires a large amount of data and iterative computations, and
the design of the optimal controller is based on the solution of
complex algebraic equations, the separation of model identifi-
cation and controller design might increase the computational
complexity of the system.

Another attempt is to design a model-free approach to achieve
(near) optimal control of beam stabilization for AO systems.
Reinforcement Learning (RL) [28] addresses optimization chal-
lenges by interacting with the real environment and learning
from trial and error. It bypasses the system identification pro-
cess and iteratively learns the optimal controllers directly from
measured data. Many studies have already been conducted on
the use of reinforcement learning techniques to compensate
for wavefront or beam jitter in AO systems [29], [30], [31],
[32]. Although better control performance has been achieved,
the convergence of deep neural network controllers requires a
large amount of time and data, which is contrary to the control
demands of real systems. We therefore consider the development
of Policy Iteration (PI) [33] technique, which interprets RL as a
standard optimal control problem and solves it numerically.

Applying the PI method to practical AO beam stabilization
faces three challenges. The first is the partially observable prob-
lem [32]. In addition to model parameters, the complete state
information of the AO system and jitter is usually unknown,
and the available information consists only of noisy jitter errors
and control actions. Inferring the behavior patterns of jitter
and the AO system from this information is crucial for precise
control. The second challenge lies in the difficulty of solving
the mathematical expectation in a stochastic environment [34],
especially in the absence of accurate system models and state.
This requires us to design a fast, causal solution to reduce the
computational burden when the algorithm is actually deployed.
The third challenge is how to reduce the data samples required by
the algorithm while improving control stability at the same time.

Motivated by the above discussion, this paper proposes and
experimentally verifies a new filter-based off-policy policy it-
eration (FB-OPPI) method. To the best of our knowledge,
this is the first time PI has been used to solve beam stability
problems in AO systems. To address the first challenge, we

have developed an implicit state representation method based
on the Kalman filter, which can successfully separate unknown
model parameters. Unlike [35], [36], our algorithm does not
rely on the assumption of complete system state information,
nor does it require the construction of an actual state observer
as in [37], [38]. Compared with the Output Feedback (OPFB)
method developed in an ideal deterministic environment [39],
[40], [41], [42], our method can work properly in more practical
situations where stochastic noise is taken into consideration. At
the same time, there is no need to estimate the system noise
characteristics as in [38]. We have circumvented the computa-
tion of the mathematical expectation by designing an adaptive
transversal filter to tackle the second challenge. Compared to the
work in [43], we do not need to estimate the expectation with the
numerical average of repeatedly generated trajectories. The third
challenge is addressed by introducing an off-policy learning
mechanism. The target controller can reuse the data sampled
by an initialized controller for learning and converge after a few
iterative steps. The target controller does not participate in the
closed loop before convergence, thus ensuring the stability of
the system during the learning process. The effectiveness of the
FB-OPPI method is successfully verified in an actual AO beam
stabilization system. The advantages of this FB-OPPI method
for AO beam stabilization systems are:

1) The method releases the dependency on model identifica-
tion, state observation, and additional sensors in systems,
allowing for effective application across different systems
and environments.

2) It provides an automatic and flexible controller design with
satisfactory data sample requirements and convergence
speed.

3) The performance of the beam stabilization control far
exceeds that of conventional integrator and is comparable
to the advanced model-based LQG control.

The structure of this paper is organized as follows: Section II
outlines the principles of the classic AO beam stabilization
system, representing it in state-space form and providing a gen-
eral solution to the control problem. The filter-based off-policy
policy iteration control scheme is proposed in Section III, and an
experimental system for beam stabilization control is established
in Section IV to verify the effectiveness of the algorithm. Finally,
we conclude the paper in Section V.

II. STATE-SPACE MODEL AND PROBLEM STATEMENT

A. Classic Beam Stabilization Control System

For an AO system, a classical beam stabilization control
structure is shown in Fig. 1, which mainly consists of a wavefront
sensor (WFS), a tip-tilt mirror (TTM), a high-voltage amplifier
(HVA), a digital-to-analog converter (DAC) and the controller.
The incident beam with jitter phase φvib is reflected by the TTM
with phaseφcor, and the residual phase isφres. The compensated
beam is then focused and exposed on the Charge-coupled Device
(CCD) camera of the WFS, so the jitter error e can be obtained
by calculating the centroid of the far-field spot. The control
voltage u calculated according to e is transformed into an analog
signal through zero-order hold, and finally drives the TTM after
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Fig. 1. The classic AO beam stabilization system: (a) Schematic diagram,
(b) control block diagram.

high-voltage amplification, which makes the TTM compensate
for the jitter error.

Assuming that The WFS is linear and the response relation-
ship between phase and measurement can be described by a
constant matrix D. The system experiences a two-frame delay
due to CCD read-out and slope calculation and there is no
coupling between the two axes of the TTM. The jitter control
system could be simplified into the block diagram shown in
Fig. 1(b), and the complete state-space model containing the
jitter dynamics and the system model is of the form⎧⎨⎩Xk+1 =

[
Am 0
0 Avib

]
Xk +

[
Bm

0

]
uk−1 +

[
wm

k

wvib
k

]
ek = D

[−Cm Cvib

]
Xk−1 + vk

, (1)

where Xk = [(xm
k )T (xvib

k )
T ]

T
, xm

k and xvib
k are the states of

the AO system and unknown jitter, respectively. Am, Bm and
Cm are the unknown system matrices of the plant, Avib and
Cvib are the unknown matrices of the jitter dynamics. wm

k , wvib
k

and vk are independent Gaussian white noises. Generally, the
following assumptions are easily satisfied: (a) Avib is Hurwitz;
(b) (Am, Bm) is controllable; (c) (Am, Cm) and (Avib, Cvib) are
observable. According to [44], the system model (1) could be
brought into a standard delay-free form by using further state
augmentation to have{

Xk+1 = AXk +Buk + wk

ek = CXk + vk
, (2)

and such a model guarantees stabilizability and observability.
The system model (2) that contains both deterministic and
stochastic components might be problematic for joint identi-
fication and the separate identification for subsystem is a cum-
bersome process [21].

B. Problem Statement

For the beam stabilization in system (2), the problem is to
determine an optimal feedback controller that minimizes the
following infinite time horizon performance index

J = E

[ ∞∑
i=k

γi−k (XT
i Q̄Xi + uT

i Rui

)]
, (3)

where γ ∈ (0, 1) is the discount factor that keeps the perfor-
mance index bounded.Q ≥ 0 andR > 0 are weighting matrices
that regulate control performance and control energy consump-
tion, and Q̄ = CTQC.

Notice that the jitter control problem now has the form of
a stochastic linear quadratic tracking problem. The certainty
equivalence principle [45] shows the optimal control policy
has the same form as the solution of an equivalent determin-
istic system after replacing all random variables with their
estimates, which is of the form uk = −K∗Xk, where K∗ =
(R+ γBTPB)

−1
γBTPA is the optimal feedback control gain

derived from the following ARE [39]

P = Q̄+ γATPA− γ2ATPB
(
R+ γBTPB

)−1
BTPA.

(4)
However, it is also difficult to get access to complete state

information in practical systems. According to the separation
principle [46], the optimal control policy under incomplete state
information can be obtained by replacing Xkwith its estimate
X̂k and the resulting solution is

uk = π∗
(
X̂k

)
= −K∗X̂k. (5)

It is clear that the solution to the control problem (3) relies on
complete system model information and state estimation. The
methods based on system identification require accurate fitting
or solving of the model parameters before the feedback control
gain is calculated. This not only increases the computational
cost but also propagates the model error further into the control
gain, thus affecting the stability of the entire control process.
Therefore, in the following section, an attempt is made to use
a model-free approach to directly optimize the controller to
circumvent the errors brought about by model identification.

III. FILTER-BASED OFF-POLICY POLICY ITERATION SCHEME

The designed FB-OPPI control scheme is shown in Fig. 2.
According to the state space model (2) and relationship between
error feedback and control action, the AO jitter control system
can be divided into two parts: unknown system dynamics and the
proposed model-free controller. The external jitter system and
the components of the AO system are treated as an augmented
unknown system. The controller is required to calculate the uk
based on the available historical jitter error and control action
sequences, thereby driving the TTM for beam stabilization.

Therefore, a data buffer has been established to implement
experience replay, which is used to break the correlation between
data while facilitating the reuse of experience data [47], [28].
The concept of the Kalman filter is then utilized to implicitly
reconstruct the system state from noisy jitter errors and control
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Fig. 2. Block diagram of the proposed FB-OPPI control scheme.

actions. Implicit reconstruction means that there is no need to
actually solve for the Kalman filter parameters. An adaptive filter
is employed to estimate future jitter errors from historical data
and complete the dataset. Using such a composed dataset can
avoid the calculation of mathematical expectations and repetitive
trajectory sampling. There are two controllers under the off-
policy learning mechanism. One is an initialized controller for
ensuring system closed-loop stability and data sampling (e.g., an
integrator), and the other is a target controller that updates online
according to the PI algorithm. Once the target controller has
iteratively converged, it will replace the initializing controller to
achieve better beam stabilization control.

This FB-OPPI control scheme infers the dynamic evolution
mechanism by interacting with the augmented unknown system
(2). As a result, the controller design process does not necessitate
concern for specific model parameters or state information of
the unknown systems. Oriented towards the practical needs and
challenges of beam stabilization, this scheme is characterized
by its ease of deployment, rapid convergence, and less data
requirements. In this section, we will introduce the working
principle of the model-free control scheme.

A. Implicit State Representation Based on the Principle of
Kalman Filter

The system state reflects the evolution characteristics of beam
jitter and the response characteristics of the AO system, which
plays an important role in state feedback control. Considering
that the complete system state is typically unknown in practice,
the first and foremost task is to reconstruct the expression for the
state estimate based on the available information. The expression
for the state estimation X̂k under a steady-state Kalman filter
[48] is first given as{

X̂k = X̄k + L
(
ek − CX̄k

)
X̄k = AX̂k−1 +Buk−1

, (6)

where L is the steady-state Kalman gain. Although in most
studies, directly solving (6) can directly obtain an estimate of
the state. The requirement for obtaining the Kalman gain L from
another ARE is difficult to be achieved when the system model
parameters and noise covariance matrix are unknown. The core

of the problem at hand is how to provide a new form of the
controller using only the available sequences of jitter error ek
and control action uk, instead of the unknown system state. The
control performance should also be maintained.

Noticing that (6) includes the ek and uk we need, but the
information contained in these two terms alone is far from
sufficient to reconstruct the system state. Hence expanding it
over the time interval [k-N, k] yields

X̂k = AN
L X̂k−N

+
[
BLALBL · · ·AN−1

L BL

]
⎡⎢⎢⎢⎣
uk−1
uk−2

...
uk−N

⎤⎥⎥⎥⎦

+
[
LALL · · ·AN−1

L L0
]
⎡⎢⎢⎢⎣

ek
...

ek−N+1

ek−N

⎤⎥⎥⎥⎦ , (7)

where AL = A− LCA, BL = B − LCB.
Considering that for a stable Kalman filter, the state estimate

will asymptotically converge to a steady-state solution, indicat-
ing the matrix AL is Hurwitz. Accordingly, when the data length
N is large enough, the first term in (7) will become small enough
to be negligible, allowing the state estimate to be represented as
a linear combination of input-output data that

X̂k = Γz̄k (8)

where Γ = [L, · · · , AN−1
L L, 0, BL, · · · , AN−1

L BL] and z̄k =

[eTk , . . . , e
T
k−N , uT

k−1, . . . , u
T
k−N ]

T
. The optimal controller

could also change from the state feedback form in (5) to the
following output feedback form

uk = −K∗X̂k = −K∗Γz̄k = −K̄∗z̄k. (9)

Based on this linear representation (8), which separates the
state estimate into the form of a product of the unknown coef-
ficient matrix Γ and the available historical data vector z̄k, we
can rewrite the performance index, which concerns the unknown
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system state, as a function of the available data sequence z̄k that:

J̄ = E

[ ∞∑
i=k

γi−k
(
z̄Ti Q̃z̄i + uT

i Rui

)]
, (10)

where Q̃ = ΓT Q̄Γ.
This approach differs from the OPFB in that the introduced

Kalman filter enables the system state to be reconstructed
from noisy input/output measurements. Moreover, the
state estimation is implicitly integrated into the controller
optimization process, eliminating the need for separate iterative
solving of the state estimation [37] or offline training of the
neural network [38].

B. Bellman Equation Based on Adaptive Transversal Filter

The goal of policy iteration is to evaluate the performance of
the current controller based on the performance index thereby
optimizing it properly. In order to establish the relationship
between the performance index and the control policy, the per-
formance index can be defined as a value function with respect to
the historical data z̄k and the current control action uk according
to (10) as

Qπ (z̄k, uk) = E

[ ∞∑
i=k

γi−k
(
z̄Ti Q̃z̄i + uT

i Rui

)]
= Uk + γE [Qπ (z̄k+1, uk+1) |e0,...,k, u0,...,k] , (11)

where the superscript π indicates the control policy followed
by the current output control action uk. The value function
in (11) conforms to the form of the Bellman equation [28],
which reflects the relationship between the cost functions of
two adjacent moments. However, all the information that can
be obtained by the controller at time k is the jitter errors e0,··· ,k
and control actions u0,··· ,k. The value function Qπ(z̄k+1, uk+1)
for the next moment cannot be determined due to the presence
of stochastic noises, and can only be given in the form of
mathematical expectations.

To avoid complex calculations or repeated sampling due
to mathematical expectations, an adaptive transversal filter is
adopted here, which uses the data available at a given time k to
predict the jitter error at the next moment. The structure of the
adaptive transversal filter is shown in Fig. 3.

According to Fig. 3, the prediction of ek+1 can be written as

êk+1 =

N−1∑
i=1

(αiek−i+1, βiuk−i+1), (12)

here N is the filter order. Considering the requirement for fast
convergency speed, the coefficients αi and βi are updated using
the recursive least squares (RLS) [49] algorithm. Then the
prediction (12) is substituted into (11) to make all variables in the
equation deterministic for a given moment k and the available
data vector z̄k. The Bellman equation is then rewritten as

Qπ (z̄k, uk) = Uk + γQπ (ẑk+1, π (ẑk+1)) , (13)

where ẑk+1 = [êTk+1, e
T
k , . . . , e

T
k+1−N , uT

k , . . . , u
T
k+1−N ]

T
.

Fig. 3. Block diagram of the adaptive transversal filter.

The challenge of computing the mathematical expectation in
the stochastic system optimization problem is converted into a
parameter tuning problem for an adaptive filter, which greatly
improves the efficiency of the algorithm execution.

C. Policy Iteration With Off-Policy Mechanism

Through the analyses in the previous two sections, we have
addressed the problems of state reconstruction and expecta-
tion computation that controllers encounter when facing real
stochastic systems. This section builds on this foundation by
giving further information on how to use the policy iteration
algorithm to circumvent the dependence on the precise model
when designing the controller.

The policy iterative algorithm is built on the basis of Bellman’s
optimality equation, and by splitting the direct solution process
of the optimal problem into the iterative solution process of
the sub-problem, the requirement for accurate system model
parameters can be eliminated. According to [50], the value
function (11) can be expressed as a quadratic form

Qπ (z̄k, uk)

=

[
z̄k
uk

]T [
ΓT

(
Q̄+ γATPA

)
Γ γΓTATPB

γBPAΓ R+BTPB

] [
z̄k
uk

]
Δ
=

[
z̄k
uk

]T [
Hzz Hzu

Huz Huz

] [
z̄k
uk

]
Δ
= ZT

k HZk. (14)

Equation (14) is of a very important form, completely sep-
arating the unknown parameters from the known data. Where
Zk contains the measurable historical jitter error and the control
action sequence, the kernel matrix H contains all the unknown
system model parameters such as the dynamics matrices in
model (2) and the coefficient matrix of the Kalman filterΓ. Thus,
the optimization problem of the controller at hand becomes
an optimization problem with respect to the parameters of the
kernel matrix H. This process is achieved by means of bootstrap-
ping [28], which is completely independent of model param-
eters. Specifically, the policy iteration algorithm is calculated
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Algorithm 1: The FB-OPPI Algorithm.
Initialization: Setj = 0. Select proper data length N and

ε. Select an initially admissible control
policy π0 = −K0z̄k + μk, where
μk ∼ N (0, σμ)is the exploration noise.
Initialize the data buffer D.

Data sampling: Run the system under the initialized
controller and put the sampled data tuple
{Zk, Uk, Ẑk+1} into D. Meanwhile, the
adaptive transversal filter is trained
according to (12) until convergency.

Repeat:
Policy evaluation: Update the value function according

to (15).
Policy improvement: Get an improved target controller

by (16).
j ← j + 1
Until ‖Hj −Hj−1‖2 < ε.

iteratively between the policy evaluation stage

ZT
k H

j+1Zk − γẐT
k+1H

j+1Ẑk+1 = Uk, (15)

and the policy improvement stage

πj+1 (z̄k) = argmin
uk

Qπj (z̄k, uk) = −
(
Hj+1

uu

)−1
Hj+1

uz z̄k,

(16)
where the policy evaluation (15) can be solved as a least square
(LS) problem. The updated value function after (15) can better
approximate the infinite-horizon performance index (10), so as
to guide the optimization of the control policy in the policy
improvement (16).

The main feature of off-policy learning mechanism is the
presence of two controllers, an initialized controller to interact
with the system and a target controller to achieve (near) optimal
beam stabilization. The initialized controller (e.g., an integrator)
is primarily used to maintain closed-loop stability of the system,
with no requirements for control performance. The target con-
troller can utilize the sampling data generated by the initialized
controller for training and it does not participate in closed-
loop control before convergence. Therefore, by separating the
controllers used for learning and sampling, existing sampling
data can be reused for optimization calculations, significantly
reducing the time cost associated with sampling. Based on the
above discussion, Algorithm 1 provides a detailed procedure for
the proposed FB-OPPI method.

Notice that in the data sampling stage, the admissible con-
troller adds exploration noise to the control voltage, which is
to meet the persistence of excitation (PE) condition in adaptive
control, more detailed discussion can be found in [33].

IV. EXPERIMENTAL RESULTS

A. Experimental Setup

A beam jitter control system was constructed to verify the
effectiveness of the proposed method, as depicted in Fig. 4.

Fig. 4. The adaptive optics beam jitter control system: (a) Experimental setup,
(b) schematic diagram.

A collimated laser beam at a wavelength of 635 nm simulates
the observed target. Two TTMs were used, including the
disturbance tilting mirror (DTTM) and the correction tilting
mirror (CTTM). A sinusoidal analog signal generated by a
signal generator is then amplified by a high-voltage amplifier
to drive the DTTM to generate jitter in the optical path, while
the CTTM is controlled by a computer workstation (Intel Core
i7-8700K CPU) for jitter compensation. Both TTMs have the
same specifications, with an aperture size of 70 mm, a stroke
of ±100 μrad, and a resonance frequency of 1200 Hz. For the
experiments, we used the CL600x2/M industrial high-speed
CCD camera from Optronis as the photoelectric detector to
obtain beam jitter control error data. The effective working
area of the camera in the experiment is 256 pixels x 256 pixels,
with a single pixel size of 14 μm. The CCD camera operates
at a sampling frequency of 1000 Hz and uses the centroiding
algorithm to calculate the beam spot displacement as the beam
jitter error. Therefore, we had neglected the resonant effect of
the TTMs. In addition, only the jitter on the x-axis of the TTM
was considered during the experiment, and the y-axis remained
stationary.

For the FB-OPPI algorithm used in the experiment, the
data length N is set to 25 after weighing the computational
complexity and accuracy. Based on the number of unknown
parameters in the kernel matrix H, it can be calculated that at
least (2N + 2)(2N + 3)/2 sets of sampling data are required,
hence the size of the data buffer is set to 1500. Therefore, it
takes only 1.5 seconds to sample the enough data required for
controller training. To better minimize jitter errors rather than
energy consumption, the weighting matrices Q and R in the
performance index were set to 100 and 0.01, respectively. The
exploration noise variance in Algorithm 1 was 0.15.
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Fig. 5. Analysis of the system delay: (a) The response relationship between control action and jitter error, (b) local zoom.

Fig. 6. Convergence of the FB-OPPI method: (a) Convergence curve of the
adaptive transversal filter, (b) convergence curve of the target controller.

The system delay was first analyzed by examining the re-
sponse between the control action and the jitter error in a closed
loop. As illustrated in Fig. 5, the control action is initiated at
1.528 s, yet the compensation for the beam jitter is observed to
commence only at 1.530 s. Consequently, it can be deduced that
the system has a two-frame delay.

B. Convergence Analysis

First, it is necessary to verify the convergence of the FB-OPPI
algorithm in a practical AO system, including the convergence
of adaptive transversal filter parameters and the control gain of
the target controller. The convergence curve is shown in Fig. 6.

We trained the parameters of the adaptive transversal filter us-
ing the RLS algorithm. The error of the RLS is shown in Fig. 6(a),
indicating that the filter parameters can achieve convergence and
stabilize within approximately 100 iterations. At the same time,
the training of the target controller also maintained a fast and
stable convergence. The difference between the controller gains

of two consecutive iterations was measured using the L2 norm,
as shown by the curve in Fig. 6(b). The results show that by the
sixth iteration, the error can be reduced below 2.5e-5.

The above results demonstrate that the rapid and stable
convergence of the FB-OPPI method under experimental
conditions, despite measurement noise and computational
errors in the data. To emphasize that the FB-OPPI method
is driven by online data within a closed-loop framework
without the need for model identification, we conducted another
experiment to verify whether the FB-OPPI algorithm could
effectively cope with varying external jitter, and Fig. 7 shows
the entire control trajectory. The system initially suffered
from a narrowband jitter of 59 Hz, which was then accurately
suppressed by the proposed model-free controller after training.
To simulate the effects of environmental changes, the center
frequency of the jitter signal shifted to 179 Hz. The controller
learned under 59 Hz jitter could only keep the control stability
and the jitter suppression effect was reduced. However, as
shown in stages 5 and 6, reapplying Algorithm 1 for controller
quickly restored accurate jitter suppression performance.

The trajectory described in Fig. 7 represents a continuous
closed-loop operation. Recalling that the jitter error (the blue
curve) and control action (the orange curve) in Fig. 7 constitute
the entirety of the data utilized throughout the learning process.
This highlights the remarkable adaptability and flexibility of the
proposed method. The FB-OPPI method does not rely on addi-
tional sensors to provide velocity and acceleration information
but directly uses closed-loop data for training, avoiding extra
errors introduced by sensor noise, POL data construction, and
model identification processes. This method is an autonomous
optimization process that reduces the frequent adjustment of
controller parameters.

C. Beam Stabilization Control Performance Analysis

Beam stabilization control performance is a direct standard
for verifying the performance of controllers. In our experiments,
the proposed FB-OPPI method was compared with traditional
integral controllers and the LQG controller proposed in [51].
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Fig. 7. Training and control trajectories for jitter signal with varying frequencies.

Fig. 8. Comparison results for jitter suppression in response to step disturbances: (a) Residual disturbance curves, (b) local zoom.

The time delay in the AO system loop has always been a criti-
cal factor affecting system performance, especially for beam sta-
bilization tasks that require high control bandwidth. Traditional
integral controllers are designed without considering the impact
of system delay and typically require to be compensated by
pre-calculating the corrections based on the dynamic response
of an accurate AO system model to achieve better performance.
However, in the FB-OPPI control scheme, the system delay is
part of the unknown system model, as shown in model (2). This
approach allows the dynamic characteristics of the AO system,
including time delays, to be integrated into the controller design
process without adversely affecting performance.

To verify this, a comparison was made between the dynamic
performance of different control methods in terms of suppress-
ing step disturbances. The results depicted in Fig. 8 indicate
that the FB-OPPI method outperforms both the integrator and
the LQG controller in terms of response speed and tracking
accuracy. Notably, the rise time of the step response for the
FB-OPPI method is only 0.007 s (7 frames), which is more

TABLE I
COMPARISON OF BEAM STABILIZATION CONTROL RESULTS FOR THE SINGLE

NARROWBAND JITTER

than twice as fast as the 0.016 s (16 frames) of the integral
control method. Additionally, it was observed that while the
LQG controller can also compensate for system delay, it exhibits
a more pronounced damping effect, prolonging the time the
system takes to reach a stable state. The overshoot of the LQG
controller was measured to be 4.172 μm, significantly higher
than the 0.725 μm of the FB-OPPI method, which represents a
reduction of 82.6%.
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Fig. 9. Comparison results of different control methods for step disturbances with different system delay: (a) 2-frame delay, (b) 4-frame delay.

Fig. 10. Experimental comparison of beam stabilization for 30 Hz jitter.

To further illustrate the impact of system delay on the control
performance of different methods, we compared the suppression
capabilities against step disturbances under varying degrees of
delay. The results in Fig. 9 demonstrate that as the system’s
delay increases, the stability margin of the system significantly
decreases. The integral controller shows significant overshoot
due to its inability to actively compensate for the time lag and
causes the system to oscillate and destabilize. To maintain sys-
tem stability, it is necessary to optimize the control parameters
of the integrator, which will inevitably result in a reduction of its
response speed and control bandwidth. In contrast, the proposed
FB-OPPI control method can autonomously identify the delay
characteristics within the system. Consequently, the controller
derived from the FB-OPPI method ensures control stability
while maintaining a high response speed. In summary, the FB-
OPPI controller can effectively address the common time delay
issues in AO systems, exhibiting superior dynamic performance.

Subsequently, we compared the stabilization effects of these
methods on narrowband beam jitter at 30 Hz, 50 Hz, and
100 Hz, with the results displayed in Figs. 10 –12. It can be ob-
served that traditional integral control exhibits the poorest beam

Fig. 11. Experimental comparison of beam stabilization for 50 Hz jitter.

Fig. 12. Experimental comparison of beam stabilization for 100 Hz jitter.

stabilization performance, with jitter error increasing as fre-
quency rises. When facing 100 Hz beam jitter, the uncompen-
sated phase lag caused by the controller itself and the system
delay leads to an increase in jitter error, severely affecting the
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TABLE II
COMPARISON OF BEAM STABILIZATION CONTROL RESULTS FOR THE MIXED-FREQUENCY JITTER

Fig. 13. Experimental comparison of mixed-frequency beam stabilization.

stability of the AO system. In contrast, both LQG and FB-OPPI
can realize effective control of these narrowband beam jitters.

However, it is noticed that there are significant fluctuations
and abrupt changes in the jitter error under LQG control, while
the beam jitter error controlled by FB-OPPI is smoother and
more stable. The reason is that the LQG controller only considers
the linear response of the TTM and a single beam jitter model,
without adequately accounting for unmodeled high-frequency
dynamics and parasitic jitters generated by the TTM during
operation. On the contrary, the FB-OPPI controller circumvents
the model errors. The use of closed-loop data for controller
design enabled it to fully account for the dynamics of parasitic
jitter and yielded better control performance.

For a more intuitive comparison, Table I presents the root-
mean-square error of the three methods. It is evident that the
traditional integral control has limited performance in control-
ling the high-frequency narrowband beam jitter. Calculations
show that the root-mean-square error (RMSE) of the FB-OPPI
method has been reduced by more than 97.3% compared to
the open loop, demonstrating consistent control performance
across various frequencies of beam jitter. The data in Table I
further illustrate that the FB-OPPI method is far superior to the
conventional integral control, and it also maintains an advantage
compared to the advanced LQG control.

Considering that beam jitter in real systems is affected by
various factors, it usually has a more complex frequency spec-
trum. We next verify the control effect on the mixed-frequency
beam jitter, as shown in Fig. 13. The mixed-frequency beam jitter
signal mainly consists of narrowband jitter at 30 Hz, 106 Hz, and

Fig. 14. PSDs comparison of mixed-frequency beam stabilization.

179 Hz, as well as low-frequency broadband disturbance. The
results indicate that the FB-OPPI method can also correctly un-
derstand the dynamic characteristics of mixed-frequency beam
jitter and optimize an appropriate controller, without relying
on the identification of the jitter model and parameter adjust-
ment. The PSDs of the jitter error presented in Fig. 14 also
shows that the FB-OPPI has the capability to suppress both
low-frequency broadband and high-frequency narrowband jitter.
Specific data are provided in Table II. These results demonstrate
that the FB-OPPI method has a wideband beam stability per-
formance, capable of correctly and efficiently handling com-
plex beam stabilization control issues in practical AO system
applications.

V. CONCLUSION

In order to avoid the influence of model errors on the control
performance of practical AO beam stabilization systems, this
paper develops a new model-free control scheme, the filter-based
off-policy policy iteration (FB-OPPI) algorithm. The FB-OPPI
algorithm is crafted to address the practical needs of applica-
tions. The challenges of traditional strategy iterative algorithms
in the face of unknown system states and measurement noise
are addressed through the design of Kalman and adaptive fil-
ters, which allows the algorithms to be directly applied using
jitter errors and control actions in real operating trajectories.
The off-policy learning mechanism for controller optimization
features high data efficiency while ensuring system stability.
The experimental results indicate that our FB-OPPI controller,
operating in a closed-loop configuration, demonstrates swift
and stable convergence. Compared to the traditional integral
controller, the FB-OPPI scheme is more effective in handling
high-frequency narrowband and complex frequency beam jitter
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introduced by devices in AO systems. And in contrast to the
advanced LQG control, the FB-OPPI approach does not require
model identification, thus demonstrating higher control stability
and dynamic performance in experiments.

Building on these results, further experimental validations
will be conducted to assess the effectiveness of FB-OPPI on
TTMs with larger apertures, higher time delays and more com-
plex dynamics. Based on our preliminary validation, measure-
ment noise is indeed one of the significant factors affecting
the control performance of the proposed algorithm. Currently,
many improved centroid algorithms can assist us in reducing the
introduction of measurement noise. However, we will conduct
a more in-depth quantitative analysis of the specific impact
of measurement noise on control performance in our subse-
quent work and propose corresponding solutions. In addition,
accelerated learning algorithms will be investigated to alleviate
computational demands. This may require us to further consider
high-performance computing and fuzzy control techniques [52],
[53] to alleviate computational demands and better cope with
uncertainties in the system. We are confident that this method
shows significant potential for practical application in the near
future.
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