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Rotation Correction Algorithm Based on Polar
Harmonic Fourier Moments and Optimization

of Color Image Security Quantization
Watermarking Scheme

Yuli Yang , Meiru Jiang, Xiufang Feng, Chenchen Lu, Yongle Chen , Shuang Zhou , and Hao Zhang

Abstract—A continuous orthogonal moment is chosen as an
image feature descriptor, and a rotation correction algorithm is
proposed that can accommodate any order and repetition. In order
to demonstrate the expanded application scope of the algorithm, a
color image watermarking algorithm based on quantization con-
cept is developed, which enhances the classical algorithm’s resis-
tance to rotation attacks. Taking into account the current research
status of watermarking algorithms, a chaotic system is employed to
bolster the security of the entire process. The experimental results
indicate that the calibration algorithm exhibits strong universality
and high accuracy. In comparison, the mean square error of the
proposed rotation angle estimation model rose from 0.042 to 0.018,
and the mean absolute error climbed from 0.065 to 0.032. With
this enhancement, the robustness of color image watermarking
algorithms against geometric attacks has taken a significant leap
forward, the normalized correlation coefficient of quantization
watermarking algorithm, which could not resist rotation attack, is
now stable above 0.9. Furthermore, the modulated chaotic system
heightens the security of the watermark algorithm, the key space up
to 1015, while also improving the quality of extracted watermarks.

Index Terms—Image continuous orthogonal moment, rotation
correction, color image robust watermarking, chaotic system,
safety watermarking.

I. INTRODUCTION

A S AN important digital image processing technology,
anti-geometric distortion has always been the focus of

researchers, including manual processing and deep learn-
ing solutions. It has a positive effect on medical images,
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remote-sensing images and conventional image processing. The
geometric correction is mostly achieved by manual processing
with scale-invariant Feature transform (SIFT) and accelerated
Robust feature (SURF) registration algorithms. Besides the
above two algorithms, a feature-based registration method is
proposed by comparing directional fast and rotating BRIEF
(ORB), cross-correlation intensity-based and optical flow al-
gorithms. The problem of Non-Uniform Rotational Distortion
[1] is solved. In the field of image copyright protection, image
registration schemes such as SURF are also often used to es-
timate geometric distortion parameters [2]. For fine large-scale
remote sensing images, there are also corresponding geometric
correction strategies based on frequency matching [3], gradient
correlation and direction correlation [4], [5].

A deep learning-based registration method was used to cor-
rect nuclear magnetic resonance image (MRI) distortion. The
synchronous correction algorithm used for conventional image
protection has gradually formed a small branch to estimate
a class of distribution features of the image through limited
parameters [6]. A multivariate generalized Gaussian distribution
is used to capture the significant features of color images, and
a consistent near-end classifier is used to estimate the geomet-
ric distortion parameters [7]. A multi-layer perceptron is used
to estimate the geometric distortion parameters by fitting the
Cauchy distribution to the quaternion discrete cosine transform.
Geometric and spectral distortion of remote sensing images is
also a major obstacle to supervised classification and retrieval
based on deep learning [8]. Artificial intelligence technology is
used to generate models to perform the task of correcting satellite
images and correcting errors [9]. A learnable joint spatial and
spectral transformation model for remote sensing image retrieval
is proposed to produce newly modified images with geometric
and spectral corrections.

This paper proposes a rotation correction scheme based on ge-
ometric invariants for universal color images, which is realized
by choosing a relatively new continuous orthogonal moment:
polar harmonic Fourier moments [10]. As an excellent geomet-
ric invariant, image moment has strong geometric invariance
and global feature description ability, and also has excellent
performance in object recognition in recent years. Compared
to the deep learning pathway, the computational complexity is
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lower and the time and space consumption is less, which makes
it more efficient in processing image problems.

With this kind of technical support, there will be more possi-
bilities in the detailed field of image processing. Anti-geometric
attacks are a major difficulty in digital image watermarking [11],
[12], [13] and image information hiding technology [14], [15],
[16]. Geometric attacks usually include rotation, scaling, crop-
ping and shifting operations, which will seriously affect the syn-
chronization of multimedia content. It makes many traditional
watermarking algorithms ineffective. The key is how to ensure
that the embedded information can be reliably detected and
extracted after being subjected to various geometric transforma-
tions. So, this paper discusses the application of this scheme in
the quantitative watermarking algorithm which cannot resist the
rotation attack. In addition, the application of quaternion theory
[17] to the overall processing of color images is more significant
in research and application than the independent execution of
multi-gray channels. Finally, in order to ensure the security of the
complete algorithm, chaotic encryption technology [18], [19],
which has been intensively studied in recent years, is adopted to
enhance security and achieve the goal of image protection.

The major contributions and innovations of the proposed
digital watermarking scheme can be summarized as follows:

(1) Based on the rotation characteristics of image moments, a
rotation correction algorithm based on polar harmonic Fourier
distance is designed; (2) The proposed rotation correction algo-
rithm is applied to robust watermarking, and a new color image
watermarking algorithm is designed to solve the problem that the
original quantization watermarking scheme cannot resist rota-
tion attack. Compared with the existing watermarking schemes
of the same type and different types, it has better robustness to
both conventional attacks and geometric attacks; (3) A novel
one-way coupled mapping lattice system is coming up, which
uses Sinusoidal mapping to dynamically affect the coupling
coefficient to achieve chaotic enhancement; (4) The introduc-
tion of chaotic system not only enhances the security of the
complete process, but also improves the original watermarking
algorithm to resist the location correlation of cropping attacks,
and optimizes the visual quality of watermark.

The following is the structure of this paper: in Section II,
some preparatory work and basic theory are introduced. In
Section III, the algorithm steps are detailed. Section IV discussed
the experimental results and the conclusion in Section V.

II. PRELIMINARIES

A. Sinusoidal Dynamic Coupled Map Lattice

The coupled map lattice (CML) model was first proposed by
K. Kaneko [20], and it was pointed out that the CML has chaotic
characteristics in the space direction within a certain parameter
range. The general model of the coupled map lattice is shown as:

xn+1 (i) = f (xn (i)) +

L∑
j=1

εjg (xn (j)) . (1)

Where, xn(i) represents the state value of the i-th lattice point
at time n. n is the discrete time coordinate, i is the grid point

Fig. 1. The iterative state of the Sinusoidal mapping when x0 = 0.6543, a =
2.3.

coordinate, and L is the number of grid points. ε indicates the
coupling strength, f(x) is the local nonlinear mapping function,
usually using Logistic mapping, g(x) is the coupling function,
generally set g(x) = f(x). According to the different values of ε,
it is extended to one-way coupled map lattice (OCML), double-
way coupled map lattice (DCML), and crossed coupled map
lattice (CCML) several typical models. This paper is based on
the OCML model, the expression is shown in (2):

xn+1 (i) = (1− ε) f (xn (i)) + εf (xn (i− 1)) . (2)

Where f(x) = μx(1-x) is the Logistic mapping with parameter
3.57<μ<4 and 0<x<1. 0<ε<1 is the coupling strength. That
is to say, the chaotic performance of CML is determined by the
parameters ε and μ. It has been proved that when ε<0.3, the
chaos of a large number of cells in CML will weaken or even
disappear [21].

Meanwhile, a simple one-dimensional chaotic mapping of
Sinusoidal as (3) has a chaotic value between 0.4870 and 0.9194,
as shown in Fig. 1.

xk+1 = ax2
k sin (πxk) . (3)

This paper proposes a Sinusoidal dynamic coupled map lat-
tice (SDCML) system, which introduces one-dimensional Sinu-
soidal mappingh (x) = ax2

k sin(πxk) and dynamically controls
the coupling coefficient ε to realize the chaotic enhancement of
CML system.

In the proposed system SDCML, the meanings of i, n and f are
the same as those of OCML, except that the coupling coefficient
is ε in OCML and h (ε) = aε2 sin(πε) in SDCML. In order to
obtain the best dynamic coupling effect, μ is 3.99.

Fig. 2 shows the spatiotemporal chaotic diagrams of SDCML,
with cell number L = 50 and control parameter a = 2.3. It
can be seen that the proposed system has a complex space-time
chaotic behavior, and the generated pseudo-random sequences
are uniformly distributed throughout the space.

In order to evaluate the randomness of chaotic sequences
rigorously, the random sequences generated by SDCML were
tested using NIST SP800-22, a test standard published by the
National Institute of Standards and Technology of the United
States [22], including 15 test methods. If the P-value of the test



YANG et al.: ROTATION CORRECTION ALGORITHM BASED ON POLAR 3000714

TABLE I
NIST TEST RESULT FOR CHAOTIC SEQUENCES

Fig. 2. The spatiotemporal chaotic diagrams of Sinusoidal dynamically
coupled mapping.

result is larger than 0.01, it proves that the current sequence is
random and passes the test.

The theoretical length of the test sequence is 103∼107, so the
sequence of length 106 is used in the practical test. The results
are shown in Table I, and the P-values of the test results are
all greater than 0.01. The three chaotic sequences used in the
experiment for security enhancement have passed the NIST test,
which proves that the sequences have strict randomness and the
watermarking system is safe and reliable.

B. Polar Harmonic Fourier Moments

As an excellent geometric invariant, image moment has strong
geometric invariance and global feature description ability. Ac-
cording to whether the basis function is orthogonal, it can be
divided into non-orthogonal moments and orthogonal moments.
Non-orthogonal moments have a high degree of information
redundancy and are difficult to reconstruct the original image.
Limiting the development of image moments in more applica-
tions [23].

In contrast, orthogonal moments have great image recon-
struction performance and are outstanding in various tasks of
image processing. According to the discrete or continuous of the
basis function, orthogonal moments can be divided into discrete

orthogonal moments and continuous orthogonal moments. The
radial basis function is orthogonality in the unit circle, it can
reconstruct the original image well, there is no information
redundancy, and it has great geometric invariance.

In this paper, the polar harmonic Fourier moments (PHFMs)
with low complexity and uniform zero distribution are selected to
implement the rotation correction scheme, whose basis functions
include radial basis function (RBF) and angular Fourier factor,
as shown in (4):

ϕmn =
2

π

∫ 2π

0

∫ 1

0

f (r, θ)Pmn (r, θ)rdrdθ. (4)

Where [·] denotes conjugation of complex numbers,
Pmn (r, θ) = Tn (r)exp(jmθ),Tn(r) represents the radial basis
function and exp(jmθ) stands for angular Fourier factors with
imaginary unit j. The RBF of RHFMs and PHFMs are defined
respectively as:

Tn(r) =

⎧⎪⎨
⎪⎩
1/
√
2, n = 0;

sin (n+ 1)πr2, n is odd;

cos (n)πr2, n is even.

(5)

Tn(r) is orthogonal for 0≤r≤1. Compared with other con-
tinuous orthogonal moments, the RBF of the Fourier moments
does not introduce complex factorial operations.

For an image containing N×N pixels, the double integral
needs to be converted into two discrete summations. In the
computation process, the image needs to be mapped to the unit
circle, and there are two mapping methods: inscribed circle map-
ping and circumcircle mapping. Since the moment calculated by
the circumcircle mapping algorithm is not rotation-invariant, it
will affect the ability of the watermarking algorithm to resist
the rotation attack. Therefore, the calculation method based
on the inscribed circle is generally adopted. As shown in Fig. 3,
the center of the image is mapped as the center of the unit circle,
and (xq, yp) represents the center of the region [xq − Δx/2, xq
+ Δx/2] × [yp − Δy/2, yp + Δy/2], Δx = Δy = 2/N.
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Fig. 3. Inscribed circle and unit circle mapping.

C. Rotation Angle Estimation Based on Moments

Assume that fα(r,θ)= f(r,θ-α) as the image f(r,θ) after rotation
angle α, PHFM of fα(r,θ) and f(r,θ): Pmn (fα) and Pmn (f) meet
the relations as: Pmn (fα) = Pmn (f)exp(-jmα).

Define Φ= (Pmn (fα))/(Pmn (f)) = exp(−jmα) = cos(mα) −
jsin(mα). The rotation angle α can be estimated by the Re(Φ) =
cos(mα) or inverse function of Im(Φ)=−sin(mα). For any order
of PHFM, the rotation angle can be estimated from this. [10]
given the rotation angle estimation method using repetition m =
1 is processed: Firstly, the PHFMs of rotation image order nmax

is calculated, and then the moment of m= 1 is selected to use the
above equation to estimate, so that nmax estimated angles can
be obtained, and then the mean of these nmax angles is taken as
the final estimated angle.

In this paper, it is considered that the rotation angle estimation
based on the image moment amplitude of repetition m = 1 and
order n = nmax alone cannot accurately explain the rotational
invariance of the moment’s argument. On this basis, an improved
scheme is proposed to estimate the rotation angle of the PHFMs
calculated by any order and any repetition, and it is combined
with a quantization watermarking algorithm. The limitation that
the watermarking algorithm cannot resist the rotation attack is
eliminated. The details are described in Section III.

D. Quaternion Discrete Cosine Transform

The discrete cosine transform (DCT) is widely used in signal
processing due to its strong energy concentration characteristics.
In the DCT, the majority of the signal’s energy is concentrated in
the low-frequency part. Over the years, it has played a significant
role in image, audio, noise processing, and signal modulation
and demodulation. The DCT allows data to be transformed from
the spatial domain to the frequency domain. For an N×N image
F(i, j), the DCT coefficient matrix F(u, v) can be defined by (6),
while the inverse discrete cosine transform (IDCT) formula is
defined by (8).

α (u)α (v)

N−1∑
i=0

N−1∑
j=0

f (i, j) cos

[
(2i+ 1)uπ

2N

]

× cos

[
(2j + 1) vπ

2N

]
, (6)

α (u) = α (v) =

⎧⎨
⎩
√

1
N , u/v = 0,√
2
N , u/v �= 0,

(7)

N−1∑
i=0

N−1∑
j=0

α (u)α (v)F (u, v) cos

[
(2i+ 1)uπ

2N

]

× cos

[
(2j + 1) vπ

2N

]
. (8)

However, the traditional DCT only operates on two-
dimensional information at most and supports single-channel
gray information processing in images. To address this limita-
tion, quaternion theory is introduced to simultaneously process
three-channel components.

Quaternions are hypercomplex numbers that consist of one
real part and three imaginary parts. They are represented by a
combination of real numbers (a, b, c, d) and imaginary units
(i, j, k). Pei et al. [24] proposed a quaternion model for color
images while studying the properties of images in the quaternion
discrete Fourier transform (QDFT) domain. In this model, the
three imaginary parts of a quaternion correspond to the three
channels in an RGB color image. Consequently, the color image
can be represented as a set of pure quaternion forms.

The quaternion discrete cosine transform (QDCT) is an exten-
sion of the DCT to the quaternion domain, utilizing quaternion
correlation theory. Since quaternion multiplication does not
follow the commutative law, the QDCT has left and right forms
as:

QDCTL (p, s)

= α (p)α (s)
M−1∑
x=0

N−1∑
y=0

μ · f (x, y)N (p, s, x, y)

QDCTR (p, s)

= α (p)α (s)

M−1∑
x=0

N−1∑
y=0

f (x, y)N (p, s, x, y) · μ.

The parameter μ is a unit pure quaternion that satisfies the
constraints μ2 = -1.

In this paper, the left form is used in the research, and the
calculation method used in the experiment is introduced as
follows.

The definition can either be directly employed when calcu-
lating the QDCT coefficients or transformed into the Cayley-
Dickson form beforehand. Typically, the quaternion is consid-
ered in the latter computing paradigm, where it is expressed as
the sum of its scalar and vector components as (9)–(10):

f (x, y) = A (x, y) +B (x, y) j. (9)

F (x, y) = DCT (A (x, y)) +DCT (B (x, y)) j. (10)

Finally, the corresponding QDCT is obtained by left or right
multiplication with the pure quaternionμ, as given by (11)–(12):

QDCTL (f (x, y)) = μ · F (x, y) , (11)
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Fig. 4. Spread transform dither modulation based on projected vector.

QDCTR (f (x, y)) = F (x, y) · μ. (12)

E. Spread Transform Dither Modulation

Dither modulation (DM) coding, also known as quantization
index modulation (QIM) coding, is a data hiding encoding
method for watermark information indexing. Depending on the
information to be embedded, QIM uses different quantizers
to quantify the host image, and the quantized image is the
image containing the watermark information. Suppose that the
watermark signal 0<m<1, each signal is represented by 1bit of
information, x comes from the host signal, and q(x) is a uniform
scalar quantizer with step size Δ, which is the simplest QIM
quantizer: q(x) = Δ�x/Δ�.

For the embedded information 0 and 1, q(x) generates two
new dither quantizers: qi(x) = q(x-di)+di, and d0 = -Δ/4, d1 =
Δ/4.

Spread-transform dither modulation (STDM) is a special
coding modulation method based on QIM. The original host
signal is not quantified directly, but the vector is extracted from
the original signal for projection transformation, and then the
projection results are dithered modulation.

As shown in Fig. 4, X is the vector obtained from the original
signal and V is the selected projection vector. The vector S with
watermark is obtained as S = X + (q (Δ, {01}) - XTV) ×V.

Dither modulation firstly dithered the carrier data, and then
quantized it to realize the embedding of the watermark.

As an important factor in the performance of image STDM,
the projection vector can be selected randomly in principle, as
long as the projection vector itself is a unit vector. Therefore, it
can also be combined with numerical decomposition methods,
such as singular value decomposition (SVD).

The SVD of matrix A with size N×N is defined as:

A = US V T =

⎡
⎢⎢⎢⎢⎢⎣

u1,1 u1,2 · · · u1,N

u2,1 u2,2 · · · u2,N

...
...

. . .
...

uN,1 uN,2 · · · uN,N

⎤
⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎣

λ1 0 · · · 0

0 λ2 · · · 0

· · · · · · . . .
...

0 0 · · · λN

⎤
⎥⎥⎥⎥⎥⎦×

⎡
⎢⎢⎢⎢⎣
v1,1 v1,2 · · · v1,N

v2,1 v2,2 · · · v2,N

...
...

. . .
...

vN,1 vN,2 · · · vN,N

⎤
⎥⎥⎥⎥⎦.

(13)

Where U and V are N×N orthogonal matrices, S is a diagonal
matrix, and the superscript T represents matrix transposition.
The singular values of A, denoted by λi, are the diagonal

elements of S and satisfied λ1≥λ2≥�≥λN. These values play
a significant role in matrix-related calculations. Additionally,
the diagonal vectors and certain column vectors that exhibit
stable properties within the matrix hold the potential to serve
as projection vectors.

From the point of view of frequency, the coefficients in
different frequency domains have different characteristics, and
the projection vector makes the dither modulation affect only
part of the coefficients, to obtain the expected performance.

III. THE PROPOSED WATERMARKING SCHEME

This section discusses the proposed secure watermarking sys-
tem in detail, as shown in Fig. 5. The whole algorithm is divided
into the following four steps: the adjustment and application
of the one-way coupled map lattice system correspond to the
contents of Part A, the embedding of robust watermarking cor-
responds to the contents of Part B, the calculation of correction
information corresponds to the contents of Part C, and the last
step is information encryption. In fact, the encryption operation
appears in every link of the entire watermarking process. The
detailed scheme is described at the end of Part A.

A. Pretreatment of Chaotic Mapping

As mentioned in Section II, when the one-way coupling map
lattice generates chaotic sequences, Sinusoidal one-dimensional
mapping is used to dynamically regulate the coupling coefficient
to ensure that the system is in a chaotic state when generating
sequences, thus generating chaotic random sequences (S1, S2,
S3). S1 is used for logo pre-scrambling encryption to eliminate
location correlation. S2 is used to generate a chaotic matrix to
resist position-invariant statistical attacks. When the copyright
information is registered, the argument information of the wa-
termarked is registered with it and used to resist the rotation
attack. S3 dynamic associative no repeat scrambling algorithm
encrypts the argument information of the watermarked image
before registration.

For pre-scrambling of logo, S1 is employed to Arnold matrix
a and b coefficients, as shown in:[

x1

y1

]
= T

[
x0

y0

]
mod

[
M
N

]
+

[
1
1

]
, (14)

T = Arnold =

[
1 a
b ab+ 1

]
. (15)

Where M and N are the size of the logo to be scrambled, (x0,
y0) are the pixels before the transformation, and (x1, y1) are
the new pixels after the transformation. The goal is to avoid the
periodicity of the simple Arnold transformation itself. Without
disturbing the parameters, the Arnold transformation has a spe-
cific period. After a certain number of scrambles, the previous
encryption is restored. Easy to crack problems are solved by
correlating chaotic sequences with Arnold parameters.

However, if only dynamic scrambling does not change the
watermark pixel value, the copyright information will still be
at risk of statistical attacks. Therefore, S2 is used to generate a
chaotic matrix, and the chaotic matrix is binarized to change
the pixel value within {01} with the scrambled watermark
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Fig. 5. Process of watermark embedding algorithm and security enhancement.

Algorithm 1: Dynamic no Repeat Scrambling.
Input: PHFMs argument information P, Chaotic
sequence S3.

Output: Scrambled argument information S.
1. [M, N] = size(P);
2. X = mod (floor (S3 ∗10^6), M∗N) + 1;
3. [∼, index] = unique (X); L = length (index);
4. x = zeros (1, M); x (1: L) = x (sort (index));

x(L+1:M∗N) = setdiff (1:M∗N, x); X = x;
5. S = P;
6. for i = 1: floor(M∗N/2)
7. t = C(X(i));
8. C(X(i)) = C(X(M∗N-i+1));
9. C(X(M∗N-i+1)) = t;

10. end
11. S = reshape (S, [M, N]);

information, taking the encrypted 64×64 size watermark as an
example, the second chaotic sequence S2 is processed as:

Chaotic sequence = S2 (501:4596);
Chaotic matrix = reshape (Chaotic sequence, [64,64]);
Chaotic matrix = mod (floor (Chaotic matrix×106),2).
The values of the first 500 iterations in sequence S2 are

discarded, and the values of the 501st iteration are taken from
the beginning to ensure the high randomness of the sequence.

Then the one-dimensional vector is reconstructed into a two-
dimensional matrix, and the floating-point moments are bina-
rized by first enlarging and then taking the modulo operation,
which is convenient for XOR with binary watermark.

S3 is used to encrypt correct information. Based on the non-
equal length information matrix, S3 adopts the no repeat scram-
bling method, which is used as a random index to dynamically
encrypt correct information as Algorithm 1.

B. Rotation Correction Algorithm Based on PHFMs

In order to optimize the ability of the quantization water-
marking algorithm to resist the rotation attack, the proposed
rotation angle estimation method is applied to the proposed color
image watermarking algorithm to realize rotation correction.
The calculation method in Section II is used to calculate the
three-channel PHFMs of the watermark image, as shown in
Fig. 6.

Firstly, the coordinate system transformation and unit circle
mapping are processed. In order to facilitate the correction
processing of the host image before the copyright verification
and reduce the data storage, the calculated PHFMs need to
be further processed. angle (·) indicates the calculation of the
argument angle of the PHFMs currently existing in the plural
form. Since the calculated result is the information of the radian
angle, it is further converted into the angle value to facilitate the
direct estimation of the rotation angle. Fig. 7 illustrates the size
of the PHFMs information matrix with order n and repetition m.
In fact, the parts of m>0 and m<0 are symmetric, and only one
side of the data can be applied. The value of the m = 0 part is
unstable and needs to be removed.

The PHFMs of each channel are carried out on the above
operation, and registered with the copyright information after
splicing.

The correction method does not limit the order and repetition,
and can calculate the PHFMs of watermarked images according
to any determined n and m. The further processing flow of
the moment coefficient is shown in Fig. 8. After calculating
the subtractive matrix according to the argument information of
the watermarked and the current image, it can be summarized
into three steps:

Step 1 is mainly to unify the rotation direction (clockwise or
counterclockwise) that the image may suffer, and represent the
argument data in the Subtractive matrix A in a unified direction.
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Fig. 6. Argument information preprocessing.

Fig. 7. Moment matrix calculated according to order n and repetition m.

Fig. 8. Moment coefficient processing.

Step 2 is the key to eliminating the influence of repetition
m, and the argument information matrix corresponding to the
three channels is processed in the way of decreasing column
by column, that is, in each channel PHFMs: {column(m =
2)-column(m = 1), column(m = 3)-column(m = 2), …, col-
umn(m = m)-column(m = m-1)}.

Step 3 is the final processing. After the end of the second
step, there may be two states. One is that all the information in
the processed matrix can reflect the rotation angle. The other

Fig. 9. Histogram representation with equivalent states.

is that there are still equivalent states, and a clockwise rotation
of α° and a counterclockwise rotation of (360-α) ° are defined
as a set of equivalent states that, although they have the same
meaning, can still be normalized by a single processing. In the
first case, the result is presented as a single peak, and in the
second case, the result is presented as two peaks, as shown in
Fig. 9. Although two peaks have the same meaning and can both
explain the rotation change angle, in order to simplify the Angle
estimation results, the double peak results are further processed
to transform them into single peak, as shown in Fig. 10.

After the processing of Algorithm 2, all the PHFMs informa-
tion calculated by any n and m can estimate the rotation angle,
and perform the inverse transformation of the corresponding
angle on the current image to get the corrected image.

C. Watermark Embedding Algorithm

Compared with the spatial watermarking method, frequency
watermarking has better concealment and resistance to attack.
However, frequency domain conversion is often targeted at a
single image channel, so most of the watermarking algorithms
based on color images embed the watermarking information
into the Y channel after YCbCr transformation, in fact, the
other two channels are not processed. This is fine, if only for
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Algorithm 2: Rotate Angle Correction.
Input: Original argument information matrix O,

Current argument information matrix C.
Any order n and any repetition m.

Output: Rotation angle α.
1. Subtractive matrix A = C – O.
2. Determine whether most of the coefficients

are positive to normalized rotation direction:
if A (i, j) > 0

A (i, j) = A (i, j) − 360;
else if

A (i, j) = A (i, j) + 360;
end

3. Normalized repetition effect:
B1 = A (1: n, 1:m);
B2 = A (1: n, m+1:2m);
B3 = A (1: n, 2m+1:3m);
for i = 1: n-1

for j = 1: m
B1 (:, i) = A(:, i+1)-A(:, i);

end
end
B1 = B1 (1: n, 1:m-1);
B2 and B3 are the same as above.
B = [B1, B2, B3];

4. Data distribution peak judgment
to normalized equivalent state:
if Double peak

C = B;
for i = 1: n

for j = 1: 3m-3
if C (i, j)>0

C (i, j) = C (i, j)-360;
end

end
end
Get rotation angle from histogram;

else if
Get rotation angle directly from histogram;

end

the sake of image concealment. However, in the watermark-
ing algorithm, the watermarking information is embedded into
a known single channel, which does not make good use of
multi-channel frequency domain information for color images.
If the three-channel information can be used as the carrier of the
watermarking algorithm, it is a better choice from the perspective
of security and concealment. Therefore, this paper uses QDCT to
realize frequency domain watermarking under quaternion theory
and make full use of three-channel host information. According
to Fig. 11, specific steps are as follows:

Step 1: Perform 8×8 QDCT transformation of the carrier
image according to the effective calculation method to obtain
the QDCT coefficient, that is, the component Q to be embedded
in the watermark.

Fig. 10. Eliminate histogram results of equivalent states.

Step 2: Divide the component Q into 8×8 non-overlapping
blocks Bi (i = 1, 2, …, M×N/64), and subsequent operations
are performed on each block.

Step 3: Performs singular value decomposition on block Bi,

the S matrix diagonal element

⎡
⎢⎢⎢⎣

λ1 0
0 λ2

· · · 0
· · · 0

· · · · · ·
0 0

. . .
...

· · · λ8

⎤
⎥⎥⎥⎦ as the

vector X (λ1, λ2, . . . , λ8) to be embedded in the watermark.
Step 4: Compute the parallel projection V of vector X: V =

X/�(sum(X2)).
Step 5: Take the vector X and V into STDM quantization

calculation: S = X + (q (Δ, {01}) - XTV) ×V.
Δ is the given quantization step, and the image quality and

attack resistance of the image after embedding the watermark
are also different from the step size set. For the embedded
information 0 and 1, quantizer q(x) generates two new dither
quantizers, respectively:{

q0 (x) = q
(
x+ Δ

4

)− Δ
4 ,

q1 (x) = q
(
x− Δ

4

)
+ Δ

4 .
(16)

Step 6: The vector S embedded with the watermark is taken
as the diagonal element of the new Sw matrix, and the inverse
singular value decomposition is performed to obtain the image
block embedded with the watermark: Bwi = u×Sw×v’.

Step 7: After all the blocks are processed, the inverse QDCT
transform is carried out to obtain the carrier image embedded
with a watermark.

D. Watermark Extraction Algorithm

The main idea of quantification is to divide the coordinate
axes into A interval set and B interval set with the interval size
of the step. According to the watermark value is 0 or 1, adjust the
value of the watermark to be embedded so that it is equal to the
middle value in the corresponding interval closest to itself. So,
when detecting the watermark, only judge whether the value falls
in the interval of set A or set B, and the corresponding watermark
information can be obtained as 0 or 1.

The first two steps are basically the same:
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Fig. 11. Block diagram of watermarking.

Step 1: Restores the watermarked to its original size, and per-
form 8×8 QDCT transformation on the watermarked to obtain
the current QDCT coefficient, that is, the watermark component
to be extracted.

Step 2: The singular value vector and projection vector are
calculated using the same method for each 8×8 subblock.

The watermark is decoded according to the principle of min-
imum distance above, the further explanation is as follows:

Step 3: Make the inner product of the current watermarking
vector and the current projection vector to get the current coef-
ficient p to be quantified.

Step 4: Input p respectively into the two quantizers {q0 (·),
q1 (·)} defined when embedding the watermark, and obtain the
current quantization value { p0, p1}.

Step 5: Compare the current quantization coefficient p with
the current quantization value {p0, p1}. If abs(p0- p)<abs(p1-
p), the watermark information corresponding to this block is 0;
otherwise, it is 1.

Step 6: Traverse all blocks to obtain the complete watermark
information.

It should be noted that in the complete watermarking process,
the extracted watermark is still in the encrypted state at this time,
and it is necessary to complete the decryption of the watermark
with the help of S2 and S1 in turn.

Under the premise of great transparency, the STDM algorithm
can better extract watermark information under noise, filtering
and cropping attacks, and it can obtain less embedding distortion
and has high robustness. However, the fly in the ointment is that
the algorithm is not resistant to rotation attacks even at a very
small rotation angle, as shown in Fig. 12 . Therefore, if the

Fig. 12. The effect of extracting watermark before and after rotation correc-
tion (5°): (a) Original watermark (b) Watermark extracted without correction
(c) Watermark extracted after correction.

Fig. 13. Original images in the proposed method: (a) Peppers (b) Baboon
(c) Airplane.

watermarked is subjected to rotation attack before the water-
mark extraction, the precorrection Algorithm 2 can improve the
quality of the watermark extraction and eliminate the limitations
of the algorithm.

IV. EXPERIMENTS FOR SIMULATION

In this section, we will test the performance of the proposed
algorithm through simulation experiments, with the purpose of
verifying the watermarks. All the processes proposed in this
study were run with MATLAB 2016b, and the computer uses
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Fig. 14. Watermark images in the proposed method: (a) Logo (b) Rose
(c) Panda (d) Note.

Intel I5 CPU and 16.0 GB RAM. Color images in [25] were
used as test subjects, as shown in Fig. 13. Binary logos with a
resolution of “64×64” are used as the watermarks, as shown in
Fig. 14. The test findings are unaffected by different watermarks.
The reason is that the binary watermarks are scrambled before
they are embedded in the images.

A. Imperceptibility Analysis

Peak signal-to-noise ratio (PSNR) is the most commonly used
objective metric for evaluating image quality. It quantifies the
difference between the original image and the processed image
using mean square error (MSE), thus describing the differences
between the watermarked and the original image. PSNR is
calculated by comparing the MSE between two images and
converting it to decibel units to indicate the degree of image
quality difference. The MSE for two m×n grayscale images A
and B is defined as (17). Based on this, PSNR is defined as
(18), where the maximum value for each 8-bit is 255. In image
watermarking, typical PSNR values range from 30 to 40 dB,
with higher values indicating better quality.

MSE =
1

mn

m−1∑
i=0

n−1∑
j=0

[A (i, j)−B (i, j)]2. (17)

PSNR = 10 · log10
(
MAX2

I

MSE

)
. (18)

However, both MSE and PSNR focus only on the statistical
characteristics of the image signal and do not align with the
human visual system (HVS), thus failing to achieve a compre-
hensive subjective assessment. Weighted signal-to-noise ratio
(WSNR) is an improved metric that incorporates some visual
features by considering the error image (i.e., the difference
between the original image and the tested image). It obtains a
measurement value through contrast sensitivity function (CSF)
filtering, referred to as signal-to-noise ratio (SNR), to achieve a
closer subjective evaluation, as shown in:

WSNR = 10 · log10
⎛
⎝ MAX2

I

mean
(
mean

(
E2

csf

))
⎞
⎠ . (19)

E (·) represents the image obtained by filtering the difference
between the two images with CSF. Unlike PSNR, WSNR takes
into account the characteristics of the HVS by weighting dif-
ferent frequency components of the image or video, thus more
accurately reflecting the sensitivity of the eye to image quality.

In addition to PSNR, the structural similarity (SSIM) index
is also commonly used to measure the imperceptibility of wa-
termark algorithms. It evaluates the degree of image quality

Fig. 15. PSNR at different step sizes.

loss by comparing the similarity of the structure, brightness,
contrast, and other aspects between the original image and the
processed image. SSIM combines information from the three
aspects above, which better aligns with the eye’s perception of
image quality. Equation (20) calculates the structural similarity
between two images, considering the means, variances, and
covariance of the images. The range of SSIM is -1 to 1, where a
value of 1 indicates perfect similarity.

SSIM (x, y) =
(2μxμy + C1) (2σxy + C2)(

μ2
x + μ2

y + C1

) (
σ2
x + σ2

y + C2

) , (20)

where μx represents the mean of x, μy is the mean of y, σx

represents the variance of x, σy is the variance of y, σxy is the
covariance of x and y.

For color images typically composed of three channels, the
average value for each channel is calculated experimentally, and
the average values are taken as the final evaluation result. These
metrics are widely applied in the field of image watermarking
to evaluate the impact of different algorithms and techniques on
host images, guiding and optimizing the watermark embedding
process.

The same watermark is embedded into different host images,
respectively, and different watermarks are embedded based on
the same host image. The visual effects of watermarked images
are observed in Tables II and III. The data show that the algorithm
invisibility is somewhat related to the carrier image itself, but
the watermark has almost no impact on the embedding effect,
because the location correlation of different watermarks has been
eliminated before embedding. At the same time, the watermark
can be extracted lossless when the watermarked image is trans-
mitted without any attack.

Finally, the experiment examined the invisibility index under
asynchronous length by regulating the quantizer step size, as
depicted in Figs. 15–17.

It can be observed from the figure that the value of PSNR is
scarcely influenced by the host image, and there is no notable
disparity among the four images. Regarding SSIM, although
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TABLE II
PSNR, WSNR, AND SSIM OF WATERMARKED AND THE NC AND BER OF THE EXTRACTED WATERMARK

TABLE III
PSNR, WSNR, AND SSIM OF WATERMARKED WITH DIFFERENT WATERMARKS AND THE NC AND BER OF THE EXTRACTED WATERMARK

Fig. 16. SSIM at different step sizes.

Fig. 17. WSNR at different step sizes.

Fig. 18. Diagram of actual parameters and predictions.

there are certain differences between the airplane and the other
three images, the value can still approach 0.98 or exceed it. The
data of WSNR fluctuates significantly, ranging from 42 to 68 dB,
and the appropriate step size can be determined based on the
requirements of image quality to achieve superior robustness.

B. Correction Accuracy Analysis

This section processes the test image using common rotation
attack parameters and estimates the rotation angle using a cor-
rection algorithm based on continuous orthogonal moments, the
results of which are shown in Fig. 18, and Table IV presents the
specific data results for reference and comparison.

Based on the geometric invariance of image moments, the
accuracy of the correction algorithm can reach 0.1. According
to the experimental results, when the rotation angle is larger than
90°, the accuracy of the algorithm is improved to a certain extent,
which makes the watermarked have the ability to completely
correct and restore to the original when facing the flipping attack.
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TABLE IV
THE ACTUAL ROTATION ANGLE AND THE ESTIMATED RESULT OF THE ALGORITHM

TABLE V
ROBUSTNESS PERFORMANCE: EXTRACTED WATERMARKS FROM THE ATTACKED WATERMARKED IMAGES AND CORRESPONDING NCS AND

BERS OF WATERMARKS (Δ = 120)

C. Robustness Analysis

In watermarking, normalized correlation (NC) coefficient and
bit error ratio (BER) are commonly used performance indicators
to evaluate and measure the accuracy and robustness of water-
mark extraction processes.

NC is used to measure the detectability and robustness of the
embedded watermark in the image by calculating the degree of
correlation between the embedded watermark and the extracted
watermark. A higher NC value indicates that there is a strong
correlation between the embedded watermark and the extracted
watermark, which can effectively detect and extract watermark.
The maximum NC value of two identical watermarks is 1.

In the experiment, NC is used to evaluate the perfor-
mance against various attacks or image processing. When the
watermark size is m×n, NC is defined as:

NC = ∑M−1
m=0

∑N−1
n=0 W (m,n)W ∗ (m,n)√∑M−1

m=0

∑N−1
n=0 W (m,n)2

√∑M−1
m=0

∑N−1
n=0 W ∗(m,n)2

.

(21)

BER is used to measure the accuracy of watermark extraction.
It represents the ratio between the number of watermark bits
with errors and the total number of watermark bits. A lower
BER value indicates that the watermark extraction accuracy is
high, and the integrity of the watermark is effectively protected,
the corresponding watermarking has great robustness.

Equation (22) is usually used to calculate the bit error ratio,
where W is the original watermark image, W∗ representing the
extracted watermark image, � is the xor operation.

BER =
sum (W ⊕W ∗)
length (W )

× 100%. (22)

The watermark is extracted after different degrees of attack
and processing on the watermarked. Before extracting the water-
mark, the proposed correction algorithm is applied to correct the
rotation processing, and the watermark still in the encrypted state
is decrypted by using the chaotic key to improve the integrity
and quality of the extracted watermark.

In Table V, NC and BER are used to evaluate the differences
between the extracted watermark and the original, which shows
the robustness of the watermarking algorithm.
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TABLE VI
COMPARISON EXPERIMENT WITH RELEVANT STUDIES

TABLE VII
COMPARISON EXPERIMENT WITH RELATED ROTATION ANGLE STUDIES

D. Comparison Analysis

Tables VI–VII shows the comparative results of relevant
studies in recent years, comparing the robustness indicators on
the basis of comparable invisibility. Through the analysis and
comparison of these indicators, the reliability and robustness
of the watermarking algorithm can be continuously improved,
so as to better meet the application requirements of watermark
protection and authentication.

The comparative works are all robust digital watermarking
algorithms based on color host images. Image processing based
on the quaternion concept adopts methods such as QDCT and
QWT. Reference [11] proposes a color image watermarking
scheme based on holograms using QDCT. Compared with this
algorithm, the proposed possesses the same capacity to resist
rotation attack, flip attack, and noise, and the advantages in
scaling, cropping, compression and filtering attack are more pro-
nounced. Reference [12] employs quaternion wavelet transform
(QWT) on color image watermarking, yet it does not discuss the
solution for rotation attack. Compared with this algorithm, the
proposed demonstrates superior performance in cropping attack,
compression and filtering attack, but is not as effective as this
algorithm in minimizing and noise attack. QDCT is also adopted
in Reference [13], but the distinction lies in that the denoising
convolutional neural network (DCNN) optimization algorithm

is also introduced, which renders the extracted binary watermark
more visually recognizable. Compared with this algorithm, the
proposed does not consume more time and space cost for model
training and has better anti-geometric attack performance.

In Table VII, distortion detection algorithms based on syn-
chronous correction [6] and Zernike moments [11] are respec-
tively compared. The former uses relevant techniques of ma-
chine learning, and it takes a certain amount of time to train the
machine to predict rotation distortion. The latter is a geometric
distortion detection algorithm based on an invariant centroid
proposed by Khotanzad in 1990 [26], and a geometric estimation
method based on Zernike moments is proposed. According to the
data provided by the references, the accuracy of the prediction
is compared. Most of the data prove that the proposed is closer
to the actual parameter than that of the comparison works. MSE
and mean absolute error (MAE) are used to measure the progress
of accuracy of angle prediction algorithm.

E. Security Analysis

The watermarking encryption process must exhibit both high
sensitivity and security. In the case of an incorrect key, the
decryption process should not proceed smoothly, resulting in
a completely different decrypted watermark compared to the
correct outcome.



3000714 IEEE PHOTONICS JOURNAL, VOL. 16, NO. 5, OCTOBER 2024

Fig. 19. (a) Original watermark (b) Correct key decryption watermark
(c) False key decryption watermark.

During practical testing, when a key for a hyperchaotic map
was modified, the process yielded only a minor alteration, with
a discrepancy of 10−15 from the correct key. Fig. 19 serves as
evidence that even a slight error cannot restore the correct water-
mark. Furthermore, the watermark obtained by decrypting the
incorrect key contains minimal visual information, indicating
the key sensitivity of the algorithm.

V. CONCLUSION

A rotation correction algorithm based on continuous orthog-
onal moments is put forward. Taking the polar harmonic Fourier
moments as an instance, the results obtained for any order and
repetition possess high accuracy. From the application perspec-
tive, it is highly suitable for quantization watermarking and
ameliorates the limitation of quantization in rotation attack. The
new chaotic system proposed in this paper realizes the chaotic
enhancement of a one-way coupled mapping lattice system
by introducing a one-dimensional mapping dynamic modula-
tion coupling coefficient, and passes the NIST random test to
guarantee the security of the entire watermarking algorithm,
including the scrambling and encryption process, and is capable
of resisting statistical analysis attacks. In addition, the quality of
watermark extraction by quantization in the case of cropping at-
tack is enhanced by eliminating the location correlation of pixels.
However, there are still certain special attacks against which the
algorithm is insufficient. For instance, histogram equalization
and affine transformation, can be further investigated in future
endeavors.
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