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Abstract—The rapid development of the Internet of Things (IoT)
has put great challenges on the next generation’s communication
technologies. Optical Camera Communication (OCC), with its
advantages of the green principle, less electromagnetic interfer-
ence, and harmonious integrations, can serve as a complementary,
and sometimes viable alternative technology to mainstream Radio
Frequency (RF)-based one. Designing efficient OCC platforms cru-
cially involves accurate modeling of the OCC system and evaluating
the efficiency of OCC-based techniques, which then stimulates re-
lated practical applications. This paper aims to provide a systematic
perspective to understand OCC and to present design guidelines for
OCC systems from theory to practice. First, the main parameters
and analytical models for OCC basic components are presented
to provide guidance on hardware parameter selection and system
simulations. Next, typical implementation procedures and common
performance evaluation criteria for an overall OCC system are pro-
vided. Then, detailed goal-oriented OCC enhancement solutions
are summarized aiming to provide systematic guidelines for system
performance enhancement. Finally, OCC designed examples are
presented based on the results of our OCC experimental platform
and some future research directions are discussed.

Index Terms—Analytical models, design guidelines, image
processing, Internet of Things (IoT), optical camera commu-
nication (OCC), performance evaluation and enhancement.

I. INTRODUCTION

THE rapid increase in miscellaneous digital services and the
widespread application of the Internet of Things (IoT) have

put more strict requirements on the supported bandwidth, relia-
bility, green, and safe properties for the next generation’s com-
munication technologies [1]. Disadvantages of the frequency
spectrum scarcity, electromagnetic interference, and the vulner-
abilities to eavesdropping that existed in the mainstream Radio
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Frequency (RF)-based communication systems have put great
obstacles to satisfying the above-mentioned demands [2]. A
complementary, and sometimes viable alternative technology is
therefore of great significance. Optical Camera Communication
(OCC), with its advantages of unlicensed spectrum with no radio
frequency interference and joint sensing and communication
capability can be considered as a promising complementary so-
lution [3] for easing the bandwidth usage pressure on RF systems
in a harmonious manner. Recent developments in semiconductor
manufacturing have witnessed the proliferating use of Light-
Emitting Diode (LED) and camera at a much lower cost. The
pervasive but cost-efficient utilization of the transceivers then
further stimulates the research interests and wide applications
of OCC in IoT-based financial, technical, medical, and social
fields [2], [3], [4].

A. Literature Review

The current literature on OCC includes some tutorial pa-
pers with contents which can be roughly classified into four
categories including technology overview [5], [6], [7], [8], [9],
[10], standard analysis [11], [12], [13], [14], [15], OCC-based
application scenarios [2], [4], [16], [17], [18], and key OCC
techniques investigations [19], [20], [21]. The first category
of papers concentrates on operation principles [5], [6], basic
components [7], [8], [9], practical challenges [8], and future
research perspectives [10]. The standard-related papers [11],
[12], [13] provide insights into the motivation and revision
details of the IEEE 802.15.7r1 with frame format design of
the OCC Medium Access Control (MAC) layer. Developments
for IEEE 802.15.7a (TG7a) standard are described and in-
troduced in [12], [13]. The application-specific tutorials con-
sider OCC for IoT [2], the 5th Generation (5G) network [4],
the smartphone-based system [16], the eHealth field [17],
and the vehicular communication network [18] to demonstrate
their compatibility and adaptability. OCC key techniques, such
as undersampled-based modulation [19], OCC Deep Learn-
ing (DL)-aided methods [20], and security issues [21] have
been investigated systematically in the key techniques-based
papers.

Although some OCC design-related contributions have been
made in these papers, there still remains a gap for a tutorial
that provides a comprehensive OCC design guideline from
theory to practice. First, a systematic review of OCC system
key parameters characteristics and analytical models for OCC
transceivers and optical channels is missing in the literature. The
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study of key parameters is beneficial in OCC hardware design for
experimental platforms, and this along with OCC system models
can provide theoretical support for simulating OCC systems.
Second, technical design approaches for experimental OCC
platforms are not sufficiently provided and detailed procedures
for accurate simulations of an OCC system are seldom dis-
cussed in the existing OCC tutorial papers. Finally, performance
enhancement solutions for the OCC system designs based on
various communication requirements are not comprehensively
reviewed.

B. Our Contributions

Based on the above-analyzed limitations, the contributions of
this paper can be summarized as follows.
� Main parameters of the OCC transceiver and its channel are

systematically characterized to provide hardware param-
eter selection guidelines for experimental OCC systems
design. Analytical models of the LED-based transmitter,
camera, and optical channels are summarized to support
the simulation of OCC system design.

� Implementation procedures for both the experimental and
simulated OCC systems are introduced to provide guid-
ance for an overall system design. Common performance
criteria are also summarized to help evaluate the system’s
performance.

� Detailed performance enhancement approaches to achieve
various OCC requirements including communication
speed improvement, distance extension, quality increase,
and reliability enhancement are comprehensively pre-
sented.

� Detailed design examples of both experimental and sim-
ulated OCC setups are presented. Both indoor and out-
door application scenarios are discussed for experimental
setups elaborating on selected transceiver types, applied
algorithms, challenges, achieved communication perfor-
mance, and future design suggestions. Simulation meth-
ods, synthetic OCC images, and theoretical performance
analysis are also illustrated based on our simulated OCC
systems.

C. Scope of This Paper

This paper is divided into the sections listed below. OCC
preliminaries which include its general features, related stan-
dards, and main system categories are provided in Section II
serving as a technology background. Common components,
their main parameters, and analytical models are summarized
in Section III. Section IV introduces implementation and eval-
uation criteria for both the experimental and simulated OCC
systems. Detailed OCC performance enhancement approaches
for various communication requirements are demonstrated in
Section V. Typical OCC design examples based on both the
simulated and experimental setup platforms are manifested in
Section VI. Design challenges and future research directions are
presented in Section VII. Concluding remarks are summarized
in Section VIII.

Fig. 1. OCC basic structure, where LED-based transmitter, optical channel,
and camera receiver are three basic components.

II. OCC PRELIMINARIES

OCC, also known as Camera Communication (CamCom),
light-to-camera communication, and Image Sensor Communi-
cation (ISC), is one of the Optical Wireless Communication
(OWC) technologies. It helps to realize wireless connectivity
based on the three frequency bands of Infrared (IR: 3–300 THz),
Visible Light (VL: 380–790 THz), and Ultraviolet (UV: 790–
3000 THz) [4]. The history of OCC could be dated back
to 2001 when the camera receiver was first presented in the
optical communication field [5]. It was then first included in
the revised IEEE 802.15.7r1 standard, which originated from
the IEEE 802.15.7-2011 standard for Visible Light Communi-
cation (VLC). A task group called TG7m was founded in 2014 to
not only develop the OCC technical requirements but also revise
the standard known as IEEE 802.15.7 m which is mainly targeted
for short-range communications [18]. Specifications were finally
approved in 2018 with the title updated to IEEE 802.15.7:2018,
where the defined Physical layers (PHY) have increased from
three in 2011 to six. Task Group 7a has recently been initiated
to further produce an amendment to IEEE 802.15.7-2018 which
focuses more on improving the data rate, extending communica-
tion distances, and supporting system mobility [12], [14], [15]. A
new PHY specification mode and wide-range multi-carrier mod-
ulation techniques have been accepted for OCC applications. Or-
thogonal Frequency-Division Multiplexing (OFDM), Multiple-
Input-Multiple-Output (MIMO), Non-Orthogonal Multiple Ac-
cess (NOMA), and Artificial Intelligence (AI)-based techniques
have also been added. More details can be found in the Technical
Consideration Document (TCD) of TG7a [13].

OCC distinguishes itself from other OWC technologies by
applying a camera as the receiver. Several papers have already
demonstrated comprehensive comparisons among OCC and
other OWC technologies, and interested readers are recom-
mended for more details in [3]. As OCC is treated either as an
extension or as a subset of VLC in some literature [4], [5], [6],
[18], to avoid confusion, OCC is seen as a camera-based OWC
technology with VLC as a Photo Detector (PD)-based one.

Three basic components form a typical OCC system, namely,
the transmitter, the optical channel, and the camera receiver as
shown in Fig. 1. OCC can be divided into three categories based
on different transceiver pairs. The combination of a single LED
transmitter and a camera receiver (LED2C) is the first category.
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An LED array transmitter and a camera, known as LEDA2C or
visual MIMO form the second OCC category. The third type
includes a screen transmitter and a camera (S2C) [5]. In this
paper, we especially focus on the first two OCC categories.

III. COMMON COMPONENTS, MAIN PARAMETERS, AND

ANALYTICAL MODELS FOR OCC SYSTEMS

A. LED-Based Transmitter

1) Principles and Common Transmitter Sources for OCC
Systems: Through recombination of the electrons and holes,
LED provides illumination with the help of the intrinsic photon-
generating nature and parasitic capacitance and inductance [22].
In the OCC field, LED illumination intensity, colour, and fre-
quency can be modulated to carry information.

Three LED-based components are often applied as the trans-
mitter in the existing OCC investigations. The first component
comes from the LEDs of existing infrastructure, such as the traf-
fic lights, advertisement panels and vehicle illumination lights.
This type of LED is often applied to test the applicability of OCC
in practical scenarios, such as the OCC-based Vehicle-to-Vehicle
(V2V), Vehicle-to-Infrastructure (V2I), and Infrastructure-to-
Vehicle (I2V) situations [22]. The second component is suitable
for IoT-based indoor scenarios including the neopixel LED array,
LED strip, and portable LED array. Multiple LEDs are often used
together to enhance the transmission data rate [23]. The third
component is the specifically designed LEDs to help achieve the
required communication performance, such as the rotary LEDs
proposed by investigators from Japan [24], the newly developed
OLED [25], and micro-LED array [26].

2) Main Parameters: Main parameters are introduced based
on single LED and LED array respectively.

Single LED: Transmitted optical power, LED frequency re-
sponse, and LED Lambertian order are the three main param-
eters that affect OCC communication performance. Luminous
intensity from the photometry perspective is the parameter in-
fluencing the OCC illumination performance.

The transmitted optical power Pt indicates the total energy
radiated from an LED and is a parameter from the radiometric
perspective with the unit Watt (W). It has a great impact on the
possible achievable transmission distances of OCC systems and
influences the suitable threshold value applied in the demodula-
tion process. The value of Pt can normally be acquired from an
LED vendor datasheet. However, for the sake of more rigorous
analysis, three calculation methods have been proposed in OCC
investigations [22], [27], [28], [29]. The first method is presented
from the theoretical perspective, where Pt is described as the
integral of the energy flux Φe in all directions given as [27]

Pt =

∫ Λmax

Λmin

∫ 2π

0

Φedθdλ, (1)

where Λmin and Λmax are determined by the sensitivity curve
of the image sensor. As it’s normally difficult to get the precise
value of the energy flux, the second method is therefore pro-
posed based on the linear relationship between the LED injected
current I and Pt within its linear working area. It is also the
most commonly used method for calculating the optical power

in simulated OCC systems. It is given as [22], [28]

Pt = kI, (2)

where the linear coefficient k can be fitted through experiments
as illustrated in [28], in which its value is approximately 2 and
the LED driving current is set as 75 mA. The third calculation
method is derived depending on the current I-voltage V char-
acteristic of LED, and can be given as

Pt = ηIV, (3)

where η is the value of photoelectric conversion efficiency. The
mathematical relationship between I and V can either be fitted
by a third-order polynomial as in [22] or through the diode
equation proposed in [29].

As the LED light usually experiences a transition period when
being driven by its current, it equivalently shows certain finite
electrical bandwidth [22]. This property can be described by
its frequency response and may impose limitations on the al-
lowable flickering rate. A practical frequency-sweeping method
mentioned in [22] can be applied to get the various frequency
response results and the modulation bandwidths (defined as the
3 dB bandwidth) of different LED transmitters. A simple model
which demonstrates the intensity variation of the light output
with the angular frequency at a specific modulated voltage can
be adopted to predict the LED frequency response as proposed
in [22]. And authors in [30] present an approximate LED impulse
response model with the exponential signal varies with the 3 dB
cutoff frequency.

Lambertian radiant orderm, or Full Width at Half Maximum
(FWHM) as another name, can be used to measure the LED
divergence angle which significantly affects the received power
distribution [31]. Through careful determination, it can help to
alleviate transmission distortion. m is given by [31]

m =
− ln(2)

ln(cos(Φ1/2))
, (4)

where Φ1/2 is the transmitter semi-angle. Optical diffusers are
recommended to help adjust the Lambertian beam in order to
get a better communication performance in OCC.

As a great many OCC systems use the visible light spectrum,
LED light source brightness needs to be carefully adjusted to
provide a comfortable illumination experience. Besides, for the
application of OCC in V2V scenarios, transmitters that can pro-
vide acceptable road illumination without causing interference
to other road users are also of great significance [32]. Luminous
intensity is used to measure this property with the unit Candela
(cd). It can be directly measured using a light meter or simply by
referring to an LED manufacturer [33]. The luminous intensity
in an angle φ can also be calculated as [34]

I(φ) =
m+ 1

2π
I(0)cosm(φ), (5)

where I(0) represents the center luminous intensity of the LED
transmitter, and φ is the angle of irradiance.

Apart from the LED parameters mentioned above, the physi-
cal diameter and the applied flickering rate of the LED transmit-
ter should also be carefully selected for OCC systems design.



7303025 IEEE PHOTONICS JOURNAL, VOL. 16, NO. 4, AUGUST 2024

LED diameter value has a close relationship with its supported
transmission distances, whereas the flickering rate affects the
data rate and human eyes’ comfort [33].

LED array: When an LED array is applied as the transmitter
of an OCC system, it has some unique influential factors which
include LED placement shapes, LED intervals, and LED over-
lapping situations. The impact of the LED placements in an LED
array has been investigated in [35], where the performance of
three representative placements has been analyzed, namely, the
Matern HardCore Point process (MHCP), the Binomial Point
Process (BPP), and the circular shape. Results showed that the
MHCP configuration with a more uniform Signal-to-Noise Ratio
(SNR) can achieve better performance. The influence of the LED
intervals in an LED array has been studied in [36]. Such intervals
have an impact on the optimal ratio of LED light to ambient light
(L2A), where L2A helps bring about the lowest Bit Error Rate
(BER) without changing the data rate [37]. An OCC system
with overlapped imaging LEDs has been validated to have a
lower BER performance under the same condition compared to
the one without such an overlap [38].

3) LED Analytical Models and Related Characteristics: The
most frequently applied LED model in the OCC field is a
generalized Lambertian model [27], [31], [34], which describes
the emission of an LED as provided in (5). This model fits the
LED characteristics well under indoor application scenarios,
such as modeling the LED bulb [39] and 64-neopixel LEDs [23].
Values of m are different for modeling a single LED and an
LED array. According to [23], an individual LED represents
a complete hemisphere with m closes to 1, whereas its value
becomes 0.74 when it is applied to model an LED array with no
diffuser. Besides, an airy diffraction pattern is also commonly
applied in OCC to model the light fringes extending from the
borders of objects. This phenomenon in the captured images is
due to the wavelike nature of light [40]. Stray light, which is a
form of interference in OCC systems, is modelled based on the
Point Spread Function (PSF) as [41]

s(ri) =
1

σ
√
2π
e−

ri
2

2σ2 , (6)

where ri is the distance from the research point to the original
point, and σ is the intensity coefficient of the stray light distri-
bution.

In spite of the wide applications of the Lambertian model,
it appears to be inappropriate for the transmitters applied in
V2V scenarios. This is mainly due to the fact that the emission
pattern of the vehicle’s light is specially designed to meet
the illumination standard of driving with special power dis-
tribution [32]. Several efforts have been made to study the
impact of realistic light radiation patterns on vehicular OCC
systems based on the traffic lights [22], headlamps [32], and
taillights [42], [43]. Radiation patterns of both the high- and
low-beam headlamps have been analyzed in [32]. The asym-
metric illumination distribution pattern of the low-beam head-
lamp which is specially designed to offer adequate forward and
lateral illumination leads to the asymmetric distribution of the
power, and thus brings about the positions of the zones with
the lowest BER (formed by the BER contour lines) incline to

be more skewed to the right. However, the radiation patterns
of the high-beam headlamps and the taillights [42] are both
more symmetric. The piecewise Lambertian model is used to
estimate the radiation pattern of a scooter taillight, and the drastic
shift in the trend of changes in the received power with respect
to the transmission distance helps to indicate the irradiance
angle of the scooter taillight [43]. The delivery capability of
a transmitting LED traffic light associated with a beam-shaping
lens is analyzed in [22] to perform link budget analysis. The
discussions above on LED-based transmitters are summarized in
Table I.

B. Optical Channel

1) Principles of Optical Propagation in OCC Channels:
Line-of-Sight (LOS) links, Non-Line-of-Sight (NLOS) links,
and a hybrid of them form the common transmission paths of
OCC systems. For LOS links, the receiver directly acquires
the transmitted messages from the transmitter. Comparatively,
the receiver gets the transmitted messages after one or several
reflections in NLOS links.

Indoor, outdoor, and underwater scenarios are the three typ-
ical channel environments in the OCC field. Communications
between illumination lights on the ceiling and handheld smart-
phones, and data exchanged between wearable devices [2] can
both be realized in indoor scenarios. Both LOS and NLOS links
have been thoroughly investigated for indoor scenarios [19].
Channel quality for an indoor environment is the best on average
among the three. Angular rotation and the blooming effect are
the two key factors that decrease the OCC performance for this
condition. Vehicular and drones-based communications [44] can
be achieved in outdoor scenarios. Most outdoor-based OCC
systems only consider LOS links, and very few of them realize
outdoor NLOS links aided by atmospheric absorption. Channel
quality for an outdoor environment is located in the middle of
the three. Power attenuation caused by long distances, mobility
phenomena, and weather impacts, such as fog and turbulence,
all decrease the outdoor OCC performance [20]. We treat both
below-water and water-to-air links [45] as underwater channels
in this paper for description convenience. Underwater channel
quality is the worst as light propagation ability is severely
restricted by the presence of solids and dissolved materials.
Besides, water turbulence and bubbles may further deteriorate
its link quality [46].

2) Main Parameters: Channel Impulse Response (CIR)h(t),
Channel Frequency Response (CFR), and channel Direct Cur-
rent (DC) gain H(0) are presented as follows.

CIR h(t): The main characteristic of the optical channel
can be described by determining CIR, which can provide all
the statistics of the channel in the time domain [47]. Accord-
ing to [47], the total CIR at time t is the sum of responses
from LOS links and reflections from NLOS links for the
light source S and the receiver R, which can be expressed as
[27], [47]

h(t, S,R) = h0(t, S,R) +

∞∑
q=1

hq(t, S,R), (7)
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TABLE I
ATTRIBUTES OF OCC LED-BASED TRANSMITTERS

where h0(t, S,R) is the LOS response, hq(t, S,R) is the light
response which undergoes q reflections. h0(t, S,R) can be pre-
sented as

h0(t, S,R) =
1

d2
PtAeff (ψ)δ

(
t− D

c

)
, (8)

where D denotes the transmission distance, Aeff(ψ) is the ef-
fective area of the receiver, ψ is the incidence angle, and c is the
speed of light.

Based on CIR, the Root Mean Square (RMS) delay spread
can be determined to quantify the degree of time dispersion and
the Inter-Symbol Interference (ISI). The channel’s impact on the
transmitted signal distortion can also be analyzed and alleviated.

CFR: CFR represents the channel behavior as a function of
frequency, and it characterizes the communication channel in
the frequency domain [48]. CFR is also the Fourier transform of
CIR.

Channel DC gain H(0): As the frequency response of the
optical channel is relatively flat near DC [49], DC gain becomes
the most frequently used parameter to identify the transmission
power losses in the channel. The relationship between h(t) and
H(0) is as follows

H(0) =

∫ ∞

0

h(t)dt. (9)

3) Channel Analytical Models and Related Characteristics:
Analytical channel models: The basic OCC channel can be

modeled as a baseband Linear Time-Invariant (LTI) system with
input X(t) and output Y (t) as [41], [47], [49]

Y (t) = ξX(t) ∗ h(t) +N(t), (10)

where ∗ denotes convolution operation, ξ is the sensitivity of
the camera image sensor with the unit (A/W), and N(t) is the
noise that can be modeled as Additive White Gaussian Noise
(AWGN).

The channel path loss model, which is associated with the rela-
tionship between the received optical power and the transmitted
one, can be modeled with the Lambertian, linear, exponential,
and two-term exponential fittings according to [50]. Many com-
mercial lighting LEDs without any beam shaping methods can
be treated as Lambertian sources, and the channel path loss for
them can be written as [51]

H(0)generalized =

{
(m+1)Ar

2πD2 cosψcosmφ, 0 � ψ � ψc

0, ψ > ψc
(11)

whereAr is the optical detector area, φ is the irradiance angle,ψ
is the incidence angle, andψc is the camera Field of View (FOV).
Piecewise Lambertian is acquired from the modification of the
Lambertian model for transmitters with the specially designed
spatial distribution as [50]

H(0)piecewise =

{
(m+1)Ar

2πDγ cosψcosmφ, 0 � ψ � ψc

0, ψ > ψc
(12)

with the path loss coefficient changes from 2 in (11) to γ. The
value of γ varies according to the incidences and transmission
distances. The received power Pr can then be calculated by
multiplying the transmitted powerPt with eitherH(0)generalized
or H(0)piecewise.

When the linear channel path loss model is applied, the
relationship between Pr and Pt can be given by [52]

Pr = Pt(αD + β), (13)

where α and β are weather dependent coefficients. The expo-
nential model in [53] is presented as

Pr = PtAD
−2Be−εD, (14)

where A is geometrical loss, B is the decaying factor, and ε
is the weather-dependent extinction coefficient. This model is
suitable for describing the weather-influenced optical channel,
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such as the fog phenomenon. The two-term exponential model
in [48] is illustrated as

Pr = Pt(a1e
a2D + a3e

a4D), (15)

where a1, a2, a3, a4 are fitting coefficients.
Optical channel characteristics: For indoor scenarios, the

impact of multipath propagation is of main concern. Parameters
that indicate the degree of ISI, such as the RMS delay and
mean excess delay are specially paid attention to. Channel
characteristics of both the simplified point-source model and
the practical cases with various numbers of LEDs are compared
in [54]. Non-negligible differences in the spatial distribution of
the RMS delay spread under the above-mentioned cases have
been validated. Large variations in the received power as well as
the delay spread properties in different user movement trajecto-
ries have been analyzed in [55]. The impact of nonideal sources,
the presence of objects, and wavelength-dependent reflection
characteristics of surface materials on the indoor channels are
depicted based on channel DC gain and RMS delay spread
in [56]. The impact of different types of reflections on the optical
channel, namely, the diffuse reflection and the specular reflection
are studied in [57]. Optical power distribution and some statisti-
cal analyses which include BER have been investigated in both
the static and mobile user environment in [58]. Critical insights
into the influences of multipath reflections on indoor channel
links have been presented in [59] where BER and channel delay
characteristics are discussed.

For outdoor application scenarios, as the data rate of most
OCC systems is not too high [32], multipath propagation-caused
ISI may not be a major concern. Parameters related to channel
path loss are paid more attention to under outdoor channel
analysis. For applications in Intelligent Transportation Systems
(ITS), the impact of the road surface irregularity and the road
reflections from nearby vehicles are studied in [48] and [60]
respectively. Related conclusions indicate that the road irreg-
ularity may contribute to the sudden increase of the received
power, and the road reflections can change the time dispersion
characteristics of the channel. The relationship between the
communication range and the BER performance is outlined
based on the proposed road-surface reflection model when both
the LOS and NLOS links are considered [32]. Besides, the
experimental results shown in [60] manifest that cars making
turns could also lead to a significant change in the received
power. Vehicle motion characteristics of the V2I, I2V, and V2V
scenarios based on optical flow measurements are characterized
in [61]. Related channel impulse responses of V2V and V2I
under both the cross-road scenario and metropolitan scenario are
carefully analyzed in [62]. Moreover, communication-related
characteristics, such as the channel length estimation [63] and
the link duration which can be described through generalized
Pareto distribution under V2V application conditions [64] have
also been investigated. Environment condition also attenuates
the received optical power and may restrict the OCC feasibility
in outdoor scenarios. Fog and atmospheric turbulence on the
optical channel for V2V communications have been investigated
in [65]. Results show that heat-induced turbulence has little

Fig. 2. Camera receiver illustration. (a) A brief imaging process which in-
cludes the schematic camera structure [6]. (b) A basic camera imaging pro-
cess [33].

influence on the system, whereas fog attenuation decreases
signal quality significantly. The smoke attenuation, which is
independent of the wavelength, has the same order magnitude
of the channel attenuation level compared with fog as illustrated
in [66]. The scattering due to the sandstorm is proved to be
beneficial for increasing the data rate in OCC systems [67],
and the in-depth analysis of the temperature’s impact on the
Signal-to-Interference-plus-Noise-Ratio (SINR) and BER are
presented in [68] as well. For underwater application scenarios,
the impact of turbulence and bubbles is analyzed in [45], [46].
The discussions above on channel-based contents are summa-
rized in Table II.

C. Camera as Receiver

1) Principles and Common Camera Components for OCC
Systems: According to [6], a typical camera structure normally
consists of an imaging lens, a Color Filter Array (CFA), an Image
Sensor (IS), and an Image Processing Unit (IPU). A typical
imaging process which includes the schematic camera structure
is shown in Fig. 2(a). The basic imaging process of a camera
can be described as follows. After the exposure time period,
light received by the image sensor is sequentially transformed
into photons, electrons, and voltages. Following the digitization
process which takes place in Analog-to-Digital Converter (A/D),
the final pixel value is acquired to be further processed to support
the communication. The related process is shown in Fig. 2(b).

The image sensor is the core part of the camera that helps to
sense light and realize imaging functionality. Charge Coupled
Devices (CCD) and Complementary Metal Oxide Semiconduc-
tors (CMOS) are the two common image sensor types as shown
in Fig. 3. The structure difference between CCD and CMOS
is largely concentrated on their A/D part. The single A/D in
CCD, to which the signal of each pixel needs to be serially
transferred, greatly limits its supported frame rate. However, the
delicately designed A/D for every column of pixels in CMOS
helps to eliminate this bottleneck and helps support a higher
data rate. Although CCD boasts of better imaging quality, the
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Fig. 3. Illustrations of CCD and CMOS [6]. (a) CCD. (b) CMOS.

Fig. 4. Demonstrations of GS and RS modes. (a) GS mode. (b) RS mode.

advantages of the CMOS on faster readout and lower cost make it
a better choice for OCC systems and therefore help it gains wider
applications. There are two shutter mechanisms which include
the Global Shutter (GS) and Rolling Shutter (RS) modes. CCD
cameras often apply GS mode, in which all the pixels on the
image sensor are exposed simultaneously. By contrast, CMOS
cameras have the ability to support both GS and RS modes.
As identical rows of pixels are exposed at the same time while
adjacent rows experience a certain time shift, CMOS cameras
with RS mode can help to achieve a higher data rate in OCC
systems. Demonstrations of GS and RS modes are shown in
Fig. 4.

Four types of camera receivers have ever been applied in OCC
systems. The first camera type is off-the-shelf cameras such as

smartphones and web cameras. They boast good integrations,
medium supported frame rate (normally from 30 fps to 60 fps)
and relatively high image resolutions. Besides, they are easy to
implement in practical OCC systems without many modifica-
tions and are suitable for IoT-based indoor scenarios [16]. The
second camera type is the industrial camera whose supported
frame rate is up to 1000 fps [69]. They are suitable for application
scenarios with strict real-time requirements. Event camera is the
third type of camera receiver and its applications in the OCC field
are located in the initial stage. Event cameras record changes in
luminance in a pixel and output them as asynchronous events.
Such characteristics help to acquire the data directly based on
the generated events without image processing methods and are
able to boost higher data rates with enhanced accuracy [24].
A specially designed camera such as Optical Communication
Image Sensor (OCI) is the fourth type of OCC receiver to fulfill
specific requirements. Other types of specially designed cameras
include lensless camera, telephoto camera and multispectral
camera [10], [70]. Due to their high performance, such cameras
are usually cost-expensive [71].

2) Main Parameters: Three categories of camera main pa-
rameters are classified based on their impact aspects: commu-
nication speed-related, imaging intensity-related, and transmis-
sion distance-related.

The camera frame rate reflects the number of captured images
per second and is measured with the unit frame per second (fps).
It’s the main parameter that limits the maximum supported data
rate in OCC systems. The unique undersampled modulation
formats in the OCC field are proposed to compensate for the
low frame rate to avoid flickering. Camera frame rate variation
is the main cause of the mismatch between the LED transmitter
and the camera receiver in OCC systems, which may then lead to
reception mistakes [72], [73]. Researchers in [72] investigated
the frame rate variation with different image format outputs,
and authors in [73] studied the theoretical bit error rate as a
function of the related frame rate properties under the application
of Undersampled Frequency Shift ON-OFF Keying (UFSOOK)
protocol. Theoretical analysis for optimal synchronization has
also been investigated in [74]. In most OCC investigations,
researchers usually claim that the camera frame rate should be set
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at least two times higher than the LED frequency rate to obey the
Nyquist sampling theorem. Considering the fact that most of the
OCC systems are used to transmit discrete digital signals such as
binary 0-1 sequences instead of analogue continuous ones, this
statement is not rigorous. When the transceiver is ideally syn-
chronized, it’s also possible to realize reliable communications
when the OCC transceiver has the same frequency.

Camera exposure time, ISO, and lens aperture are the three
parameters that help to determine how much light is received
by the camera. Both the amount of the captured light and the
camera’s internal noises influence the LED imaging intensity.
Camera exposure time controls the amount of light that reaches
the image sensor and therefore helps to decide the brightness
of the captured images. The study made in [75] illustrated that
shorter exposure time within a certain time scope reduced BER
under its experimental condition, whereas too long exposure
time may lead to a blooming effect [76]. Shutter speed in some
investigations is applied interchangeably with the exposure time,
as the two parameters indicate the same camera property [77].
Besides, the camera shutter speed should also be more than twice
the frame rate for secure communication as mentioned in [77].
ISO is used to measure the sensitivity of the image sensor. A
higher ISO indicates faster absorption of the light and leads
to an amplified image signal with increased noise levels [76].
The impact of an optimized one has been evaluated in [78].
The aperture or f-stop sets the amount of the captured light by
the image sensor, which also influences the images’ field depth.
Studies in [76] and [79] demonstrated that a larger aperture leads
to higher received power. Normally, an image sensor suffers
from both signal-independent and dependent noises, such as
ambient noise and temporal noise. Descriptions in [80] and [81]
are recommended to learn more about the characteristics of
camera noises.

Camera focal length influences the supported maximum dis-
tances. The larger the focal length, the longer the supported the-
oretical distance is. Basically, cameras work under the in-focus
condition. However, there also exist application scenarios where
cameras are presented to work under out-of-focus conditions
with the aim of extending the transmission distance [79], [82].
Camera FOV is another significant factor that is determined by
both the focal length and the sensor size [6]. Wider FOV has a
larger tolerance for communications with mobility but imposes
a limitation on the supported distance. A detailed theoretical
model for the FOV as a function of both the distance and focal
length has been reported in [83]. Researchers in [84] also study
the impact of the image sensor resolution on the supported
distances. Related results indicate that SNR drops with the
increase in distance and resolution values.

3) Camera Analytical Models and Related Characteristics:
Camera analytical models include two aspects which are imag-
ing location determination and pixel intensity calculations. Ge-
ometric and radiometric camera models are proposed to realize
the above-mentioned purposes respectively [85], [86].

Geometric camera models: The pinhole camera model is most
frequently applied to describe the conversion process from the
transmitters’ physical coordinates (x, y, z) of the 3-Dimensional
(3D) world coordinate system to their pixel coordinates (u, v)

of the 2-Dimensional (2D) image coordinate system [28], [61],
[86]. It can be expressed as [61], [86]

μ
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whereμ is an arbitrary scale factor, f is focal length,R is a 3× 3
rotation matrix, and T is a translation vector. For simplicity, the
imaging radius is what the researchers especially pay attention to
in some cases. Take the circular-shape transmitter LED with the
physical radius of l as an example, the corresponding imaging
radius li is calculated as [28]

li =
lf

D
. (17)

The perspective projection [63], central projection [46], and
trigonometric-based model [87] can also help to calculate the
location of the imaging transmitter under static conditions. A
pixel illumination model based on optical flow measurement
proposed in [61] can be applied to describe the imaging positions
of a moving transmitter for vehicular communications.

Radiometric camera models: A unified camera model with
Mixed Signal-Dependent Gaussian Noise (M-SDGN) in the
pixel-matched case is proposed in [81]. This model specifically
considers the camera signal-dependent and signal-independent
noises and is presented as

Z(t) = Y (t) + Y (t)Z2 +
√
Y (t)Z1 + Z0, (18)

whereY (t) is the signal received by the camera after its transmis-
sion through the optical channel. Z0∼NR(0, ζ

2) is the signal-
independent Gaussian noise with variance ζ. Z1∼NR(0, b1ζ

2)
and Z2∼NR(0, b2ζ

2) are the signal-dependent shot noise and
noise from Photo Response Non-Uniformity (PRNU) respec-
tively. b1 and b2 are the ratios of the variances of Z1 and Z2 to
the variance ofZ0. Based on the proposed model, the conditional
Probability Density Function (PDF), SNR, and system capacity
can be calculated.

A Linear Shift-Invariant (LSI) system was applied to simulate
the RS-based CMOS cameras’ working mechanism. Based on
the LSI model, both the cameras’ time domain and frequency
domain characteristics can be described as [88], [89], [90]

Z(t) = Y (t) ∗ hc(t) = As

∫ t

t−Texp

Y (τ)dτ, (19)

where Texp is the camera exposure time,As is the scaling factor,
hc(t) is the camera impulse response calculated as

hc(t) = As(u(t)− u(t− Texp)). (20)

Camera frequency response can then be illustrated as [88],
[89], [91]

Hc(ω) = As
2 sin(ωTexp/2)

ω
e−jwTexp/2, (21)

where ω is the angular frequency. If we assume the camera pixel
is periodically sampled with periodTcycle and suppose the initial
starting time is zero, the i-th sample produced by this LSI system
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can be presented as [88]

Z[i] = As

∫ iTcycle+Trst+Texp

iTcycle+Trst

Y (τ)dτ, (22)

where Trst is the time duration a camera needs to start a new
sampling process.

Based on the above-mentioned LSI-based camera model,
investigators in [88] calculate the optimal exposure time for each
sample and explore the clock-jitter effect that frequently happens
in CMOS camera receivers. The relationship between the ex-
posure time and the camera bandwidth was analyzed in [89].
Moreover, researchers in [90] study the camera’s frequency
response and internal noise characteristics by treating it as a
Real-Time Oscilloscope (RTO). Other forms of the cameras’
impulse response such as the Gaussian Point-Spread Function
have also been presented in [92]. The LED images received
at any other desired distances can then be estimated according
to the Gaussian Mixture Model (GMM) applied at a reference
distance. Moreover, the captured images can be modeled based
on a signal layer and a texture layer [93].

There also exist other radiometric camera models which
concentrate on describing the detailed camera imaging process
which include photons collection, voltage transformation, am-
plification, digitization, and Gamma encoding [87]. Researchers
in [33] present a method that is able to calculate the pixel
value derived from the LED luminous intensity based on camera
exposure settings. Different from [33], investigators in [29]
especially consider the dimming control aided by Pulse Width
Modulation (PWM) and demonstrate the relationship between
its duty cycle and the LED luminous intensity. As the LED
driving current can be better adjusted quantitatively to meet
the communication requirement, [28] proposed a more detailed

mathematical description to provide the validated relationship
between the driving current and the image sensor pixel values
under many application scenarios. The discussions above on
camera-related contents are summarized in Table III.

IV. OCC SYSTEMS IMPLEMENTATION AND EVALUATION

A. OCC Systems Implementation

Experimentally set up OCC platforms and simulated OCC
systems are two methods for investigating OCC. The former
method can reflect OCC performance in realistic scenarios
and provide OCC prototypes to further stimulate its practical
applications. Simulation methods are beneficial in realizing
systematic and intensive analysis of OCC performance while
avoiding tedious experimentation campaigns. Implementation
procedures for these two methods are introduced respectively as
follows.

1) OCC Experimental Platforms Implementation: A com-
pleted data transmission process is demonstrated in Fig. 5.
First, the transmitted data should be acquired. There are three
common types of data sources for OCC experimental platforms:
sensors which collect real-time data in IoT scenarios, computer-
generated data bits, and signals from a signal generator. Next,
coding and data encapsulations are implemented to help form
data frames. Modulation techniques are then applied to trans-
form these data frames suitable for transmission in optical chan-
nels. In practical OCC systems design, coding and modulation
are often realized with the help of a Micro-Controller Unit
(MCU) or highly integrated Field Programmable Gate Array
(FPGA). As LEDs are normally applied as OCC transmitters,
they should be guaranteed to use within their linear working re-
gions. A Bias-T or triode-based circuit is then designed to fulfill
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Fig. 5. Data transmission process on an OCC experimental platform.

Fig. 6. Data frame design for realizing frame synchronization.

this condition. Dedicated chips are also good options to help
drive large-scale LEDs simultaneously. After the electro-optical
conversion at the LED-based transmitters, data then transmits
through the optical channel. LOS links can be achieved as long
as the transmitter is within the receiver’s field of view. NLOS
links can be achieved by placing an observation plane in front
of the camera receiver and making it receive the information
from the plane instead of directly from the transmitter. Besides,
atmospheric scattering and absorption can also be depended on
in outdoor scenarios to realize NLOS link data transmissions.
As cameras record information based on the captured images,
image processing-related techniques are applied based on MAT-
LAB, Python, or OpenCV to recover the transmitted data. After
demodulation and decoding procedures, the recovered data are
finally acquired by the sensors or other controllers to realize
communication.

For the sake of realizing the entire data transmission process,
four key technologies which include synchronization, modu-
lation, coding, and image processing should be paid special
attention to.

Synchronization: OCC is a unidirectional technology, and
synchronization can help the transceiver to stay in time sync.
Frame and bit synchronization are two common synchronization
schemes for OCC systems. Determining the beginning of a data
frame is key to realizing frame synchronization. A Special Frame
Header (SFH) can be inserted in front of every N data frames
to help realize frame synchronization as shown in Fig. 6. By
detecting the SFH and the number of received images between
two SFHs, the receiver is able to judge whether a new data
frame block starts and whether there are any missing data frames
respectively. Based on the frame synchronization, bit synchro-
nization needs to be further fulfilled to guarantee the camera
sampling time coincides with the data transmission frequency.
In other words, the start time of the camera exposure for each

Fig. 7. Loss of the OCC bit synchronization. (a) Captured images under loss
of bit synchronization. (b) Loss of bit synchronization caused by camera frame
rate variation.

image within the two synchronized SFHs should be equivalently
distributed, otherwise, the transition states of the LEDs may be
captured which confuses their status determination. One such
example is shown in Fig. 7(a), where the transition status of the
middle LED in the first row is captured. Frame rate variation
and the unavoidable time gap between the two consecutive
frames of a camera receiver are the two main factors to cause
bit asynchronization. The negative impact of the frame rate
variation is demonstrated in Fig. 7(b). Repetitive transmission
of the data frames and specially designed frame structures,
such as the head-to-tail loop structure mentioned in [94] are
the two common methods to compensate for the loss of bit
synchronization. Besides, utilizations of the transceiver based on
the same clock sources can be implemented to strictly guarantee
time synchronization [95].

Modulation: Modulation is applied to change the data into
forms that are suitable for transmissions in the optical channel
based on Intensity Modulated (IM) /Direct Detection (DD).
LED light intensity, frequency, colour, and spatial location can
be modulated to carry information. IEEE 802.15.7 series of
standards listed several modulation formats that are recom-
mended for applications in different PHY layers for various
scenarios. Besides, non-standard modulation techniques can
also be referred to in [4]. For practical OCC systems design,
the applied modulation methods are suggested to choose based
on the utilization motivations. For the realization and testing
of basic OCC prototype systems, ON-OFF-Keying (OOK) is
suggested to apply due to its simple implementation. For bal-
ancing relationships between the relatively low frame rate of
the cameras and the required LED flashing frequency, under-
sampled series of OCC modulations, such as UFSOOK [96]
and hybrid modulations, such as Dimmable Spatial 8-Phase
Shift Keying (DS8-PSK) [20] can be considered to avoid the
flickering effect. To further enhance the supported data rate
and increase the spectrum efficiency, higher-order modulations,
such as PWM [71] and Variable Pulse Position Modulation
(VPPM) [4] are recommended. A comprehensive summary of
OCC modulations can be seen in [4].

Coding: Coding in the OCC field is applied to improve system
reliability, extend the transmission distance and realize dimming
control. Principles of coding are based on creating the mathe-
matical relationship among the transmitted codes to facilitate the
above-mentioned purposes. Similar to their applications in the
RF field, rateless code and random code can be applied in OCC
systems to increase the system reliability to help realize both
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error detection and correction to some extent. Spatial coding
methods are suggested to apply in the OCC field to combat LED
distinguishability attenuation under long transmission distances,
such as the proposed hierarchical code [97] and onion code [98].
They are also able to alleviate the negative interference of
transceiver orientation. Dimming control aided by coding can
be realized from two aspects. One is to balance the number of
1 and 0 in the original data sequence. The other is to avoid
the existence of a long data string of 1 and 0. Application of
the Manchester code is one such case to help realize dimming
control. [5] is recommended for the systematically summarized
coding schemes in the OCC field.

Image processing: As OCC systems use cameras as receivers,
the locations of the transmitter LEDs and their information-
carrying features are recorded in the form of images. Acquisition
of the transmitted data relies heavily on image processing tech-
niques whose performance influences the OCC communication
quality to a large extent.

Off-line and online are two modes of image processing for
OCC systems. The off-line mode is the most frequently applied
one and it does not put strict requirements on the processing
speed of the techniques. For this mode, images captured by the
cameras are stored in a file which image processing schemes
will later read from to acquire their input. For the online mode,
the captured images will be processed in time once they are
generated by the cameras. For some online OCC systems, image
processing techniques are implemented on computers with an
image capture card to support higher data transmission rates
and reliability. Basic OCC image processing procedures are
as follows. Input images experience preprocessing first which
normally includes grayscale conversion, image denoising, en-
hancement, and binarization. Some necessary morphological
operations may also be taken in some cases to facilitate the
following procedures. Then, Region of Interest (RoI) areas
candidates are selected based on two categories of methods [20]:
one is based on traditional detection methods, such as the Hough
circle detection and projection method which normally depend
on the intensity and geometric features of transmitters; the other
is based on the advanced computer vision-related DL schemes,
such as the You Only Look Once (YOLO) detection network.
Next, the tracking algorithms are applied to further determine the
targeted transmitter to help set up and remain communication
links. Similarly, there also exist traditional tracking methods,
such as the template matching method, optical flow method,
and frame difference method, together with DL-based track-
ing methods, such as the Tracking-Learning-Detection (TLD)
method. Normally, the transmitter imaging area is detected as a
whole. For transmitters with multiple LEDs, the imaging area of
each individual LED needs to be further selected. Finally, LED
states with information-carrying features are acquired according
to the preset-related threshold.

Two aspects need to be paid special attention to for the OCC
image processing. Threshold selection is the first aspect, which
influences the accuracy of binarization and LED status determi-
nation. The threshold for binarization is used for the elimination
of background noises, such as the camera’s internal noises.
The value of this threshold has a great relationship with the
environment illumination and can be estimated based on the dark

Fig. 8. The analytical model for the RSE-based camera capturing process.
(a) Gilbert-Elliott model. (b) The MMBP model.

frames. Pixel value variation, blooming effect and interferences
from the adjacent LEDs all interfere with the threshold selection
for LED status determination. Values of this threshold can be
estimated based on the known preamble sequences, and multiple
thresholds can be allocated to different imaging areas of the same
image to further enhance the accuracy. Techniques selection for
LED detection and tracking is the second aspect. Accuracy and
time complexity need to be balanced based on the application
scenarios. Traditional detection and tracking method can be ap-
plied when the communication background is simple. Besides,
considering the sparse features of LED transmitters, classical
DL-based networks can be further optimized to increase the
processing rate.

2) OCC Simulated Systems Implementation: There are two
categories of simulated OCC systems, one is concentrated on the
data packet-based performance investigations which are similar
to those made for packets in the computer network, and the other
puts more emphasis on OCC synthetic images-based research.

Data packet analysis-based OCC simulated systems: This
category is for the sake of simulating OCC systems with the
Rolling Shutter Effect (RSE). When the LED flashing frequency
is greater than the frame rate but lower than the camera row scan-
ning frequency, RSE occurs as the data is received in the form of
a series of dark and illuminated stripes in the captured images.
The analytical model applied for imitating the camera capturing
process is key to implementing such OCC simulations. Based on
whether the camera is in its capturing time or in its inter-frame
time, the Markov chain can be intuitively applied as the OCC
system model, such as the two states Gilbert-Elliott model as
shown in Fig. 8(a) and the more accurate Markov-Modulated
Bernoulli Process (MMBP) as shown in Fig. 8(b). In Fig. 8(a),
state S1 means the OCC system is capturing a frame whose
reception probability is 1− Pe, wherePe is the packet decoding
error probability. State S2 means the camera is not capturing
any images and its reception probability is 0. The transition
probability between S1 and S2 is p, and probability between
S2 and S1 is q. Values of p, q are calculated as the function of
inter-frame gap δg , frame duration δc, and camera capture time
δf . They are also assumed as constant and are independent with
Pe. Calculation of p and q is given as

p = 1− q =
δf − δg
δf

=
δc
δf
. (23)
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Considering the fact that transition probability from one state
to another depends on its residence time and is not always
deterministic, the MMBP model is proposed where a total
number of M +N states representing the reception of a packet
are considered. As shown in Fig. 8(b), M states correspond to
camera capture time andN states correspond to inter-frame time.
Here, as discussed before, λ1 is the arrival rate with the value
1− Pe and λ2 is 0. The value of M +N states is influenced by
the LED imaging area. To be more specific, the ratio between the
LED imaging area and the captured image size equals the ratio of
M states in theM +N states and is the function of the distance,
LED size, camera sensor size, and camera focal length. Based on
these analytical models, the successful probability of receiving
a data packet can be calculated, and system performance such
as throughput and BER can be acquired. More implementation
details of such simulation can be found in [99].

Synthetic image analysis-based OCC simulated systems: Syn-
thetic images are generated in this category of OCC simulations
based on multidisciplinary knowledge related to photometry,
camera geometry, and digital image acquisition. Simulations of
both RSE-based and non-RSE-based OCC systems are investi-
gated [100], [101]. Procedures for the generation of synthetic
images are as follows. First, system parameters need to be
selected based on communication requirements, such as the
LED optical power and illumination pattern, optical channel
distance and environment, camera focal length, frame rate, and
exposure time. Descriptions of OCC system key parameters
and their modeling methods can be found in Section III. Then,
the LED imaging area needs to be determined. For non-RSE
systems, individual LED is treated as a basic reception unit,
and its corresponding imaging coordinates can be calculated
based on (16). As most of the existing OCC simulations suppose
the transceiver are parallel to each other and the transmitter is
assumed to be imaged in the central area of the image sensor,
calculation of LED imaging radius in (17) is of more concern.
For RSE-based systems, the width of the dark and illuminated
stripes needs to be further calculated. Assume the LED flickering
frequency is fLED and the camera row scanning frequency is
fscanning, the theoretical row number nstripe_row each imaging
stripe takes is calculated as

nstripe_row =
fscanning
fLED

. (24)

Given the vertical resolution hver_reso which is also the to-
tal number of rows in an image, the formed stripes quantity
hstripe_num is calculated as

hstripe_num =
hver_reso

nstripe_row
. (25)

Next, pixel values of the imaging LED need to be determined.
Driving current-based, luminous exposure-based, and a rule of
thumb-based exponential function calculation methods can be
applied to calculate the corresponding pixel values. Finally, the
background noises are required to be added before the final
synthetic images are obtained. Camera noises such as a fixed
Gaussian noise can be added to the image to approximately

simulate channel and camera internal noises. A predefined cam-
ouflage image may also be overlayed on the generated one to
simulate real-world background [102].

Apart from the above-mentioned descriptions of the ba-
sic transmitter imaging, more advanced theories such as ten-
sor [103], Markov chain [104], high-order statistics [105], and
Computer Vision [106], [107] are applied to simulate unstable
camera frame rate, terminal jitter, system asychronization, and
mobility-induced angular distortion which are closer to realistic
communication conditions.

B. OCC Systems Evaluation

Communication speed, distance, quality, and reliability-
related OCC systems evaluation are presented.

1) Communication Speed Evaluation: The raw data rate,
throughput, and system capacity are three communication speed
evaluations in the OCC field. Raw data rate indicates the total
received bits per second. It can be obtained by measuring the
data received within a given time period in a practical system.
It can also be theoretically calculated by multiplications of
channel per frame and frame per second. Channel per frame
for OOK-based non-RSE systems is the number of transmitter
LEDs in each image. For RSE systems, it’s the multiplication of
the transmitter LED number and imaging stripe-based data bits
carried by each LED. The communication speed of OCC systems
ranges from bps for indoor IoT-based scenarios to Mbps for
outdoor V2V-based scenarios [12]. If the effective transmission
speed (the received information-carrying bits per second) is in
demand, throughput is the required criterion [108].

System capacity is used to measure the data transmission
potentiality of OCC systems, and it can be derived from the
modified Shannon’s capacity formula. According to [77], [109],
perspective distortions and characteristics of AWGN both de-
teriorate OCC system capacity. One calculation method can be
used to approximate the capacity of nonnegative channels in
OCC systems as [77]

COCC ≈Wfps(Wslog2(1 + SINR)), (26)

where Wfps is the camera frame rate, and Ws is the spatial
bandwidth which is equivalent to the number of orthogonal or
parallel channels in a MIMO system, and SINR is the Signal-
to-Interference-plus-Noise-Ratio. Typical value ofCOCC ranges
from 104 bps to 105 bps for an OCC system with 100 fps camera.

2) Distance Evaluation: The supported distance of an OCC
system is the maximum distance achieved when the system can
provide reliable data transmission. Normally, an OCC system
is treated as reliable when its BER is below the Forward Error
Correction (FEC) threshold (3.8× 10−3). Supported distances
of OCC systems range from a few centimeters in indoor sce-
narios up to 400 meters in outdoor scenarios when the camera
works in the out-of-focus mode [82].

3) Quality Evaluation: Qualities of the communication en-
vironment and captured images are two aspects of OCC quality
evaluation. SNR and SINR are applied to measure the former
aspect, and the Peak-Signal-to-Noise Ratio (PSNR) is used to
evaluate the latter aspect.
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SNR can be calculated based on three calculation methods.
The first method is based on the pixel photocurrent [65], [78].
One of its common expressions can be presented as [78]

SNRcurrent ≈ ipd(uc, vc, ch) ·G2
V

G2
V

· (σ2
th + σ2

sh) + σ2
adc,

(27)
where (uc, vc) indicates the camera pixel position, ch belongs
to one of the R, G, B channels, and GV is the camera gain of
the analog amplifiers. σ2

th and σ2
sh indicate the camera thermal

noise and shot noise respectively. σ2
adc is the noise induced by

A/D, which can be virtually reduced to zero by increasing the
value GV. The second method is based on the received optical
power [32], [81], [110], [111]. Normally, the received optical
power Pr is calculated through the channel DC gain H(0). One
of its typical representations can be shown as [110]

SNRpower =
P 2
r

σ2
total

=
P 2
t H

2(0)

σ2
total

. (28)

The third method is a unique approach in the OCC field. It
calculates the ratio of energy per bitEb and noise spectral density
N0 on the image sensor of a camera as [6]

Eb

N0
=
E[PV 2]

E[n2]
≈ a2Texp
g1aTexp + g2

, (29)

where PV is the pixel value, a is the amplitude of light, n is the
noise value, g1 and g2 are noise model fit parameters.

In summary, OCC signal-to-noise intensity normally ranges
from -10 to 90 dB, and can be calculated based on SNRcurrent,
SNRpower, and Eb

N0
with different description emphasis. Among

them, the first two methods calculate such intensity which
treats the sensor as a single unit based on current and power
respectively, whereas the third method provides a more specific
approach which treats each pixel on a sensor as a single unit.

SINR is applied to measure the interference impact and nor-
mally ranges from 0 to 85 dB. Two types of interference sources
have been considered in the existing OCC investigations. For
RSE OCC systems, the impact of the adjacent imaging dark and
bright stripes-based interference can be described as [33]

SINRstripes =

∑ht

u=1 PVu + hb · PVmax∑ht

u=1 PVu + hb · PVmin

, (30)

wherePVmax indicates the maximum pixel value corresponding
to the rows that are fully illuminated by the LED light and
ambient light during the exposure period. PVmin denotes the
minimum pixel value corresponding to the rows that do not
receive any LED light. ht is the height of the transition band, and
hb is the height of the complete white (or black) band. For LED
array-based non-RSE systems, the impact of the interference
generated by the neighboring light sources can be obtained
as [41], [77]

SINRadjacent_LEDs =
(1− χ)P 2

r

P 2
adjcent_LEDs

+ Pnoise
, (31)

where χ is defined as the image distortion factor.

PSNR is calculated as [6], [23], [82]

PSNR = 10log10

(
PV 2

input_max

MSE

)
, (32)

where PV
input_max

is the maximum span of input data (e.g., for
8-bit cameras, the value ofPV

input_max
is 255). MSE is the mean

squared error between the transmitted and the received images.
4) Reliability Evaluation: BER, Packet Error Rate (PER),

and Symbol Error Rate (SER) can be applied to measure the
reliability of OCC systems from the perspectives of bit, data
frame, and symbol respectively. They can either be directly ob-
tained by measuring the proportion of those falsely received data
bits, frames, and symbols in the systems’ totally received ones
or be calculated theoretically. When OOK is applied, theoretical
BER can be calculated as [112]

BER =
1

2
e−

Eb
N0 . (33)

For other higher-order modulations, BER can be obtained
with the help of the Q function which is similar to the one
provided in the RF field as mentioned in [32] and [110]. PER
and SER are normally applied in practical application systems,
such as V2V links in outdoor scenarios [83], [113]. One typical
PER expression is presented in [83] as

PER = 1− (1−Q(
√

SNR))N , (34)

whereN represents the bits number in a data packet. The discus-
sions above on OCC systems evaluation criteria are summarized
in Table IV.

V. OCC SYSTEMS PERFORMANCE ENHANCEMENT SOLUTIONS

A. Improve the Communication Speed

In the OCC field, as the received data bits are acquired based
on the captured images, two aspects are frequently considered
to improve the data rate. One is by improving the number
of captured images per second, the other is by increasing the
carrying bits number per image.

Increasing the camera frame rate is one direct method to
improve the captured images per second. Correspondingly, for
those online-processing OCC systems, the required image pro-
cessing time needs to be decreased to avoid data dropout as
well. With the help of high frame rate cameras (beyond 1000
fps) [69] and the delicately designed image sensor [71], a data
rate of up to 10 Mbps OCC system can be achieved even in out-
door scenarios. Application of new camera types, such as event
cameras [24] can also be considered to enhance the data rate as
they can asynchronously output changes in brightness as events
in microsecond order. Another solution is realized by reducing
the image processing area to indirectly increase the equivalent
camera frame rate. RoI [20] and Selective Capture (SC) [114]
are two typical proposed schemes within this scope. For the RoI
scheme, once images with full resolution are captured, RoI is
first determined based on object detection methods, such as the
frame difference method [69] and DL-based ones [20], [115].
Then, image processing-based techniques are applied only on
the selected RoI areas instead of the full images to reduce the
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TABLE IV
OCC SYSTEMS EVALUATION CRITERIA

processing time. In contrast, for the SC scheme, only areas
with the imaging transmitter LEDs are captured for further
processing [114].

For improving the carrying bits number per image, one di-
rect solution is to increase the number of transmitter LEDs.
LED array [23], rotary LED [24], and Red-Green-Blue (RGB)
LED [116], [117] can be applied to achieve this goal. Besides,
as RSE [30] allows multiple data bits transmitted in various
periods to be recorded within one image, it can be applied to
further improve the bit-carrying ability of the individual LED
as long as two requirements are met: one is the camera needs to
be working under RS mode, and the other is the LED flickering
rate needs to be higher than the camera frame rate but lower than
its row scanning frequency. Enlarging the LED’s physical size
and suitably improving its flickering rate can further increase the
carrying bits per image, as both two ways can help improve the
number of data-carrying RS stripes. High-order modulation is
another solution. PWM [71], [118], Composite Amplitude Shift
Keying (CASK) [108], OFDM [69], and CSK [113], [119] are
some of the typical modulation formats ever used in the OCC
field.

B. Extend the Distance

The intensity of the captured images, the size of the LED
imaging area, and the distinguishability of LEDs all interfere
with the achievable transmission distance. Compensation for
the attenuation of the received optical power, enlarging the LED
imaging area, and resistance of the captured image degrada-
tion are the three corresponding solutions. As RSE-based OCC
systems are largely intended for short-distance OCC systems,
distance-extending-based solutions only for non-RSE systems
are presented here. Enhancement for RSE-based systems is
described in the next part.

Three categories of methods can be used to compensate for
optical power loss. Increasing the transmitted optical power is
the first common and straightforward method [28]. However,
restricted by the safety of human eyes and the harmful effect
in some of the light spectrum, the maximum allowable optical
power is limited. Alternatively, increasing the camera gain [78]
is also beneficial to amplify the received optical power to some

extent. Besides, relay-based schemes can also be considered to
compensate for the power attenuation, such as applications of
the mobile robot-based camera [111] and the LED-equipped
drone [117].

Limited imaging area is another factor restricting the sup-
ported distance. Three methods can be applied to enlarge the
imaging area. The first method is to increase the camera focal
length [71]. The second method is to make full use of camera
defocus mode which supports larger LED imaging areas. A
maximum of 400 m OCC communication link is possible [82]
based on this method. The third method is realized by spatial
multiplexing based on coding where multiple LEDs are used
to transmit the same data information and are treated as one
OCC transmitter. Hierarchical coding [97], Alamouti-Type Cod-
ing [120], and Layered Space-Time Coding (LSTC) [121] are
brought into the OCC-based communication systems to realize
a transmission distance up to 155 m in V2V scenarios.

Loss of LED distinguishability is very common for MIMO
OCC under long transmission distances. It is largely due to the
diffusion of LED and the finiteness of the image sensor pixel
size [71] which then leads to a phenomenon called InterPixel
Interference (IPI) (in some studies, IPI and ISI represent the
same). IPI cancellation schemes such as differential coding [122]
and adaptive threshold detection method [123] can be applied
to fight against the IPI of an LED array transmitter. Apart
from the pixel intensity, some new specifically designed criteria
are also explored to guarantee the OCC performance under
low LED distinguishability. Image slope variation [124], [125],
Average Grayscale Ratio (AGR), Gradient Radial Inwardness
(GRI), Neighbour Grayscale Ratio (NGR) [40], and discrete
Fourier transform [126] can be utilized to extend the OCC trans-
mission distance with higher reliability. An error-free distance
of the OCC-based vehicular network is able to be extended
from 40 m to 60 m with the help of the above-mentioned
schemes.

C. Increase the Quality

Optical channel environment, clarity of the captured images,
and illumination comfort are the three aspects to evaluate the
OCC quality.
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Optical channel noises and camera internal noises are two
common noise categories to deteriorate the quality of the OCC
communication environment. Averagely speaking, the noises of
CMOS cameras are more obvious than those of CCD cam-
eras. As there is a lack of analytical models and charac-
terizations of such noises, a neural network is suggested to
alleviate their negative impact [127]. Strong sunlight in out-
door scenarios also deteriorates OCC system performance by
leading to the overexposure of the captured images which
threatens the transmitter detection. Reducing the amount of
light entering the camera by decreasing its exposure time,
ISO, and aperture size helps alleviate such a phenomenon.
Besides, adding a light baffle at the transmitter end also
helps.

Image blur is the main factor that interferes with image clarity.
Camera defocuses, transceiver motion, and foggy weather all
lead to blurry captured images. Maximum Likelihood Estima-
tion (MLE) [128] and Maximum Likelihood Decoding (MLD)-
based template matching [129] can be applied to realize deblur-
ring. DL-aided deblurring algorithms [130], [131], [132] also
work well for such a phenomenon. Besides, directly improving
the camera frame rate help reduce the motion-caused blurry
impact [28]. Recently, the selection of an appropriate image
compression scheme has proved to be efficient in improving the
image quality as well [133].

Avoiding the human eyes’ perception of LED flickering is
significant to realize illumination comfort in OCC systems. The
LED flickering rate needs to be higher than the critical perceived
frequency of human eyes (100 Hz) while also being able to
match with the relatively low frame rate cameras. Undersampled
modulations have the advantage of supporting OCC systems
with data rates higher than the applied camera frame rate to
avoid human eyes’ perception of LED flickering. UFSOOK [19]
is the first proposed undersampled modulation format in the
OCC field with 0.5 b/frame/LED spectral efficiency. It employs
two square-wave subcarriers at frequencies that are harmonics
of half the camera frame rate to represent bits 0 and 1 respec-
tively. Due to the specially designed relationship between the
subcarrier frequency and the camera frame rate, when symbol 1
is transmitted, the two captured LED states during the symbol
period which contains an odd number of square-wave cycles
are different. However, the two captured LED states are iden-
tical when 0 is transmitted. Motivated by UFSOOK, a series
of undersampled modulation schemes with improved spectral
efficiency are proposed, such as Undersampled Phase Shift
ON-OFF Keying (UPSOOK) [134] and Undersampled m-ary
Pulse Amplitude Modulation (UPAM) [19]. Besides, many other
uniquely designed modulation formats for OCC are proposed
considering both the dimming level and the frame rate, such
as VPPM, PWM, and Hybrid Spatial Phase-Shift Keying (HS-
PSK) [20]. Coding is another method to realize dimming control.
One coding method is Manchester code which is able to balance
the quantity of 1 and 0 as well as avoid their long consecution.
DL-based AutoEncoder (AE) is another coding method to real-
ize dimming support by adjusting the number of 1 in a binary
codeword [135], [136].

D. Enhance the System Reliability

The angle distortion, interferences caused by adjacent stripes
in RSE systems and neighbouring light sources in non-RSE
systems, complicated background, as well as loss of synchro-
nization all interfere with the OCC systems’ reliability. Besides,
transmission link security is also an important aspect which
influences communication reliability.

As the OCC channel is not isotropic, when the transmitter
LED and the camera receiver are not parallel to each other,
angle distortion occurs which then leads to partial imaging or
even blockage [137]. A clear definition of the camera angle is
demonstrated in [138], where the effect of both the horizontal
and vertical angles are thoroughly analyzed. Various solutions
are recommended for RSE and non-RSE-based OCC systems to
compensate for the power loss and imaging distortion caused by
such a phenomenon. For RSE-based systems, a Pixel Rearrange-
ment (PR) scheme can be applied to resist camera angular offset
according to the imaging intensity with the Stripes Separation
Logic Decision method (SSLD) [139]. Similarly, a row grayscale
redistribution together with the packet selection method can
be used to improve the OCC decoding accuracy under rota-
tional and translational motions of the transceivers [140]. For
non-RSE-based OCC systems, a special header frame can be
proposed to support data receptions of multiple users at various
orientations [141]. A hierarchical transmission scheme can also
be considered to help reduce the computation complexity of
rotation detection in LED array-based OCC systems [142].

Interference is another negative influential factor for OCC
systems. For RSE-based OCC systems, two categories of inter-
ferences exist: one comes from the interference caused by the
blooming effect of the adjacent imaging stripes, and the other
is from the background layer below the imaging stripes. For
the first type of interference, two solutions are recommended.
The first solution category concentrates on alleviating the neg-
ative interferences caused by adjacent imaging stripes based on
algorithms such as equalization method [143], artificial neural
network-based method [144], [145], [146], and the ensemble
averaging and selective reception method [147], [148]. The
second category is to modify the selected threshold to combat in-
terference. Bradley adaptive thresholding [149], entropy-based
thresholding algorithms [150], and Extreme Value Averaging
(EVA) [151] are introduced to adaptively cope with the ununi-
form distribution of the imaging pixel values. For the interfer-
ences caused by the imaging background such as the adver-
tising and museum display poster in RSE-based systems, two
categories of suggestions are recommended. The first category
is aimed to directly cope with the background-included images
with the help of algorithms such as the Extinction Ratio (ER)
enhancement [152], Machine Learning (ML)-based logistic re-
gression [161], the rearrangement of the Grayscale Value Distri-
bution (GVD) [153], the modified background subtraction [162],
and Deep Neural Network (DNN)-based method [154]. The
second category is to detach the background with these data-
carrying stripes and deal with them respectively to realize
the functions of object detection and information acquisi-
tion. A disentangled representation learning-assisted method is
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proposed in [155], where the Generative Adversarial Networks
(GAN)-reconstructed background images and the residual of
the original ones are acquired to realize the above-mentioned
targets. For non-RSE-based OCC systems, interferences from
the adjacent LEDs and the complicated background are also
the two main interference sources. The first type influences
LED distinguishability and has been discussed in the previous
part. Compared with the background of RSE-based systems,
non-RSE-based ones are more complicated due to the existence
of more light sources together with other imaging objects due
to various application scenarios. Besides, the LED imaging area
is more limited as such systems normally support longer dis-
tances. To cope with such complicated scenarios, conventional
image processing methods based on geological features, such
as the isosceles triangle searching [156], and more advanced
machine learning-based technologies for RoI determination,
such as the CNN-based scheme [130], and You Only Look
Once series (YOLO) object detection model [131], [157] are
applied.

Loss of synchronization and packet dropout caused by inter-
frame gaps and camera frame rate variation are other factors
that interfere with the OCC systems’ reliability. Utilizing a
camera receiver with a relatively stable frame rate is an effective
solution [72]. Data transmission based on repetitive schemes
and spatial multiplexing are two ways to combat the inter-frame
gap [97], [98]. A packet-reconstruction technique [94] and a
stripe length estimation-based sampling scheme [158] are also
able to support higher tolerance of both larger Sampling Fre-
quency Offset (SFO) and more adverse effects of the frame gap
time. Besides, camera exposure time synchronization is realized
in [95].

Different from the above three aspects that degrade the system
performance due to the transceivers’ status and the quality of
the channel between them, security is the one that relates to
transceivers’ legitimacy and determines whether the informa-
tion can be received by the right user without eavesdropping.
The unique location-aware ability of OCC can help realize a
multi-channel authentication by integrating Diffie-Hellman key
exchange [159]. A security protocol realized by the verification
key transmitted by an OCC link [160] can also help to enhance
the security of autonomous vehicle platooning. The discussions
above on OCC systems performance enhancement solutions are
summarized in Table V.

VI. OCC SYSTEMS DESIGN EXAMPLES

A. Indoor OCC Experimental Platform Design Example

Our designed indoor OCC platform serves to present related
technical details and OCC applicability for indoor scenarios as a
prototype. For simplicity, the transceiver is assumed to be static
and parallel to each other. Two typical indoor environments
are considered which include the office room and corridors of
the school building. The setup of the indoor OCC platform is
presented in Fig. 9.

1) System Main Parameters and Implementation: Main pa-
rameters’ values of the LED-based transmitter and camera re-
ceiver are presented in Table VI.

Fig. 9. The setup of the indoor OCC platform. (a) The 808 nm 4×4 LED array.
(b) The camera receiver. (c) The indoor corridor environment. (d) The indoor
room environment.

We use a computer to generate the transmitted data packet.
There exist 57 images within one data packet, where the first
7 images with Barker sequences are used for frame synchro-
nization. P2.0-P2.7 and P3.0-P3.7 ports of the MCU are applied
to modulate the 16 LEDs. OOK is applied as the modulation
format in our OCC system, and no coding mechanism is used.
The triode-based circuit is applied to drive the LED array. LED
driving current value is determined as 75 mA, under which the
LED imaging spot is clear without a blooming effect. As the
camera frame rate is 25 fps, the LED flickering rate is set as
12 Hz to avoid data dropout. Only LOS links are considered in
our system and an 808 nm filter is added in front of the camera
receiver to realize reception of the data-carrying-808 nm optical
band. Universal Serial Bus (USB) is used to connect the camera
to the computer used for Python-based image processing. As the
application of the 808 nm filter decreases the negative impact
of complicated background and reduces the requirements for
the applied image processing techniques, the basic and simple
projection method is able to accurately determine the imaging
location of the LED array. The data bits are then retrieved based
on the LED states according to the preset threshold. The acquired
data bits are finally stored in a file for further performance
evaluation and communication.

2) Design Challenges and Performance Achieved: Interfer-
ence and blooming effect are two main challenges for realizing
high-performance indoor OCC systems as shown in Fig. 10.
Ground reflections and other illuminating light sources are two
typical interferences. To cope with such negative influences,
morphological operations which include dilation and erosion
are first applied in our systems and the transmitter LED array
can then be selected based on its imaging aspect ratio. Camera
exposure time can be adjusted to avoid the blooming effect which
is the solution we use in our system. Besides, the equalization
technique and the appropriate selection of threshold are also of
great help.

As a prototype indoor OCC system, an effective data rate
(throughput) of 126.32 bps has been achieved which is suitable
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TABLE V
OCC SYSTEMS PERFORMANCE ENHANCEMENT SOLUTIONS SUMMARY

TABLE VI
EXPERIMENTAL PARAMETERS FOR INDOOR USE EXAMPLE

for indoor IoT-based data transmission. An error-free link up to
6 m and the maximum supported reliable link distance of 7.5 m
(the achieved BER is below FEC threshold) has been realized
based on the camera with a limited 6 mm focal length.

B. Outdoor OCC Experimental Platform Design Example

Our designed outdoor OCC platform serves as a prototype
to test the technique’s feasibility and practical performance

for online outdoor scenarios. The transceiver is assumed to be
parallel but can either be in static or mobile condition. The LED
array is placed on a slide rail to realize mobility. The setup of
the outdoor OCC platform is presented in Fig. 11.

1) System Main Parameters and Implementation: To further
support high transmission distance, enhance the data rate, and
guarantee the OCC system reliability for outdoor scenarios, a 4
× 4 LED array transmitter is extended to the scale of 8× 8 based
on the same LED type. A specially designed sCMOS-based
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TABLE VII
EXPERIMENTAL PARAMETERS FOR OUTDOOR USE EXAMPLE

Fig. 10. Demonstrations of indoor OCC systems design challenges. (a) Test
environment. (b) Captured images with interference from reflections. (c) Cap-
tured images with interference from other light sources. (d) Captured images
with blooming effect.

Fig. 11. The setup of the outdoor OCC platform. (a) The 808 nm 8 × 8 LED
array. (b) The camera receiver. (c) The outdoor environment.

camera with an enhanced frame rate, variable focal length, and
higher resolution is introduced for the outdoor OCC platform.
An image capture card, which is inserted in the computer and
connects the camera based on CameraLink, is applied to facili-
tate image transmission, storage, and further processing between
the camera and the computer. Main parameter values of the
sCMOS camera and the image capture card are presented in
Table VII. Although the maximum camera frame rate is 150 fps
(with full resolution), the applied camera frame rate is enhanced
up to 200 fps based on the selected capture mechanism.

The implementation for outdoor scenarios is similar to the
one for indoor environments except for the following aspects.
The first difference is reflected in the driving circuit design at the
transmitter side. Eight additional 74HC595 chips with I/O port
expansion and serial-to-parallel conversion functionalities are
used to realize 64 channels of data transmission due to the limited
ports of the MCU and the large number of LEDs. Besides, four
74HC245 chips are used to further enhance the MCU driving
ability. The second difference is reflected in the realization of
synchronization. Apart from the frame synchronization based
on SFH shown in Fig. 6, strict bit synchronization is realized
based on the Beidou satellite timing module instead of the
repetitive data transmission mechanism. Two Beidou satellite
timing modules are applied at the transmitter and receiver side
respectively, where their inside timing signals are synchronized

Fig. 12. Implementations of the outdoor OCC platform.

based on the Beidou satellite. Such signals are used to control
the data-sending time of the MCU and the image-capturing time
of the camera. Based on such a synchronization mechanism, the
LED flickering rate is possible to equal the camera frame rate
without data dropout occurring. The third difference is that an
image capture card substitutes the USB being applied to connect
the camera with the processing computer to achieve higher
data read rates. The camera-captured images are first written
into the image capture card buffer, from which the computer
reads pending images to realize further processing. As such
cache space is limited, the applied image-based technique is
required with high processing speed and low complexity to
avoid image dropout caused by out-of-memory. Conventional
template matching and projection methods are applied as LED
tracking and detection methods respectively. Implementations
of the outdoor OCC platform is presented in Fig. 12.

2) Design Challenges and Performance Achieved: Apart
from interferences of the background and other light sources
which are similar to indoor scenarios, attenuation of the
LED distinguishability with the increase of the distance and
motion-caused blur are two main challenges for realizing high-
performance outdoor OCC systems. Loss of distinguishability
can be seen obviously as shown in Fig. 13 when the distance
increases from 20 m to 80 m, which then leads to image blur
and power loss. These negative impacts may lead to a false
location detection of the individual LED within an LED array
and then further cause the bit error. Increasing the camera focal
length and applying spatial multiplexing-based coding are two
effective solutions. With the help of a variable-focal-length
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Fig. 13. Captured images under various distances. (a) 20 m. (b) 40 m. (c) 60 m.
(d) 80 m.

Fig. 14. Captured images under static and mobile conditions. (a) The static
condition. (b) The mobile condition.

camera, individual LEDs can be captured clearly beyond 80 m
on our OCC platform, leading to an extension of the transmission
distance. Motion-caused blur is presented in Fig. 14, where
the shape of the imaging LED has changed from a circular
shape to an approximately elliptical shape. Simultaneously,
angular distortion also occurs due to the movement of the LED
transmitter. Such blur and deformation phenomena put great
challenges on the design of shape-based LED detection methods.
Higher frame rate cameras are recommended to compensate for
the motion-induced blur, which is also the solution we take in
our system. Besides, more advanced AI-based deblurring and
posture correction algorithms can be considered.

For our outdoor OCC platform, a maximum data rate of
12.40 kbps is achieved based on testing results, and the longest
supported distance is 80.09 m with the BER as 0.86 × 10−4.
The achieved performance can support outdoor-based OCC
applications, such as location information broadcasting in V2V
scenarios.

C. Simulated OCC System Design Example

Our simulated OCC system is presented to provide feasible
details on simulation design principles. The purpose of our
simulation is twofold, one is for analytical performance analysis,
and the other is for the generation of synthetic OCC images for
further processing.

1) Brief Descriptions of Simulation Procedures: The sim-
ulated OCC system is with the assumed Lambertian-pattern
LED array-based transmitter, indoor optical channel, and camera
receivers which include both CCD and CMOS types. Only GS
mode is considered in our system. As transceivers are assumed to
be parallel to each other without loss of generality, the simulated
LED imaging areas appear in the centre of the images. (17) is
first used to calculate the LED imaging radius. Then, (2) and (11)
are applied to describe the transmitted optical power and channel
path loss. The radiometric model which describes the camera’s
overall imaging process is used to calculate the corresponding

Fig. 15. (a) Non-overlapping MIMO-OCC simulated image for CCD cam-
era. (b) Non-overlapping MIMO-OCC simulated image for CMOS camera.
(c) Overlapping MIMO-OCC simulated image for CCD camera. (d) Overlapping
MIMO-OCC simulated image for CMOS camera.

pixel values. Both the realistic CCD and CMOS camera noises
are considered in our simulations. Detailed analytical models
and values of main parameters can be referred to in our published
paper [28]. Two aspects of differences are reflected in this
simulated OCC system: the individual LED-based OCC system
is generalized to an LED array-based MIMO-OCC system, and
the camera resolution is increased from 720 × 576 to 1024 ×
1024.

2) Simulation Results and Related Analysis: The MIMO
OCC simulated images for CCD and CMOS cameras consid-
ering their different internal noise characteristics are presented
in Fig. 15. With the increase of transmission distance, the simu-
lated LEDs in the array change from non-overlapping shown in
Fig. 15(a), (b) to overlapping situations shown in Fig. 15(c), (d).
Pixel values of the imaging area centre under the overlapping
are also higher than those under the non-overlapping condition.
Moreover, CCD cameras boast higher imaging quality than
CMOS cameras which can be noticed obviously from Fig. 15 as
well, where stripe-based camera noises can be seen in CMOS
cameras clearly and their imaging pixel values are lower. In
addition to the above qualitative analysis, quantitative data re-
sults based on D-PSNR and D-BER under various path loss
coefficients γ are demonstrated in Fig. 16. Calculations of the
PSNR and BER are based on (33) and (32) respectively. From
Fig. 16, PSNR increases and BER decreases with the increase
of D, and the larger the γ is, the more obvious the variation is
(γ �= 2). When path loss coefficient γ equals 2, both the PSNR
and BER remain constant as the DC gain at a pixel remains
stable based on (11).

D. Generalized Design Experience That can be Learned

Design experience learned from our OCC platforms is gen-
eralized to real-world applications in this part based on three
design processes.
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Fig. 16. D-PSNR and D-BER under various path loss coefficient γ.

Firstly, application scenarios and required system perfor-
mance indicators should be clarified. Normally, for indoor
scenarios such as the typical room office, restaurant, shopping
mall or museum, the required distance is comparatively short
(below 10 m or even centimeter level) while the supported
data rate (up to kbps) and the transmission accuracy (below
FEC threshold) are relatively high so that the location-based
interactive services (indoor positioning, internet access, etc.)
can be achieved. In contrast, for outdoor scenarios such as
vehicular or drone-based communications, the designed system
is expected to stand by long transmission distances (above 5 m)
with good mobility support.

Secondly, system parameters and applied techniques
should be carefully selected after identifying environmen-
tal characteristics and design challenges. For indoor OCC
environments, as the supported distances are relatively limited,
requirements for the physical size and transmitted optical power
of LED transmitters, camera focal length and frame rate are
relatively low. Off-the-shelf cameras and LEDs are able to fulfill
basic communication necessities. Design challenges for indoor
scenarios are mainly from the following aspects: interferences
from the background and other light sources, blooming effect
from adjacent transmitters, power loss and partial imaging due
to angle distortion, and link blockage or even interruption.
Besides, the supported distance, data rate, and link reliability
are expected to increase. More advanced AI-based object de-
tection algorithms can be integrated into OCC systems, and
IoT-based indoor OCC applications, such as high-precise lo-
calization can be realized [163]. Power loss and the attenuation
of the individual LED distinguishability are the two main fac-
tors leading to deteriorated outdoor-based OCC performance.
The former is mainly due to the long transmission distance,
angular distortion of the transceiver and weather impact. The
latter is mostly due to the received blurry images caused by
motion, foggy weather, and long transmission distance-induced
high-frequency loss. Both the hardware selection and algorithm
design can be considered to compensate for the above-mentioned
disadvantages. For hardware modifications, transmitter LEDs
with larger physical diameters and higher optical transmission
power, and cameras with the improved focal length, frame rate,

and resolutions are of great benefit but normally at a larger cost.
For the algorithm design, accurate LED tracking and detection
realizations can be achieved assisted by both the shape-based
conventional methods such as template matching and Hough
circle-based detection, and AI-based advanced methods such
as Single Shot MultiBox Detector (SSD) and YOLO networks
as long as the applied network structure and parameter are
adjusted properly. Besides, the selected threshold for LED
status judgement is also important in realizing high commu-
nication performance. As it’s sensitive to distance, weather
condition, and illumination intensity, threshold estimation can
be made based on the training frame sequences ahead of the
data transmission. Moreover, other OWC and RF-based tech-
nologies can also be considered to integrate with OCC in out-
door scenarios to further enhance the supported communication
performance.

Finally, the system’s overall cost and implementation com-
plexity should be balanced. As OCC systems can be easily
integrated with the fundamental infrastructure, provide no in-
terference with the RF-based technology, and support abundant
unlicensed spectrum, it’s relatively easy to set up. Besides, as
typical techniques required by a common OCC system includ-
ing modulation/demodulation, coding/decoding, object tracking
and detection are mature and relatively simple to achieve, the
technical threshold of OCC is not high as well. In contrast to
other OWC technologies such as FSO where high-powered laser
transmitters and expensive pointing systems are in demand, the
implementation complexity of OCC systems is comparatively
low. To be more specific, we use our own designed system
as an example. For our indoor OCC system which includes
modulation and amplification part (<$12), transmitter array
with 16 LEDs (<$7), camera receiver part (<$28), and data
processing part (<$280), the hardware cost of the indoor ex-
perimental system is less than $350. However, for practical
application scenarios, indoor OCC systems can be easily inte-
grated with the existing fixture lighting systems and a handheld
smartphone is a good option for a receiver. It’s cheaper and
more convenient for large-scale deployments of indoor OCC
based on the existing infrastructure with only the addition of
modulation on the transmitter side and the image processing
algorithm integrated into the receiver side. For our outdoor
OCC system which includes modulation and amplification part
(<$12), transmitter array with 64 LEDs (<$28), camera receiver
part (<$4200), and data processing part (<$560), the hardware
cost of the outdoor experimental system is less than $4800.
The sCMOS-based camera is the most expensive part of our
outdoor OCC system and its data frame rate can achieve 150
fps under the resolution of 2048 × 2048 and can form clear
images even in extreme weather conditions. We apply it for the
sake of scientific research and design as a prototype to test the
extreme performance it can achieve under our tested outdoor
environment. However, for common outdoor scenarios such as
vehicular communications, vehicle headlights and taillights can
be used as transmitters and the dash cameras are enough to be
used as receivers where the total system cost can be greatly
decreased.
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VII. DESIGN CHALLENGES AND FUTURE RESEARCH

DIRECTIONS

Five aspects of design challenges and their future research
directions are introduced in this section which include accurate
system modeling, physical layer optimization, AI-assisted
OCC, security, and integration with other communication
technologies.

A. Accurate System Modeling

System modeling plays a vital role in the theoretical analysis
of OCC performance and is also fundamental for practical sys-
tem design. How to accurately model OCC systems with more
practical influential factors considered remains an open issue
where the impact of the transceiver angular distortion and system
asynchronous due to camera frame rate instability is expected
to be integrated into future research. Besides, accurate NLOS
and IRS-based OCC link modeling also remain to be investi-
gated. Moreover, synthetic OCC images to support generations
of a more accurate training data set for ML-based studies are
envisaged to be achieved based on system modeling as well.

B. Physical Layer Techniques Optimization

Optimizations of physical layer techniques including syn-
chronization, modulation, and error correction schemes are nec-
essary for further enhancing future OCC systems. Most existing
OCC systems use repetitive transmission schemes to alleviate
the negative impact induced by loss of synchronization where
the data transmission efficiency is lowered. Our applied satellite-
based timing system can help to achieve accurate system syn-
chronization but the hardware implementation is complicated.
How to quickly realize OCC system synchronization based on
the existing infrastructure and efficient algorithms is worthwhile
to explore. An efficient modulation scheme design needs to
consider the impact of the channel environment, illumination
requirement, and eyes’ comfort. Although the basic OOK is
enough for most of the OCC prototype systems, investigating
the adaptive modulation based on the above-mentioned require-
ments according to channel quality and system hardware per-
formance is of great significance. Error correction is important
in guaranteeing the system’s reliability. Corrections based on
repetitive transmission and applications of the error correction
code are two existing common methods. Bidirectional OCC link
where feedback indicating the transmission error, data fusion
among multiple OCC transmitters, and multimodality-assisted
DL networks are expected to further enhance OCC system error
correction ability.

C. AI-Assisted OCC

AI has been proven to be a powerful tool in the OCC field
where individual or multiple transmitters’ tracking and de-
tection, image deblurring, optical channel equalization, noise
cancellation and dimming support are realized based on CNN,
DNN, and GAN. In the future, on the one hand, more pow-
erful network structures can be integrated into the OCC area
where communication performance even under the existence

of reflected light, weak lighting conditions, and obvious inter-
ferences can be guaranteed. On the other hand, other interest-
ing functionalities such as DRL-based resource allocation and
multimodality-assisted data fusion can be investigated.

D. Security

Most studies emphasize how to enhance the current optical
link reliability while ignoring the legitimacy determination of
the two communication parties. Scenarios such as eavesdrop-
ping and link attack are also lack of investigations. Security
enhancement solutions such as location-aware-based identity
authentication and key verification can be explored in the future.

E. Integration With Other Communication Technologies

As OCC can be integrated with the existing infrastructure
and poses limited impact on the RF and OWC-based tech-
nologies, cooperation among OCC and other communication
technologies can be realized to provide more strict guarantees
on the practical scenarios’ performance. Interesting research
topics such as OCC/RF and OCC/OWC system deployment,
handover algorithms design and resource allocation schemes
can be studied.

VIII. CONCLUSION

Guidelines for OCC system design are presented in this
paper from theory to practice. For OCC experimental platform
design, suggestions for hardware parameter selection, overall
system implementation procedures, evaluation criteria, perfor-
mance enhancement solutions, and typical design examples are
provided. For simulated OCC system design, analytical models
of the transceiver and optical channel, simulated processes,
and typical synthetic images with theoretical analysis are pre-
sented. This tutorial provides guidance for future OCC system
design and potentially inspires further advances in OCC research
development.
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