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An Adaptive Image Thresholding Algorithm Using
Fuzzy Logic for Autonomous Underwater

Vehicle Navigation
I-Chen Sang and William R. Norris , Member, IEEE

Abstract—Breakthroughs in autonomous vehicle technology
have ignited diverse topics within engineering research. Among
these, the focus on conducting inspections through autonomous
underwater vehicles (AUVs) stands out as particularly influential,
owing to the substantial investments directed towards offshore
infrastructures. Leveraging the capabilities of onboard sensors,
AUVs hold the potential to adeptly trace and examine pipelines
with high levels of accuracy. However, the complicated and vary-
ing underwater environment presents a formidable challenge to
ensuring the robustness of the localization and navigation frame-
work. In response to these challenges, this study introduces a novel
GPS-denied, adaptive, vision-based navigation framework tailored
specifically for AUV inspection tasks. Different from conventional
approaches involving manual parameter tuning, this framework
dynamically adjusts contrast enhancement and edge detection
functions based on incoming frame data. Fuzzy inference systems
(FIS) have been harnessed within both image processing and the
navigation algorithm, strengthening the overall robustness of the
system. The verification of the proposed framework took place
within a simulation environment. Through the implemented al-
gorithm, the AUV adeptly identified, approached, and traversed
the pipeline. Additionally, the framework distinctly showcased its
capacity to dynamically adjust parameters, reduce processing time,
and uphold consistency amid diverse illuminations and levels of
noise.

Index Terms—Autonomous underwater vehicle, navigation,
image processing, adaptive, fuzzy logic.

NOMENCLATURE

Abbreviations
CDF Cumulative density function.
DR Dynamic range.
FIS Fuzzy inference system.
PDF Probability density function.
PE Plateau equalization.

Symbols
μ Membership functions.
A Incoming image.
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COA Center of area of defuzzification function.
D Total image derivative.
Dx Image derivative on x-axis.
Dy Image derivative on y-axis.
G Gray level value before contrast enhancement.
GNew Gray level value after contrast enhancement.

I. INTRODUCTION

DUE to rapid developments in autonomous system technol-
ogy, the research community is actively delving into the

diverse applications of autonomous vehicles, including under-
water exploration [1], data collection [2], [3], and surveillance.
One of the most challenging topics is conducting the inspection
of underwater pipelines with autonomous underwater vehicles
(AUVs). With the onboard sensors and computer, AUVs exhibit
remarkable potential to conduct the inspection autonomously,
thus alleviating the need for extensive human involvement [4],
[5] [6], [7] and significantly enhancing accuracy [8], [9].

The sensors used in AUVs are crucial for the inspection
task. [10] Given the limited GPS access underwater, AUVs’
navigation relies on Doppler Velocity Log (DVL), array sonar,
and cameras. Among all sensor candidates, cameras of various
wavebands are the most common option due to their competitive
price and the amount of information obtained. A wide variety of
research has been published on camera-based AUV navigation.
Previously non-learning-based methods were widely explored.
Studies [11], [12], [13], [14] used traditional edge detection
algorithms to detect landscapes. Authors in [15] adopted SIFT
to match features in figures and conducted visual odometry
calculation.

Traditional methods usually require manual parameter tuning.
Given the highly dynamic environment underwater, the adapt-
ability of the algorithms became an important topic. This could
be resolved by adopting learning-based methods. Algorithms
proposed in [16] and [17] used learning-based algorithms to
identify the target that the AUV needed to follow. The study
in [1] adopted supervised learning to detect cave lines. The
work proposed in [18] proposed path planning algorithms using
deep reinforcement learning with consideration of complicated
environment parameters.

Though learning-based methods achieved satisfactory results,
the generalizability of models and the difficulty in collecting
datasets posed extra challenges to the aforementioned networks.
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The adaptive variations of classical approaches were widely
studied.

Both preprocessing and line detection algorithms rely heavily
on tunable parameters. For example, Plateau Equalization [19]
has been shown to greatly improve the contrast of the im-
ages [20]. But its performance is determined by a threshold
value used in normalizing the cumulative density function of
the gray levels. Further adaptive variations of these approaches
were proposed in various pieces of literature [21], [22], [23].

The threshold values are even more commonly used in line
detection algorithms. The threshold values differentiate the
edge/non-edge pixels and the line/non-line segments. These
parameters can vary largely across different images. Manual cal-
ibration was required for different illumination or noise levels.
The tuning process is especially difficult in a complex under-
water environment where visibility could change significantly.
Therefore, an automated parameter tuner can provide significant
benefits for the adaptability and reliability of the system.

An expert system-based algorithm is proposed in this research
to resolve the problem faced in manual adjustments of parame-
ters. Expert systems combine the knowledge of professionals
and the noise tolerance capability of fuzzy logic to achieve
better system performance. Fuzzy logic has been widely used in
the control field, as well as in image processing. For instance,
studies [24] and [25] leveraged fuzzy entropy theory and fuzzi-
fied graylevel histograms to enhance the contrast of the images.
Methods proposed in [26], [27], [28], and [29] used fuzzy set
theory to improve the thresholding process. The fuzzy inference
system (FIS) has been applied to image filters [30], [31] and
edge/lane detection [32], [33] procedures.

In this study, an algorithm that navigates the AUV along the
pipeline under various environmental parameters is proposed.
The control system was integrated with image processing to
increase the system’s robustness. Instead of calculating the
thresholds directly, the values underwent a relative adjustment
according to the deviation of several key indicators. With two
independent fuzzy inference systems, the algorithm automati-
cally tuned the parameters in the contrast enhancement mod-
ule and line detection module. The fuzziness of the system
increased the system’s adaptability to the environment. With
this proposed framework, the AUV, which was released from
the underwater pipeline, could successfully approach and cruise
along the pipeline under different environmental noise levels.
This experiment verified the capability of the navigation algo-
rithm under various visibility conditions, thereby demonstrating
its adaptability to changing environments.

This paper presents four sections arranged in the order of
introduction, method, experimental results, and conclusion. All
experimental setups and the algorithm design are elaborated in
the method section. The experimental results, along with their
statistical analysis, are listed in the result section. Finally, the
summary and future works of the research are presented in the
conclusion section.

II. METHODOLOGY

The navigation framework proposed in this paper enabled
the AUV to approach and follow the underwater pipeline with

Fig. 1. Flow diagram of the proposed image processing algorithm.

increased robustness. This work was verified in a realistic sim-
ulation environment [34] under a closed-loop scheme. With
the measurement collected from the simulation platform, the
proposed algorithm selected maneuver strategies accordingly
and sent the command to the simulator.

The flow chart for the proposed method is shown in Fig. 1
with the image processing functions highlighted. First, the im-
age’s contrast was adjusted to expand the dynamic range. Noise
reduction filters were then applied to suppress the noise level.
Finally, an edge detector and a line detector were used to extract
the position of the underwater pipeline. In addition, fuzzy logic
was applied in this process to automatically tune the intrinsic
parameters, increasing the system’s adaptability over various
environments.

This section explains the proposed algorithm and verification
process in detail. It also presents the setup of the simulation, the
theory of fuzzy logic, and the algorithm’s design sequentially.

A. Fuzzy Inference System (FIS)

The fuzzy inference system contributed to the main structure
of the proposed algorithm in the image processing module and
navigation module. Fuzzy inference systems are also referred
to as expert systems because their rulebases are constructed
using the experience derived from professional knowledge. In
contrast to the “black box” system derived from learning-based
algorithms, the expert systems can be well explained by the
rulebase.

Fuzzy inference systems (FIS) were originally applied in the
control field. The inputs (navigational errors) were categorized
using probability distribution functions. Based on the magnitude
of the navigational errors, the pre-determined fuzzy rulebase
decides the output magnitude category of the FIS. Finally,
by reversing the categorization process, the numerical output
commands were derived according to the output probability
distribution functions.

The AUV navigation algorithm in this work was operated by
a FIS. In addition, an innovative combination was proposed by
applying a FIS to image parameter tuning. After identifying an
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Fig. 2. Block diagram of a sample fuzzy inference system.

“observable parameter” (e.g., the brightness of the image, the
standard deviation of the pixels, and the entropy of the images.),
the FIS determined the direction and magnitude where the
“tunable parameters” (e.g., threshold values) should be tuned.

Rather than meticulously crafting precise input-output con-
figurations for control and parameter tuning systems, the prob-
ability nature of the FIS effectively prevented the commands
from oscillating with the varying environment, thereby averting
potential instabilities.

A brief introduction of the FIS is presented in this section to
elaborate the decision process. The block diagram of an example
fuzzy inference system is shown in Fig. 2. A Mamdani system
with ‘min’ function used in the AND operator of the rulebase.
According to the crisp input of the system, both parameters were
fuzzified with the membership functions. The minimal value
of the output from the membership functions was adopted for
referencing the output value. The ‘max’ function was used in the
aggregation process among the rules. The area representing the
fuzzy output can be formed by combining the outputs from each
rule with the maximal value. Finally, the centroid method was
used to defuzzify the output value. Using the integration in (1),
the centroid of the fuzzy output corresponds to the defuzzified
output value.

COA =

∫
Z μA(z)zdz∫
Z μA(z)dz

(1)

B. Image Processing Algorithms

The image processing algorithm proposed in this study con-
sisted of three modules – the pre-processing module (contrast
enhancement and noise reduction), the edge detection module,
and the line detection module. The input images were directly
subscribed from the ROS topic of the front camera on the
AUV. After being processed by the proposed image processing
algorithm, the position of the underwater pipeline was recorded
and processed by the navigation module proposed in [35].

1) Pre-Processing: The contrast between the objects was the
most important indication for pipeline detection. Therefore, the
images were first transformed from an RGB channel to gray
level, then processed with a histogram equalization approach.

Fig. 3. Figure description of the plateau equalization algorithm. (a) The PDF
of the image. The orange line (threshold value) determines the reserved area of
the PDF. (b) The CDF derived from the reserved area in (a).

Plateau Equalization was adopted to broaden the contrast of
the images. It has been shown that Plateau Equalization worked
well in enhancing the contrast of grayscale images, such as
thermal images [20]. A threshold value was added to the process
of the classical histogram equalization algorithm. When plotting
the gray-level probability density function (PDF), any count
that exceeded the threshold value was cropped. The cumulative
density function (CDF) was calculated according to the reserved
area of the PDF. Finally, the new gray level of a pixel was

GNew = 255× CDF (G) (2)

where GNew is the new gray level value, and G is its value in
the original image. The detailed process of Plateau Equalization
is shown in Fig. 3.

This process was designed to prevent the histogram equaliza-
tion process from being biased by the dominating gray levels.
Typically, the threshold was tuned according to various illu-
mination and contrast conditions. To automate the threshold
tuning process, the fuzzy inference system was introduced in
the contrast enhancement module.

The fuzzy threshold tuner measured the output images’ dy-
namic ranges and determined the variation value that would
be applied to the threshold in the next frame. The dynamic
range (DR) of an image is the logarithmic value of the ratio
between the maximal and minimal gray level in the image. To
equalize the contribution of all gray levels in the images, the
algorithm was initiated with a lower threshold. However, when
the pixels were concentrated within a few gray level values, more
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Fig. 4. Membership function and linguistic parameters of (a) the dynamic
range (b) the standard deviation of the graylevel. And (c) the defuzzification
membership function of the output.

TABLE I
RULE BASE OF THE FUZZY CONTROLLER USED IN CONTRAST ENHANCEMENT

discontinuity would be found in the CDF, causing a reduced DR
in the image. With a typical 8-bit gray level image, the highest
dynamic range value achievable is 2.41. Therefore, the dynamic
range was divided into three linguistic variables according to
their difference with 2.41. The complete membership functions
are shown in Fig. 4(a).

On the other hand, the standard deviation of the gray level
counts also contributed to the threshold tuning process. When
the standard deviation value was large, a variation in the adjusted
gray level could be ensured even when the output image might
not have a high dynamic range. As a result, the membership
functions of the standard deviation with the linguistic variables
are shown in Fig. 4(b). The hierarchical rule base reduction
(HRBR) method [36] was used to reduce the size of the rule
base according to the importance of the inputs and thereby
accelerating the processing speed. With the effective HRBR
method, the fuzzy rule base used in this study is shown in Table I.
The adjustment value of the threshold was defuzzified using the
membership function shown in Fig. 4(c)

After the fuzzy contrast enhancement process, the images un-
derwent a 3× 3median filter to avoid the strong salt-and-pepper
noise from influencing the edge detection result.

2) Edge Detection: The edge detection module proposed in
this study was based on the Sobel edge detector [37], further
optimized by a well-designed fuzzy inference system. The block

diagram in Fig. 1 shows the workflow of the module. The pre-
processed image underwent an edge-detecting process by the
Sobel edge detector under default threshold values. The detected
edge pixels were then processed by the line detection module
to identify the candidates that best represented the pipeline.
Finally, the line detection result was used as the input to the
fuzzy parameter tuner in order to determine the threshold value
for the next frame.

The Sobel edge detector used the standard Sobel kernels. The
kernel was convoluted with the input image to calculate the
derivatives of the pixels in the x and y directions, respectively.
Given that the target of detection was the pipeline, the AUV
was likely to have a smaller angle with the pipeline most of the
time. Therefore, the derivative of the x-axis in the image was
weighted more than that of the y-axis. The calculation of the
overall derivative is shown with the equation below

Dx =

⎡
⎢⎣
1 0 −1

2 0 −2

1 0 −1

⎤
⎥⎦ ∗A (3)

Dy =

⎡
⎢⎣

1 2 1

0 0 0

−1 −2 −1

⎤
⎥⎦ ∗A (4)

D = 1×D2
x + 0.5×D2

y (5)

where A is the incoming image, D represents the overall pixel-
wise derivative, while Dx and Dy represent the derivative on the
x/y axis.

The thresholding process was crucial in the edge detection
module as only the pixels with a gradient value higher than
the threshold value were regarded as effective edge pixels. To
adapt the algorithm to various images, the cutoff threshold was
assigned referring to the pixel-wise derivatives obtained in the
previous convolution process. Specifically, the product of a
cutoff parameter and the mean derivative of the whole image was
adopted using the threshold value. The initial value of the cutoff
parameter was set to 10 in order to keep almost all candidate
edges.

However, the number of candidate edge pixels can greatly
influence the computation effort of the line detection module. A
larger count in edge pixels resulted in a longer processing time.
On the other hand, with too few edge pixels, the contour of the
pipeline could not be appropriately plotted and therefore led to
confusing inline detection. The cutoff parameter was adjusted
by a fuzzy inference system in order to solve this issue. The
input of the FIS was the number of lines detected with the
Hough Transform, and the output was the variation value that
would be applied to the next frame. The rulebase of this FIS is
shown in Table II. When too many lines were detected, the cutoff
variable was raised to eliminate pixels with smaller derivatives,
and vice versa. The fuzzy membership functions of the linguistic
parameters were determined by experiments, and the projections
are shown in Fig. 5(a) and (b).

3) Line Detection: The widely-used line detector, Hough
Transform, was adopted in this module. In the Hough Transform,
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TABLE II
RULE BASE OF THE FUZZY CONTROLLER USED IN EDGE DETECTION

Fig. 5. (a) Membership function and linguistic parameters of the line number.
(b) Defuzzification membership function of the output.

Fig. 6. Illustration of Hough Transform line detection.

virtual lines of all angles centering at every edge pixels are
projected the edge pixels into the Hough space with the equation
below.

ρ = xsinθ + ycosθ (6)

where ρ is the shortest distance from the origin to a candidate
line and θ is the corresponding angle of the line (see Fig. 6). The
x and y shown in the equation is the coordinate of the edge pixel.
Each line in the image space corresponds to a sine curve in the
Hough space. If several edge pixels share the same straight line,
their sine curves intersect at the same (ρ, θ) point. Therefore, by

Fig. 7. Definition of the navigation errors used in the proposed model.

identifying the most intersected points in the Hough space, the
lines that pass through the most edge pixels could be listed. These
lines, therefore, have the highest probability of representing the
pipeline.

Since the Hough Transform iterates through all candidate edge
pixels, its performance is highly dependent on the number of
candidates. A proper number of candidates was maintained With
the aforementioned fuzzy logic, and thereby a balance between
computation resources and detection accuracy.

C. Navigation Framework

A navigation framework [35] that is based on an independent
FIS was adopted in this work. The navigation error was inter-
preted from the incoming image data. And the FIS made the
navigation decision according to the heading error, orientation
error, and horizontal error.

1) Navigation of the FIS: A coordinate-based navigation
framework using the three errors mentioned above was devel-
oped in [38]. In this framework, the AUV was kept at a constant
speed of 0.15 m/s. By analyzing heading error, orientation error,
and horizontal error, the FIS made the decision on the angular
velocity applied to the vehicle.

The definition of the three errors is shown in Fig. 7. Assuming
that the pipeline was marked with several coordinate points,
the heading error was the angle between the AUV’s heading
direction and the next coordinate point on the pipeline. The
orientation error was the difference between the AUV’s heading
and the pipeline’s path. Finally, the horizontal error was defined
by the closest distance between the AUV and the pipeline.

The errors were transformed into steering decisions by a
hierarchical rulebase shown in Table III. And the linguistic
variables with their membership functions for all parameters
are shown in Fig. 8, where (a)–(c) are membership functions
of the front angle error, horizontal error, and orientation error.
The output defuzzification membership functions are shown in
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TABLE III
RULE BASE OF THE FUZZY CONTROLLER IN THIS STUDY

Figure 8(d). This fuzzy navigation framework has been proven
effective in [35] with the presence of underwater currents.

2) Image Interpretation: In [35], the aforementioned fuzzy
navigator was extended using computer vision and proximity
sensors, alleviating the system’s reliance on GPS signals. By
interpreting the information provided by the onboard camera,
the navigation errors were calculated.

The concept of the interpretation from image to navigation
errors is shown in Fig. 9. Instead of having discrete coordinate
points on the target path, the pipeline shown in the incoming im-
ages was continuous. Therefore, two target coordinates needed
to be specifically defined.

The intersection between the detected pipeline and the bot-
tom of the image was defined as the “close point.” And the
intersection between the pipeline and the center line of the
image was defined as a “next designated point.” Since the
position and orientation of the camera relative to the AUV were
known, the relative position between the AUV and these points
was derived from coordinate transformation calculations. The
horizontal error was defined by the relative distance between
the AUV and the “close point.” The heading error was defined
by the difference in orientation between the AUV’s heading
and the vector pointing from the AUV to the “next designated
point.” Finally, the orientation of the pipeline was defined with
the vector formed by the “next designated point” and the “close
point.” The orientation error was derived by measuring the an-
gular difference between the AUV’s heading and the orientation

Fig. 8. Linguistic variable membership functions of the (a) heading error,
(b) horizontal error, (c) orientation error, and (d) output.

Fig. 9. Image interpretation of the navigation errors used in the proposed
model.

of the pipeline. The detailed image interpretation illustration is
shown in Fig. 9.

III. RESULTS

Several simulation experiments were conducted to verify the
algorithm’s capabilities in optimizing the image and reducing
navigation errors. The screenshot of the simulation software and
the block diagram demonstrating the framework of the simula-
tion are shown in Fig. 10. The detail of the experimental setup is
presented below. The experiment results demonstrate the image
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Fig. 10. Screenshot of the simulation environment.

Fig. 11. Flow diagram of the proposed image processing algorithm.

improvement, navigation system robustness, and optimization
of the AUV navigation will be shown in the following parts.

A. Simulation Environment

The experiment was done in a virtual machine operating under
a 64-bit Ubuntu 16.04 system with 12 GB RAM. The closed-loop
framework of the algorithm consisted of ROS (Robot Operating
System), Gazebo, Python, and Matlab. A simulated underwater
scene and an Autonomous Underwater Vehicle were created in
Gazebo [34]. The data measured by the simulated sensors on the
vehicle were subscribed using ROS and processed by Python
code. Retrieving the processed result from the ROS core, the
Simulink-based function made maneuvering decisions by the
fuzzy logic package in Matlab software. Finally, the decisions
were published to ROS core in order to control the vehicle. The
whole framework and the communication between each module
are shown in Fig. 11.

The simulated underwater scene is shown in Fig. 12. A
pipeline with a diameter of 2 meters was placed at the center of
the world coordinate. Several random objects were also placed
in the test scene to raise the complexity, including the ones with
straight edges (the cube and boards) and the ones with irregular
edges (the shipwreck and the tire). The underwater pipeline was
designed with a left turn in its path. To precisely locate every
point on it, the gradual turn was created by combining three
segments of cylinders. The geometrical relation between the
segments is shown in Fig. 13, where (a) and (b) illustrate the

Fig. 12. Underwater scene designed to verify the proposed algorithm.

Fig. 13. (a) Full view of the pipeline used to verify the proposed algorithm.
(b) Detailed dimension of the gradual turn in the pipeline.

global and local view respectively. The segments contributing
to the gradual turn were 10 meters long. And the angle between
adjacent pieces was 10◦.

According to [34], the difficulties often encountered in com-
plicated underwater environments were also presented in the
designed scene. The environmental noise and the velocity of the
underwater current could be tuned to a higher value to simulate
highly unstable environments. In addition, the attenuation of
light in different wavelengths was also included in this simula-
tion model, making it more realistic. However, the limitation of
this model still exists. For example, the damping light source
caused by the periodic waves could not be simulated yet.

According to [39], a reasonable visibility range used in under-
water vision systems is around 10 m. As a result, this work also
assumed that the AUV was launched away from the pipeline at
a distance closer than the visibility range. Within this visibility
range, the proposed system optimized the image processing
parameters thereby improving the accuracy of navigation.

In addition to visibility levels, sea currents were also available
in the simulator. Experiments done in [35] showed that the
AUV was able to maintain a navigation error of 2.5 m under
1.2 m/s current speed, proving that the visibility assumption
was reasonable.

B. The Simulated AUV

The vehicle used in the simulation experiment was designed
by [34] as well. With the size of 1.5 (W)× 2.6 (L) × 1.6 (H)m3,
the vehicle was equipped with eight actuators and seven types of
sensors. The sensor used in this study is the color camera with
a resolution of 768× 492 and a 124.2× 100.8 degrees field of
view. The camera was mounted at the coordinate of (1.15,0,0.4)
relative to the origin of the AUV, with the line of sight 0.6 rd
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Fig. 14. Graylevel probability density function (pdf) of images under (a), (b)
normal illumination level, and (c) (d) dark scenario. (a) and (c) Shows the pdf of
the raw input image while Figure (b) and (d) shows the pdf after being processed
by the contrast enhancement module.

pointing downward relative to the x-axis (front) of the vehicle.
The localization and dynamical model developed by [38] was
adopted in this work.

C. Contrast Improvement

The capabilities of the image improvement module were
demonstrated independently by examining the input and output
images with their gray-level probability density functions. Ex-
periments were conducted to demonstrate the fuzzy thresholding
algorithm’s robustness over various brightness conditions.

Under normal (default) system illumination levels, the con-
trast adjustment algorithm was performed. The experimental
result is shown in Fig. 14. The gray-level probability density
function (pdf) of the input image and the output image under
normal conditions are shown in Fig. 14(a) and (b). Starting at
an initial value of 5, the contrast enhancement threshold was
tuned and stabilized at the level of 450. In the example figure
shown in Fig. 14(b), the threshold value was 475, successfully
increasing the range of the pdf, entropy, as well as the standard
deviation value of the image. As common metrics in describing
the information included in images, the increase in the entropy
and the standard deviation of the image indicated a better image
information density.

The experiment was repeated in the “dark scenario”, where
all input pixel values were halved. The experimental result is
shown in Fig. 14(c) and (d). Different from the threshold value
in the normal illumination experiment, the fuzzy-based system
stabilized at the level of 200. In the example shown in Fig. 14(d),
the contrast of the image was significantly improved by the
module applying a threshold of 258. A notable increase in the
entropy and the standard deviation of the image was observed,
indicating a better image contrast.

Fig. 15. Edge pixels that were filtered at the (a) 1st. (b) 30th frame. The tuned
threshold values were 7.9 and 100.1, respectively.

Fig. 16. Plot illustrates the relationship between the detected line numbers,
the tuned threshold values, and the respective frame number.

D. Processing Time Improvement

As mentioned above, the threshold value in the Sobel edge
detection function filters the most reliable edge pixels, thereby
reducing the processing time of the Hough Transform. The
image before and after the filtering process is shown in Fig. 15(a)
and (b). It was shown that the threshold value of 100 successfully
filters most of the noise pixels, leaving a clear contour of the
pipeline and other objects.

The variation of the detected line number and the tuned
threshold value is shown in Fig. 16. It is clear that the threshold
was raised according to the high number of detected lines. The
system was stabilized within 20 frames after the fuzzy tuner was
activated.

In addition to the comparison of the image quality, the pro-
cessing time was further examined to demonstrate the improve-
ment in efficiency. Without the fuzzy-tuned Sobel threshold,
the Hough Transform took an average of 53 ms to process the
image. The fuzzy tuner successfully decreased the processing
time to 8.30 ms per frame. This improvement effectively tackled
the preexisting efficiency problem of the Hough Transform and
broadened its field of application.

An additional experiment was performed to evaluate the
processing time of the fuzzy tuner. In order to focus on the
efficiency of the proposed algorithm, the measurement was
conducted excluding the simulator and ROS environment. With
fixed threshold values applied to the contrast enhancement
and edge detection modules, the overall processing time was
26.24 ms/frame. After incorporating the fuzzy parameter tuner,
the processing time only increased by 2.09%, to 26.80 ms/frame.
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TABLE IV
RMS NAVIGATION ERROR OF THE AUV UNDER VARIOUS CAMERA NOISE

LEVELS

Though more time was consumed by the fuzzy tuner, the adapt-
ability contributed by the module and the time it saved in the
Hough Transform was more important.

E. System’s Robustness Over Noise Levels

The whole fuzzy navigation framework could steer the AUV
toward the pipeline with high reliability. A repetitive experiment
was done to demonstrate the stability of the navigation system.
The root mean square (rms) error of the navigation error was
2.31± 0.04 m.

To further demonstrate the system’s reliability in complex
environments, higher noise levels were applied to the under-
water scene. While the pixel readout of the grayscale image
was normalized, Gaussian noise was applied with the average
set to zero. A comparison between the proposed algorithm
and the benchmark (standard Plateau Equalization and Sobel
Edge detector) was included in this experiment. The standard
deviation of the noise was varied in order to simulate different
visibility levels. The corresponding rms navigation error of the
AUV is shown in Table IV. Following the previous experiment,
the AUV also started from 10 m away from the pipeline with
a linear velocity of 0.15 m/s. As expected, the navigation error
increased with the noise level. When the standard deviation of
the noise was raised to 0.05, the system that did not incorporate
the fuzzy tuner failed to navigate along the pipeline. On the
other hand, the system with the fuzzy tuner could still navigate
the AUV toward the pipeline successfully, demonstrating the
robustness of the system.

IV. CONCLUSION

In this study, it was shown that the combination of image
processing modules with fuzzy inference systems successfully
solved the problem of parameter tuning in existing algorithms.
The proposed framework demonstrated its adaptability across
diverse noise levels and illumination conditions, resulting in en-
hanced performance in AUV navigation. Additionally, through
experimentation with a highly realistic UUV simulator, the
algorithm showcased its potential applicability in real-world
scenarios.

Though demonstrated adaptability in complicated environ-
ments, the proposed work faces two potential limitations: visi-
bility range and processing efficiency. In this study, a visibility
range of 10 meters was assumed. Addressing lower visibility sce-
narios may require further adaptation and potentially additional
sensors. Additionally, the inclusion of the fuzzy parameter tuner
resulted in a slight processing time increase (2%). However, this
impact was deemed insignificant as the AUV operates at low

speeds. The fuzzy tuner effectively optimized the computational
effort of existing modules, such as the Hough Transform line
detector.

There are numerous avenues for future research based on the
proposed algorithm. For example, further exploration into iden-
tifying ’observable parameters’ holds promise. While this study
tested multiple parameters before selecting standard deviation,
dynamic range, and detected line number, this process can be
refined systematically.

As mentioned in the introduction, many computer vision sys-
tems require parameter tuning in different application scenarios.
This finding has significant potential for application to more
image processing algorithms. Similar to the work done in this
paper, the thresholding process of other contrast enhancement
methods or gradient detection approaches is expected to be
greatly improved using fuzzy inference systems. This can be
applied to on-road vehicles and significantly improve the detec-
tion results [40]. Moreover, the application to other computer
vision approaches is promising. For instance, the kernel sizes
used in convolutional processes could be adjusted with adaptive
control systems.

Other than the wider applications of the fuzzy parameter tuner,
the adaptive optimization of the fuzzy inference systems is being
developed in an ongoing research project.
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