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Abstract— Time-of-flight magnetic resonance angiog-
raphy (TOF-MRA) is the least invasive and ionizing
radiation-free approach for cerebrovascular imaging, but
variations in imaging artifacts across different clinical
centers and imaging vendors result in inter-site and inter-
vendor heterogeneity, making its accurate and robust
cerebrovascular segmentation challenging. Moreover, the
limited availability and quality of annotated data pose fur-
ther challenges for segmentation methods to generalize
well to unseen datasets. In this paper, we construct the
largest and most diverse TOF-MRA dataset (COSTA) from
8 individual imaging centers, with all the volumes man-
ually annotated. Then we propose a novel network for
cerebrovascular segmentation, namely CESAR, with the
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ability to tackle feature granularity and image style hetero-
geneity issues. Specifically, a coarse-to-fine architecture is
implemented to refine cerebrovascular segmentation in an
iterative manner. An automatic feature selection module is
proposed to selectively fuse global long-range dependen-
cies and local contextual information of cerebrovascular
structures. A style self-consistency loss is then introduced
to explicitly align diverse styles of TOF-MRA images to a
standardized one. Extensive experimental results on the
COSTA dataset demonstrate the effectiveness of our CESAR
network against state-of-the-art methods. We have made
6 subsets of COSTA with the source code online available,
in order to promote relevant research in the community.

Index Terms— Multi-center and multi-vector, TOF-MRA,
heterogeneity, style self-consistency, cerebrovascular seg-
mentation.

I. INTRODUCTION

THE human cerebrovascular system is a complex net-
work of blood vessels that spans the entire brain [1].

Cerebrovascular structures play an important role in brain
health, being not only essential for the delivery of oxygen
and nutrients, but also central to the mechanisms for both
cerebrovascular and systemic diseases, such as aneurysms [2],
arteriovenous malformations [3], moyamoya disease [4], and
Alzheimer’s disease [5]. Accurately measuring morphological
changes in the cerebrovascular system, especially in the cere-
bral arteries, is essential for early detection of and intervention
in cerebrovascular and systemic diseases [6].

In clinical practice, 3D time-of-flight magnetic resonance
angiography (TOF-MRA) is now routinely available to diag-
nose abnormalities in the cerebrovascular system, as it is the
least invasive and ionizing radiation-free approach, in contrast
to cerebrovascular digital subtraction angiography (DSA) and
computed tomography angiography (CTA) [7], [8]. Therefore,
the development and validation of precise and dependable
methodologies for cerebrovascular segmentation are indispens-
able.

To obtain the topology of the cerebrovascular system,
a number of cerebrovascular segmentation methods have been
developed. These methods can be classified into two major
categories: unsupervised methods requiring manually designed
descriptors; and segmentation methods driven by models
and data, which may be fully-supervised, semi-supervised,
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or weakly-supervised. The first category of methods involves
using manually designed feature descriptors or filters to
segment the cerebrovascular structures. Examples of such
methods include Hessian matrix-based filters [9], stochastic
models [10], level-sets [11], the weighted symmetric fil-
ter [12], and fuzzy c-means clustering [13]. However, due to
their inherent limitations, these methods suffer from subop-
timal segmentation accuracy and efficiency. The second cat-
egory is predominantly composed of learning-based methods
for cerebrovascular segmentation, comprising both fully super-
vised methods [14], [15], [16], [17], [18], [19], [20], [21], [22]
and semi/weakly supervised methods [23], [24], [25], [26].

Although many methods have been proposed to achieve
precise segmentation of the cerebrovascular system, several
challenges remain. On one hand, most existing methods [14],
[23] have utilized TOF-MRA images acquired from a single-
center/vendor to train a specific segmentation model: this
has significantly limited their generalizability to unseen
datasets [27], [28], [29], [30]. Moreover, differences in acqui-
sition devices or protocols can cause disparities in scanning
setup, magnetic field strengths, voxel sizes, and scanning
resolutions, leading to shifts in data representations and
domains across various data centers. Varying voxel spacing
and resolutions may affect the boundaries and accuracy of the
segmented cerebrovascular structures. Differences in manufac-
turers and magnetic field strengths can introduce variations
in image quality, contrast, and intensity distributions. The
domain shifts [31] in cross-domain MRA images captured
by different devices limit their potential for enhancing the
generalization of segmentation models when relying exclu-
sively on a single-domain dataset. On the other hand, the
scarcity of manually annotated high-quality public-access
datasets hinders the precision of cerebrovascular segmenta-
tion in TOF-MRA images. Existing TOF-MRA datasets with
cerebrovascular annotations used in some studies [21], [32]
are publicly available but subject to different requirements,
focuses and protocols. As depicted in Fig. 1, samples from the
TubeTK1 and IXI Dataset2 reveal limitations in annotations:
the annotation from [33] inadequately covers vascular voxels,
resulting in noise and sparse labeling of cerebral arteries (green
arrow), and [32] omits annotation of certain small vessel seg-
ments (yellow arrow). Therefore, establishing a comprehensive
cross-domain TOF-MRA dataset with high standard unified
cerebrovascular annotations is crucial to facilitate the devel-
opment and validation of robust and effective segmentation
models.

In this paper, we curated a dataset containing diverse
TOF-MRA images from various centers and vendors. Fur-
thermore, to address the challenges posed by the variability
of TOF-MRA images and the intricate nature of cerebrovas-
cular features, we propose a novel segmentation method
called CESAR tailored for multi-center, multi-vendor TOF-
MRA imaging. CESAR consists of three key components: a
coarse-to-fine (C2F) backbone network, an automated global
and local feature selection (AutoGLFS) module, and a style

1https://public.kitware.com/Wiki/TubeTK/Data
2http://brain-development.org/ixi-dataset/

Fig. 1. Illustrative samples of TOF-MRA images and their cerebrovascu-
lar annotations (top) from two publicly available datasets - TubeTK (a) and
IXI Dataset (b-d) - suggest that existing cerebrovascular annotations do
not capture all the vessels of interest. The second row shows the manual
annotations of the constructed COSTA.

self-consistency loss, as depicted in Fig. 3. The C2F backbone
encompasses two networks: CoarseNet, which generates an
initial cerebrovascular map, and RefineNet, which improves
segmentation quality by capturing global long-range depen-
dencies and the local context of the cerebrovascular system.
Additionally, the AutoGLFS module is designed to enhance
segmentation accuracy by selecting informative features from
both global and local perspectives. The style self-consistency
loss is proposed to bolster model generalization by explicitly
aligning the semantic styles of features from RefineNet and
CoarseNet. To sum up, this study makes the following contri-
butions:

• For the first time in the cerebrovascular segmentation
field, we establish a large and publicly available TOF-
MRA CerebrOvascular SegmenTAtion dataset (COSTA)
with high-quality annotations, covering multiple centers
and vendors. These manual annotations are available at
https://github.com/iMED-Lab/COSTA

• We propose a novel CErebrovaSculAR segmentation net-
work (CESAR) adaptable to heterogeneous multi-center TOF-
MRA images. Our method leverages a style self-consistency
loss to align heterogeneous styles to a uniform one in the
latent space, which normalizes the styles of high-level features,
thereby improving the performance of the model in segmenting
cerebrovascular structures across different data centers.

• We propose an automatic global-local feature selection
module to address the challenge of heterogeneous feature
granularity in integrating global and local information. The
proposed AutoGLFS selectively fuses long-range dependen-
cies from the Transformer layer and local context from the
CNN layer, thus enabling effective integration of global-local
features to improve the segmentation performance.

• We perform a comprehensive evaluation of cerebrovas-
cular segmentation methods, both quantitatively and qualita-
tively. Experimental results demonstrate the effectiveness of
the CESAR against the other state-of-the-art methods.

II. COSTA DATASET

In this study, we curated a comprehensive cerebrovascular
segmentation dataset, named COSTA by amalgamating eight
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Fig. 2. Illustrative examples from the COSTA dataset. The first row shows the maximum intensity projection (MIP) of TOF-MRA images obtained
from various centers, while the second row displays the corresponding ground truth represented as mesh surfaces. The contrast of the MIPs was
modified to enhance the visualization of cerebrovascular structures.

TABLE I
A SUMMARY OF THE COSTA DATABASE

datasets from both public and private sources, as illustrated
in Fig. 2. COSTA encompasses 423 TOF-MRA volumes
collected from eight distinct data centers, each utilizing MRI
scanners from four different vendors. The eight datasets
included in COSTA (Table I) exhibit significant diversity,
particularly in terms of acquisition devices, scanning setup,
magnetic field strengths, voxel sizes, and scanning resolutions.
Details for each dataset are provided below.

• IXI-Guys dataset consists of 60 MR images of healthy
subjects randomly selected from the IXI Dataset, all acquired
at Guy’s Hospital in London, UK. Each subject underwent
TOF-MRA imaging using a 1.5T MRI scanner (Philips Med-
ical System Gyroscan Intera) with the following parameters:
TR/TE = 20/6.9 ms, flip angle = 25◦. All images in the dataset

share the same dimensions of 512×512×100 voxels and have
a voxel spacing of 0.47 × 0.47 × 0.80 mm3.

• IXI-HH dataset includes MRA images of 60 healthy
volunteers randomly chosen from the IXI Dataset. These
images were obtained using a Philips 3.0T MRI system at
Hammersmith Hospital in London, UK, with imaging param-
eters set at TR/TE = 16.72/5.75 ms and a flip angle of 16◦.
All the images in this dataset share the same dimensions of
512×512×100 voxels, with a voxel spacing of 0.47×0.47×

0.80 mm3.
• IXI-IOP dataset comprises 50 MR images of healthy

subjects randomly selected from the IXI Dataset, originally
obtained from the Institute of Psychiatry. These images were
acquired using a General Electric (GE) 1.5T MRI scanner
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for TOF-MRA imaging, but specific scan parameters are
unavailable. The dataset features images with dimensions of
1024 × 1024 × 92 and a voxel spacing of 0.26 × 0.26 ×

0.80 mm3.
• ADAM dataset was obtained from the online Aneurysm

Detection and Segmentation Challenge3 and comprises 107
TOF-MRA images. All the images were acquired using a
3.0T MRI scanner with a TR/TE of 22/3.45 ms. Notably, the
dataset exhibits a range of physical resolutions and voxel sizes,
varying from 0.20×0.20×0.40 mm3 to 0.59×0.59×1.00 mm3,
and from 256 × 256 × 100 voxels to 560 × 560 × 140 voxels,
respectively. Of the subjects in this dataset, 85 were diagnosed
with aneurysms, while the remaining 22 were healthy individ-
uals.

• ICBM dataset includes 50 TOF-MRA images of healthy
volunteers, evenly split between 25 females and 25 males,
ranging in age from 19 to 64 years. These images were sourced
from the Magnetic Resonance Angiography Atlas Dataset4

and were captured using a 3.0T Siemens MRI scanner. They
exhibit a consistent physical resolution of 0.62 × 0.62 ×

0.62 mm3 and possess dimensions of 288×320×200 voxels.
• TubeTK-CoW dataset is a subset of the TubeTK.

It includes 50 TOF-MRA images from 25 male and 25 female
healthy volunteers, obtained with a standardized protocol on
a SIEMENS 3.0T MRI scanner. The images have a voxel
spacing of 0.51 × 0.51 × 0.80 mm3 and dimensions of 448 ×

448 × 128 voxels.
• LocH1 dataset comprises 27 TOF-MRA images gathered

from a local hospital, all acquired with a 3.0T SIEMENS MRI
scanner. The images exhibit a range of physical resolutions,
varying from 0.34×0.34×0.80 mm3 to 0.39×0.39×0.90 mm3,
and voxel dimensions that span from 406×512×186 to 500×

640 × 121. Among the subjects, 2 of the 27 had Moyamoya
disease, while the others were healthy individuals..

• LocH2 dataset includes 19 TOF-MRA volumes of healthy
subjects from a different local hospital. These subjects all
underwent TOF-MRA imaging using a 3T United Imaging
Healthcare (UIH) MRI scanner. The dataset features a variety
of physical resolutions, with ranges from 0.39 × 0.39 ×

0.50 mm3 to 0.43 × 0.43 × 1.00 mm3, and consistent voxel
dimensions of 442 × 512 × 192.

Among the 8 datasets, only TubeTK-CoW had manual
annotations, as utilized in prior research [17]. For the remain-
ing 7 datasets, we employed a semi-automated approach
for voxel-level annotation of cerebral arteries. (1) We begin
by generating initial cerebrovascular masks (Mini t ) for each
TOF-MRA image using the Local Thresholding plug-in within
the open-source 3D Slicer platform5 [34]. (2) To refine the
accuracy of Mini t , a radiologist with more than five years of
experience meticulously adjusts the masks on a slice-by-slice
basis, resulting in Mre f ine. (3) Two additional radiologists
with more than a decade of experience then conduct a thor-
ough double-check of Mre f ine, correcting any inaccuracies to
produce consensus masks (Mdouble). (4) The manual masks

3https://adam.isi.uu.nl
4https://www.nitrc.org/projects/icbmmra
5https://www.slicer.org/

(Mdouble) and corresponding TOF-MRA images are split into
two parts, M1 and M2, which serve as training data for the
CS2-Net [17] segmentation model (CS2-Net1 and CS2-Net2).
(5) We apply the trained CS2-Net1 to segment images within
M2 and CS2-Net2 to segment images within M1, resulting
in segmentation masks Mseg1 and Mseg2, respectively. (6)

We merge Mseg1 and Mseg2 to obtain Mseg , which serves
as the new Mini t . This process is then iterated, involving
Steps (2), (3), (4), and (5), until further annotation becomes
unnecessary for cerebrovascular structures below the 1mm
threshold, as determined by both the radiologists in Step (3).
Ultimately, the consensus masks (Mdouble) obtained through
these steps represent the ground truth for cerebrovascular
structures in the COSTA dataset. The comprehensive pro-
cess entailed approximately 2.0∼2.5 hours per image for its
semi-automated annotation. Finally, a 5-fold cross-validation
approach was utilized to divide the dataset into training (280
images), validation (71 images), and test (72 images) sets.
All the private images in LocH1 and LocH2 were acquired
with regulatory approvals and patient consents as appropriate,
following the Declaration of Helsinki.

III. PROPOSED METHOD

The proposed CESAR comprises three main components:
a coarse-to-fine backbone (C2F); an automatic global and
local feature selection module (AutoGLFS); and a style
self-consistency loss (SSL). In the C2F process, the CoarseNet
initially processes the intensity histogram-standardized TOF-
MRA image to produce a coarse cerebrovascular map. This
map is then combined with the raw TOF-MRA image and
finally fed into the RefineNet for cerebrovascular segmentation
refinement.

A. Coarse-to-Fine Backbone
The CESAR framework employs a coarse-to-fine (C2F)

backbone, drawing on refined feature extraction tech-
niques [35], [36], [37], illustrated in Fig. 3. This archi-
tecture comprises two core components: the CoarseNet and
the RefineNet. The CoarseNet, a derivative of the U-Net
model [38], integrates an encoder-decoder structure, each
equipped with four CNN-based feature extraction blocks.
These blocks consist of two sequential convolutional layers
with instance normalization and ReLU activation, followed by
max-pooling layers to expand receptive fields while reducing
spatial resolution. Additionally, there is a bridge layer between
the encoder and decoder, which is similar in structure to the
feature extraction block and facilitates feature transition and
enhancement.

The RefineNet also comprises an encoder, decoder, and a
bridge layer. Building upon the success of Transformers in
computer vision [39], our RefineNet extends its capabilities
by incorporating a shifted window-based hierarchical Trans-
former (SwinT) [40] as an additional encoder branch. The
limitations in accurately segmenting cerebrovascular struc-
tures within TOF-MRA images arise from multiple factors,
including the inherent fragility and sparse representation of
local cerebrovascular structures. Additionally, the intricate and
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Fig. 3. Schematic of CESAR highlighting its key components: the coarse-to-fine backbone (C2F), style self-consistency loss (SSL), and automatic
global and local feature selection module (AutoGLFS). The C2F framework allows fine-grained segmentation, while the SSL boosts adaptability to
multi-centric data. The AutoGLFS selectively fuses the long-range dependencies and local contexts.

varied morphology of cerebrovascular networks, particularly
the substantial regional differences in smaller vessel configu-
rations, poses a challenge for existing methods. To enhance the
precision of cerebrovascular segmentation, this study proposes
the incorporation of SwinT and CNN modules within the
hierarchical encoder framework of RefineNet. This integration
is designed to specifically extract long-range dependencies
inherent in cerebrovascular structures, while also capturing
their intricate local discriminative features.

B. Automatic Global Local Feature Selection (AutoGLFS)

In the SwinT encoder of RefineNet, we utilize an embedding
block alongside three SwinT blocks for hierarchical feature
extraction. The embedding block employs a patch partition
layer to divide the raw image (Xraw ∈ RH×W×D×C , where
H, W, D and C represent its height, width, depth, and channels
respectively) into non-overlapping patches, which are then
linearly projected into a dimension S. Subsequently, three 3D
SwinT blocks [41], are employed to perform feature extraction
on these 3D patches. In the CNN encoder of RefineNet,
we first convert the 2-channel (one channel for background,
one for cerebrovascular structures) coarse segmentation map
obtained from CoarseNet into a 1-channel cerebrovascular map
(Xcoarse ∈ RH×W×D×1), by means of a 1 × 1 × 1 kernel con-
volutional layer with an Sigmoid activation function. We then
concatenate Xcoarse and Xraw to create a 2-channel input for
the CNN encoder. The proposed RefineNet integrates both
the SwinT encoder and a CNN encoder, each comprising
N (N = 4 in this paper) feature-encoding stages. How-
ever, effectively leveraging the global long-range dependencies
extracted by the SwinT encoder and the local contextual
semantics extracted by the CNN encoder poses a significant
challenge.

To address this challenge, inspired by [42], we propose
an AutoGLFS module for the automatic selection and fusion
of discriminative cerebrovascular features from both global
and local perspectives. Specifically, in the nth SwinT encoder
stage, we employ a 1 × 1 × 1 convolutional layer to adjust
the channel of the SwinT feature map (U(n)

ST ) to match that of
the CNN feature map (U(n)

C N N ). Subsequently, an element-wise
summation operation combines U(n)

ST and U(n
C N N ), yielding a

feature union U(n) with dimensions of H
2n ×

W
2n ×

D
2n × C (n)

C N N .
Here, C (n)

C N N represents the number of channels in U(n)
C N N .

The feature union U(n) is subjected to global average pooling
to generate channel-level statistics regarding global spatial
information, denoted as s ∈ RC(n)

C N N , i.e.,

sc =
2n

H × W × D

H/2n∑
i

W/2n∑
j

D/2n∑
k

U(n)
c (i, j, k),

s =

[
s1, s2, · · · , sc, · · · , sC(n)

C N N

]
, (1)

where sc denotes the cth element of s. Learning of global-local
features is enhanced by explicitly modeling channel inter-
dependencies by performing Squeeze-and-Excitation [43]
operations on s: z = Fex (σ (Fsq(s))), where Fsq is a fully
connected layer to compact s to Rd×1, and σ is a ReLU
activation. Fex is another fully connected layer that transforms
the activated compact vector s ∈ Rd×1 to excitation vector
z ∈ R2C(n)

C N N ×1.
Subsequently, z is reshaped as R2×C(n)

C N N and split into
two vectors, z1 ∈ RC(n)

C N N and z2 ∈ RC(n)
C N N , after applying

Softmax to its first dimension. The final adaptively selected
feature maps S are obtained by performing a channel-wise
multiplication between attention vectors and feature maps,
respectively, followed by an element-wise summation of the
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Fig. 4. Examples comparing raw images to standardized images. The
right column represents the style and intensity histogram comparisons
of the images before and after standardization, respectively.

two vectors:

S = z1 · U(n)
ST + z2 · U(n)

C N N . (2)

Compared to existing feature fusion methods that fuse
features of the same granularity, the proposed AutoGLFS
improves feature representation and enhances cerebrovas-
cular segmentation performance by selectively integrating
long-range dependencies and local contextual details across
varying feature granularities.

C. Style Self-Consistency Loss

As depicted in Fig. 4, the histogram-standardized TOF-
MRA images exhibit a consistent style, with major cerebrovas-
cular features appearing as bright voxels against a relatively
dark background. However, compared to raw TOF-MRA
images, the standardized ones tend to lose small cerebrovas-
cular structures (as indicated in the yellow box). As illustrated
in Fig. 4, the standardized images exhibit a notably more
consistent distribution of histogram variations in contrast to
the raw, unprocessed ones.

Therefore, to fully exploit the advantages of both stan-
dardized and raw images while minimizing their limitations,
we propose a style self-consistency loss (LSSC ) for explicit
style alignment from a raw image with high style variations
to a standardized one with detail loss. Specifically, let the
high-level features generated by the bridge layers in CoarseNet
and RefineNet be denoted as HC and HR , respectively.
Inspired by [44], we design a feature space to capture texture
information as the style representations of TOF-MRA images,
which were obtained by calculating the correlations between
the filter responses taken over the spatial extent of the feature
maps. Thus, the filter responses can be stored in a matrix
F ∈ RN×M . Here N is the number of filters, while M is equal
to the product of the height, width, and depth of the feature
maps. Fi j denotes the activation of the i th filter at position j .
Thus, the correlations of the filter responses are given by the
Gram matrix G [45], where G(HC )

i j and G(HR)
i j are the inner

product between the i-th and j-th vectorized feature maps in

HC and HR , respectively: i.e.,

G(HC )
i j =

∑
k

F (HC )
ik F (HC )

jk ,

G(HR)
i j =

∑
k

F (HR)
ik F (HR)

jk . (3)

The Gram matrix derived from the neural network’s high-
level features effectively encapsulates the image’s style [44].
To address the influence of style heterogeneity on model
performance, aligning varied styles to standardized representa-
tions within the high-level feature space becomes imperative
for ensuring consistent feature style extraction. To align the
style of the refined high-level features to that of the coarse
high-level features, we optimize style matching by minimizing
the mean square distance between the Gram matrices G(HC )

and G(HR) of the refined high-level features and the coarse
high-level features:

Lssc (HR, HC ) =
1

4N 2 M2

∑
i j

(
G(HC )

i j − G(HR)
i j

)2
. (4)

The style self-consistency loss is pivotal in transforming
variable styles into a unified paradigm within the latent
space, thereby enhancing both model convergence and training
efficiency. This is particularly crucial for heterogeneous multi-
center, multi-vendor datasets, where imposing consistency
constraints on data styles markedly strengthens the model’s
adaptability to style heterogeneity.

D. Loss Function
Finally, we combine the deep supervision loss function with

the proposed Lssc to jointly optimize the parameters of the
proposed cerebrovascular segmentation model CESAR. The
loss function of each deep supervision output is the sum of
cross-entropy (LC E ) and Dice (L Dice) loss. Mathematically,
the overall loss function is defined as:

L = L(ds)
coarse + L(ds)

re f ine + Lssc, (5)

where L(ds)
coarse and L(ds)

re f ine represent the deep supervision loss
of CoarseNet and RefineNet, respectively, i.e.,

L(ds)
coarse = L(ds)

re f ine =

S∑
i=1

ωi ·

(
L(i)

C E + L(i)
Dice

)
, (6)

where S represents the number of deep supervision layers,
while ωi represents the weight of the i th layer. Note that we
follow [46] to set the weights of the two supervised layers with
the lowest resolution to zero. The weight ωi is governed by
the relationship ωi =

1
2i−1 ω1, where

∑S
i=1 ωi = 1 and ω1 is

initialized to 1.

IV. EXPERIMENTAL SETUP AND RESULTS

A. Data Preprocessing
1) Intensity Histogram Standardization: Cerebrovascular

TOF-MRA datasets, acquired from a range of scanners by
different vendors using diverse protocols at various sites, may
exhibit heterogeneous intensity levels for the same tissue type.
To address this concern, we employed intensity histogram
standardization [47] to harmonize the intensity profiles.
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2) Dynamic Voxel Spacing Resampling: Voxel spacing refers
to the physical resolution of voxels, which can vary between
images from different scanners and protocols. When the
spacing deviates significantly from the target spacing during
resampling with fixed target spacing, it can result in jagged
vascular surfaces and the loss of small cerebrovascular struc-
tures. To cope with this issue, we propose a dynamic voxel
spacing resampling (DyR) approach. Firstly, we determine
the reference target spacing Tδ using the method from [46],
where δ denotes the axis index. We then use a threshold ε to
ascertain the resampling spacing for each case. Specifically,
for a given axis spacing (Oδ), we set its final target spacing
(T̂δ) to Oδ if (1 − ε)Tδ ⩽ Oδ ⩽ (1 + ε)Tδ , and to (1 − ε)Tδ

if Oδ ⩽ (1 − ε)Tδ; otherwise, we set it to (1 + ε)Tδ .
To ensure isotropy in the dynamically resampled image and
avoid disproportionate axis spacing, we set ε = 1/3 in this
paper.

B. Implementation Details
The proposed CESAR is implemented using PyTorch

1.19.0 on an Ubuntu 20.04 LTS operating system, powered by
a single GPU (NVIDIA GeForce RTX 3090) with CUDA 11.6.
We employed mini-batch stochastic gradient descent (SGD)
and an initial learning rate of 0.01 to optimize the model
parameters. The model was trained for 2000 epochs, with
250 mini-batch iterations for one epoch, and the learning rate
was decayed according to the poly [48] strategy. Training the
proposed CESAR model for one fold at 2000 epochs takes
approximately 2.6 days. To improve the robustness of the
training process, we used the pre-trained weights provided
in [41] to initialize the Swin encoder. Due to GPU memory
limitations, all the training images were randomly cropped to
patches of 128 × 128 × 64 voxels before being fed to the
network, where the batch size was set to 2.

To enhance reproducibility, we placed great emphasis on
utilizing the nnUNet framework [46] for constructing, training,
and validating the proposed model. To exclude interference by
the skull and extracranial regions on cerebrovascular segmen-
tation, skull stripping of all TOF-MRA images was performed
using BET (Brain Extraction Tool) [49]. During inference,
a sliding window approach was used with a window size of
128 × 128 × 64 voxels and overlapping ratio of 0.5 for the
prediction of all the test TOF-MRA images. In the inference
process of CESAR, RefineNet relies on the initial cerebrovas-
cular probability map generated by CoarseNet as an additional
input. Therefore, CESAR remains a unified system consisting
of both CoarseNet and RefineNet components.

C. Evaluation Metrics
To assess the overall segmentation performance of cere-

brovascular structures, we follow [15] to use the DICE
similarity coefficient. Moreover, to evaluate the performance
of cerebrovascular boundary segmentation, we also introduce
95% Hausdorff distance (HD95) and average symmetric sur-
face distance (ASD). We define PS and GS as the sets of
predicted cerebrovascular surface points and ground truth sur-
face points, respectively. ASD represents the average shortest

distance between the points in PS and GS , which is given by

ASD =
1

|PS| + |GS|

 ∑
p∈PS

min
g∈GS

d (p, g) +

∑
g∈GS

min
p∈PS

d (g, p)

 ,

where d (·, ·) is the Euclidean distance. The Hausdorff distance
can be represented as:

HD = max
{

max
p∈PS

min
g∈GS

d (p, g) , max
g∈GS

min
p∈PS

d (g, p)

}
.

Note that the HD95 is the 95th percentile of the HD. The lower
ASD or HD95 score the better segmentation performance.
Additionally, to evaluate the topological integrity of the seg-
mented cerebrovascular structures, we introduce the centerline
Dice (clDice) coefficient [50] as the fourth evaluation metric.

D. Cerebrovascular Segmentation Results

To demonstrate the superior performance of the proposed
method, we handpicked two commonly used 3D medical
image segmentation baseline methods, namely 3D-UNet [51]
and V-Net [52], for comparison on the COSTA dataset. To per-
form a thorough evaluation of the efficacy of the proposed
method for cerebrovascular segmentation, we meticulously
selected some state-of-the-art fully supervised methods that
are specifically tailored for this task, including CS2Net [17],
ER-Net [20], ISA-Model [22], and the multi-task deep CNN
along with a topology-aware loss function method (denoted
as MtTopo) [54]. Furthermore, we conducted a performance
comparison between the baseline methods SwinUNETR [53]
and nnUNet [46] utilized by the proposed method to validate
its exceptional performance. A recently proposed algorithm,
the fast fuzzy c-means clustering and Markov random field
(FFCM-MRF) optimization method [13], based on traditional
feature descriptors, has also been included for comparison.

Fig. 5 illustrates the overall average performance in terms of
ASD, HD95, DICE and clDice of the proposed CESAR versus
the compared methods. From an overall perspective, CESAR
surpasses all the methods for cerebrovascular segmentation.
Specifically, CESAR achieved the lowest ASD and HD95
scores of 0.142 and 0.780, respectively. In terms of DICE and
clDice, CESAR reached 0.962 and 0.962, outperforming the
runner-up nnUNet (0.941 and 0.955, respectively).

Table II shows a comprehensive overview of all the methods
in this study across healthy and unhealthy groups. As demon-
strated in Table II, our proposed method achieves the best
cerebrovascular segmentation performance in a multi-center
and multi-vendor dataset scenario in healthy and unhealthy
groups, respectively, outperforming all the other methods in
terms of accuracy with the highest DICE scores of 0.962 and
0.956 for the healthy and unhealthy groups, respectively.
Additionally, the proposed method has the lowest HD95
value (0.784 and 0.740 for healthy and unhealthy groups,
respectively) among all the compared methods, indicating the
smallest difference between the ground truth and the predicted
segmentation boundaries. Considering the presence of lesions
in unhealthy data as a challenge for cerebrovascular segmen-
tation, the proposed method maintains optimal segmentation
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Fig. 5. Overall performance in terms of ASD, HD95, DICE and clDice of different methods on the COSTA database.

TABLE II
PERFORMANCE OF DIFFERENT METHODS FOR CEREBROVASCULAR SEGMENTATION IN HEALTHY AND UNHEALTHY GROUPS

performance, despite all the methods exhibiting a similar
declining trend in terms of DICE and clDice.

Fig. 6 illustrates cerebrovascular segmentation results of
different methods over representative images from each cen-
ter. The degree of over-segmentation increases as the color
of the segmented meshes deviates from that of the ground
truth, as represented by the highlighted color other than red
in each row. The effectiveness of the proposed method in
segmenting cerebrovascular is further validated through the
visualization of the results illustrated in Fig. 6. Specifically, the
cerebrovascular meshes segmented with the proposed method
demonstrate a higher degree of color consistency with the
ground truth meshes, as evidenced by the reduced number of
highlighted colors in each row.

Fig. 7 presents a detailed comparison of the segmentation
results among Swin UNETR, nnUNet, and the proposed
method. Fig. 7(a) shows the segmentation outcomes for two
healthy subjects, while Fig. 7(b) showcases results for subjects
with aneurysms and Moyamoya disease. It can be seen from
Fig. 7(a) that the proposed method excels in segmenting
both thick vessels, such as the Circle of Willis, and thin
vessels. In terms of artifact generation, Swin UNETR exhibits
a relatively higher frequency, while nnUNet demonstrates
a comparatively lower incidence. In contrast, the proposed
CESAR method shows nearly negligible artifact generation.
Specifically, the surface of the segmented Circle of Willis
using the proposed method closely matches the ground truth,
as indicated by the green highlighting in the first row. More-
over, when it comes to segmenting tiny vessels, the proposed
method exhibits superior continuity, while nnUNet produces
broken vessels. Although Swin UNETR generates segments

with high continuity, they are noticeably thicker than the
ground truth.

In the context of cerebrovascular segmentation in subjects
with medical conditions, the proposed method maintains its
superior performance. In the first row of Fig. 7(b), the pro-
posed method accurately segments the surface of the aneurysm
and the surrounding cerebrovascular structures. It achieves
segmented boundaries that closely align with the ground truth.
In contrast, nnUNet exhibits excessive under-segmentation
(highlighted in red), while Swin UNETR demonstrates over-
segmentation (highlighted in green). A similar trend is
observed in the second row, which focuses on cerebrovascular
segmentation in subjects with Moyamoya disease.

E. Ablation Study of Key Components

In this section, we perform an ablation study to assess
each component’s effectiveness. We start with nnUNet as
the baseline, denoted as M0, and introduce a coarse-to-
fine architecture based on M0 (M1). After constructing M1,
we evaluate the impact of our preprocessing strategy by
applying the DyR method to preprocess the training data (M2).
We then incorporate AutoGLFS into M2 (M3). To verify the
effectiveness of the style self-consistency loss, we reintegrate
it into M2 once more (M4). Finally, we integrate the proposed
style self-consistency loss function into M3 and M4 (M5)
respectively to investigate its potential to further enhance
performance.

The quantitative results presented in Table III demonstrate
that the performance of the baseline method can be improved
by utilizing a coarse-to-fine architecture, as evidenced by
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Fig. 6. The cerebrovascular segmentation results of images from various centers using different methods are illustrated in rows from top to bottom,
accompanied by their respective DICE scores (%). All the segmentations are reconstructed as meshes with an identical smoothing factor and further
presented as signed distance fields relative to the ground truth. The final column displays the signed distance field between the ground truth and
itself, with the color proximity to the ground truth indicating the degree of similarity between the segmentation results and the actual values.

the clear improvements observed in the ASD and HD95
metrics. By incorporating DyR into M1 (i.e. M2), HD95
decreased by 6.1%, with a corresponding increase of 1.2%
in DICE, despite an increase in ASD from 0.147 to 0.155.
These results suggest that the proposed DyR method has the
potential to improve model performance by retaining more
semantic information related to the cerebrovascular features in

the TOF-MRA images. By observing the quantitative results
of M3 in Table III, it becomes apparent that the cerebrovas-
cular surface segmentation performance is further improved
by integrating AutoGLFS for global long-range dependencies
and local semantic contextual selection. This improvement is
evidenced by a decrease in ASD from 0.155 to 0.148 and
HD95 from 0.908 to 0.816, which show that the HD95
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Fig. 7. Visualization of segmentation results of (a) health subjects
and (b) subjects with aneurysm and Moyamoya disease. The color bar
displays the signed distance field between the surface and ground truth
of the segmentation outcomes.

TABLE III
ABLATION RESULTS OF VARIOUS COMPONENTS IN THE PROPOSED

CESAR MODEL

value is reduced by nearly 9% compared to that of M2. The
decreases in ASD and HD95 indicate that, on average, the
model predictions are closer to the ground truth surface, with
fewer significant discrepancies compared to the ground truth.

Upon examination of the quantitative results presented in
Table III, it becomes apparent that although M3 exhibits
no improvement in DICE compared to M2, it demonstrates
enhancements in the other metrics such as ASD, HD95, and
clDice. This validates the efficacy of the proposed Auto-
GLFS. Moreover, M4 showcases improvements across all the
evaluation metrics relative to M2, thus further substantiat-
ing the effectiveness of the proposed style self-consistency
loss. Ultimately, the amalgamation of AutoGLFS and style
self-consistency loss (referred to as M5) leads to additional
enhancements for cerebrovascular segmentation. These find-
ings underscore the effectiveness and significance of both
modules for enhancing the performance of cerebrovascular
segmentation. Overall, the ablation results in Table III indicate
that the proposed components are effective in enhancing

Fig. 8. Cerebrovascular segmentation results of TOF-MRA images with
and without DyR, showing (a) ROI resampled with and without DyR,
and (b) cerebrovascular segmentation results by CESAR in resampled
images with and without DyR.

the overall cerebrovascular segmentation performance of the
model.

V. DISCUSSIONS

A. Effect of DyR on Segmentation Accuracy
Fixed-target spacing resampling in multi-source heteroge-

neous TOF-MRA images often leads to the loss of surface
information in large vessels and small vessels with few voxels.
To address this challenge, we propose a dynamic voxel spacing
resampling (DyR) approach in this study. DyR effectively
mitigates interpolation artifacts and the loss of significant
information associated with fixed-target resampling. While
fixed-spacing resampling in TOF-MRA images from different
centers aims to standardize physical resolution, it often results
in jagged vessel surface renderings, as shown in Fig. 8(a).
In contrast, our DyR method offers flexibility by enabling
dynamic image resampling within an effective range, ensuring
accurate cerebrovascular surface representation without com-
promising image quality. Fig. 8(b) illustrates the effectiveness
of the proposed CESAR for cerebrovascular segmentation
on images resampled with and without DyR (fixed spacing).
In addition, the comparison between M2 and M1 in Table III
offers quantitative results for cerebrovascular segmentation
with and without DyR applied to TOF-MRA images. The
findings highlight the superior performance of the proposed
model on images resampled with DyR (highlighted in red)
compared to those without DyR (highlighted in green).

B. Boosting Generalizability via Training Set Expansion
To investigate the influence of diverse data centers and

vendors on model performance, we conducted two sets of
experiments, COSTA-I and COSTA-II. In COSTA-I, we used
the IXI-HH dataset from COSTA for training and testing,
reserving the other seven data centers for an unseen test
set. In COSTA-II, we employed the IXI-HH, IXI-Guys, and
IXI-IOP datasets for training and created an independent
unseen test set from images of the remaining five data centers.
Table IV summarizes the quantitative results from evaluating
different methods in both experimental setups. According
to the quantitative results on the test set within the model
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TABLE IV
CEREBROVASCULAR SEGMENTATION RESULTS OF DIFFERENT METHODS ON DIFFERENT CONFIGURATIONS OF THE CONSTRUCTED COSTA

DATABASE

Fig. 9. The distribution of DICE scores for different methods trained at different centers and evaluated separately on both seen and unseen test
centers. The performance of FFCM-MRF [13], 3D U-Net [51], V-Net [52], CS2-Net [17], ER-Net [20], ISA-Model [22], SwinUNETR [53], MtTopo [54],
nnUNet [46], and the proposed CESAR in terms of DICE is demonstrated in each set of configurations, from top to bottom. Datasets with green
backgrounds denote training centers, while those with gray backgrounds signify unseen centers.

training centers, our method outperforms the others in both
COSTA-I and COSTA-II configurations. However, the DyR

strategy used in COSTA-I was ineffective since it involved
images from the IXI-HH dataset with identical voxel spacing.
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Nonetheless, our AutoGLFS and style self-consistency loss
function exhibits the potential to enhance segmentation accu-
racy, as indicated by a higher DICE score of 0.792. In the
COSTA-II study, the incorporation of additional training data
necessitates the expansion of the test set, which subsequently
includes a broader spectrum of multi-center and multi-vendor
data characterized by inherent heterogeneity. This increase in
data diversity and complexity introduces greater variability,
posing additional challenges for the model. As a result, the
model experiences a slight degradation in overall performance.
This highlights the importance of developing robust methods
capable of effectively handling the increased variability and
complexity associated with heterogeneous datasets.

Fig. 9 offers a comprehensive visualization of the DICE
scores of various methods across all the data centers under
both the COSTA-I and COSTA-II configurations. Green-
highlighted bars correspond to training data centers, while
gray bars represent unseen centers. Comparative analysis of
DICE scores across different centers in COSTA-I reveals
that the proposed CESAR shows only slight enhancements
than existing state-of-the-art methods over IXI-Guys, ICBM,
MIDSA-CoW, and LocH1 where training data is limited.
However, under COSTA-II with an increased training dataset,
CESAR outperforms the state-of-the-art methods on all the
unseen data centers except for LocH2. Remarkably, CESAR
achieves substantial improvements of 4.5%, 10.02%, and
11.61% in DICE scores for ADAM, ICBM, and LocH1 data
centers, respectively.

The primary objective of assessing unseen centers is to
gauge the models’ generalization performance. In our investi-
gation, all the methods showed a notable drop in performance
when tested on specific COSTA-I. In COSTA-II, with a more
extensive training dataset, we expect significant improvements
in generalization across all the models, with CESAR showing
the best performance. This underscores the role of diversified
training samples in enabling models to better understand
cerebrovascular structures in TOF-MRA images, enhancing
their generalizability and stability. Additionally, joint analysis
of quantitative results in Table II indicates that the performance
of CESAR improves as more TOF-MRA images are included
in the training set, reaching comparable levels as seen in
COSTA-I and COSTA-II training centers. In summary, these
findings emphasize that maximizing training data volume is
an effective strategy for improving models’ generalization
capability.

Upon examination of Table IV, a discernible decline in
the performance of the cerebrovascular segmentation model
becomes evident when subjected to an increase in training cen-
ters. Theoretically, an augmented number of training centers,
concomitant with an increase in training samples, typically
augurs an elevation in model performance. However, within
this study, the augmentation of training centers coincides
with a proportional escalation in domain gaps within the
dataset, signifying an amplification in data heterogeneity. This
proliferation of domain gaps significantly undermines the
model’s generalizability, consequently leading to the observed
decrease in performance. Nevertheless, in comparison to
existing methods, our method remains adept at maintaining

Fig. 10. The performance of CESAR on unseen centers, measured in
terms of DICE and clDice, demonstrates a notable improvement with the
incremental increase in the number of training centers.

optimal performance, demonstrating superior resilience against
domain gap occurrence, as corroborated by the findings in
Tables II and IV.

To ascertain the efficacy of expanding training centers in
further enhancing CESAR’s generalization capability, we con-
ducted supplementary validation experiments to assess its
generalization performance relative to an escalating number of
training centers (designated as TN ). Specifically, we curated
three distinct subsets from the COSTA database—namely
TubeTK-CoW, LocH1, and LocH2—as independent, unseen
validation sets. Commencing with TN = 1, we systematically
augmented the number of training centers. Within this exper-
imental framework, we executed 5-fold intra-centers cross-
validation and K-fold inter-centers cross-validation, where
K = CTN

5 . All quantitative findings are depicted in Fig. 10.
As demonstrated in Fig. 10, it is evident that the perfor-
mance of CESAR on previously unseen centers demonstrates
a gradual enhancement as the number of training centers is
incrementally augmented. These quantitative findings suggest
that with the expansion of training centers, CESAR exhibits
an elevated standard of segmenting cerebral vasculature within
the unseen center data, as evidenced by higher DICE scores
obtained. Moreover, its topological integrity is also notably
improved, as indicated by higher clDice scores. The afore-
mentioned series of validations implies that enhancing model
generalization through the expansion of the training set proves
to be an effective strategy. Furthermore, it underscores that the
proposed CESAR model exhibits superior capacity in learning
from multicenter data despite existing domain gaps, thereby
achieving state-of-the-art segmentation performance.

C. COSTA: Advancing Domain Generalization Catalyst
Insufficient training data can significantly impact a model’s

performance, necessitating the expansion of the dataset. How-
ever, data augmentation may not always be a feasible solution.
On the other hand, our proposed method involves training
a cerebrovascular segmentation model on a diverse dataset
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Fig. 11. The performance in terms of ASD, HD95, DICE, and clDice of the proposed method, trained on IXI-Vessel [32] and COSTA, respectively,
and tested on the third-party independent unseen dataset, TubeTK-42 [33].

Fig. 12. Segmented cerebrovascular structures compared to the original
ground truth for the CESAR model trained on the COSTA dataset, but
tested on the IXI-Vessel [32] dataset.

from multiple centers and vendors, which has the potential
to improve generalization. Given the limited availability of
high-quality annotated images in our study, it is prudent to sys-
tematically explore and validate multi-center cerebrovascular
segmentation techniques that leverage domain generalization
and adaptation methods. Alternatively, developing innovative
approaches for domain generalization and adaptation offers
promise for enhancing the model’s performance and increasing
its effectiveness in real-world scenarios.

To better highlight the ability of the constructed COSTA
dataset to facilitate domain generalization, we constructed a
new set of validation scenarios in this section. Specifically,
we integrated a larger publicly available dataset of cerebrovas-
cular segmentation, IXI-Vessel [32], composed of TOF-MRA
images, for model training (with a training and validation
ratio of 4:1). We then juxtaposed its performance with that
of a model trained solely on COSTA for cerebrovascular seg-
mentation. The IXI-Vessel dataset encompasses 570 cases of
cerebrovascular annotations, sourced from the IXI-Database,
which comprises TOF-MRA images from three distinct data
centers. Additionally, to scrutinize the generalization perfor-
mance of cerebrovascular segmentation, we introduced the
TubueTK-42 [33] dataset as an independent unseen test set
for quantitative performance assessment. To this end, we first
applied the model trained on the COSTA dataset to predict
cerebrovascular structures in TOF-MRA images from the
COSTA, IXI-Vessel, and TubeTK-42 datasets. Subsequently,
we deployed the model trained exclusively on the IXI-Vessel
dataset to make predictions on the same datasets. The quanti-
tative results of these experiments are illustrated in Fig. 11.

From Fig. 11, it can be seen that the cerebrovascular seg-
mentation performance of the model trained on the IXI-Vessel

dataset is inferior to that of the model trained on the COSTA
dataset across various metrics, including ASD, HD95, DICE,
and clDice, particularly when evaluated on TubeTK-42. Two
primary factors may account for this outcome. Firstly, although
the COSTA dataset comprises fewer TOF-MRA samples
(423 cases) compared to the IXI-Vessel dataset (570 cases),
it benefits from a larger number of centers. Therefore, the
COSTA dataset demonstrates increased levels of heterogeneity
and diversity, effectively bolstering the resilience of models
trained on COSTA against the detrimental impacts of data
heterogeneity. Secondly, as detailed in Fig. 1, the labeling
quality of the IXI-Vessel dataset is suboptimal, with some
small cerebrovascular structures left unlabeled. Consequently,
the model encounters challenges in adequately capturing these
intricate vascular features, resulting in diminished generaliza-
tion performance.

Upon examination of Fig. 11, it becomes apparent that
the cerebrovascular segmentation performance of our model,
trained on COSTA and tested on the IXI-Vessel dataset,
is inferior to that of the model trained directly on IXI-Vessel.
This discrepancy may stem from the fact that the manual anno-
tations in the IXI-Vessel dataset did not encompass the small
cerebrovascular structures, which the CESAR model was able
to recognize. As demonstrated in Fig. 12, we presented the
segmentation outcomes of CESAR across three distinct centers
within the IXI-Vessel dataset alongside their corresponding
manual annotations. Notably, CESAR exhibited superior seg-
mentation of small cerebrovascular structures that were not
accounted for in the manual annotations. Consequently, the
CESAR model trained on the IXI-Vessel dataset exhibited
suboptimal performance in terms of ASD, HD95, DICE, and
clDice metrics.

In summary, the COSTA dataset constructed in this study
demonstrates considerable potential to enhance model general-
izability. Furthermore, to improve the model’s generalization,
there are two promising avenues to explore: 1) Single-
Source-Based Generalization: This strategy entails training
the model on one source and evaluating its performance on
another source, with the assumption that the model can learn
transferable features. Prior research [55] has demonstrated
encouraging results using this strategy. 2) Multi-Source-Based
Generalization: In this strategy, the model is simultaneously
trained on multiple sources, employing joint optimization to
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Fig. 13. Comparative quantitative analysis of network parameters and
computational effort between the proposed method and other methods.

learn a shared representation capable of generalization across
all the sources.

VI. CONCLUSION AND FUTURE WORKS

In this work, we took the initiative to construct the COSTA
database, a multi-center, multi-vendor TOF-MRA database,
meticulously annotated for quality. However, segmentation
methods can be affected by TOF-MRA imaging style,
especially in multi-center, multi-vendor settings. To tackle
this challenge, we propose CESAR, a deep learning-based
cerebrovascular segmentation network. CESAR achieves state-
of-the-art segmentation performance using a dataset of 423
TOF-MRA images from eight centers and four vendors, mak-
ing it suitable for multi-center and multi-vendor scenarios.

However, our proposed method has some limitations, such
as the prerequisite for skull stripping on TOF-MRA images
before segmentation. In Fig. 13, it is evident that the proposed
method exhibits the highest number of network parameters
(47.27M6) compared to the other methods investigated in
this study, consequently leading to relatively lower network
efficiency. Moreover, the computational complexity of the
proposed method is measured at 552.93G FLOPs, resulting
in relatively time-consuming training and inference processes.
Hence, the identified low network efficiency stands as a
drawback of the proposed method.

In future research, we intend to augment our dataset with
high-quality TOF-MRA images to build more robust cere-
brovascular segmentation models. This will support the clinical
deployment of CESAR and similar models. Additionally,
we plan to explore solutions for CESAR’s limitations, includ-
ing reducing model parameters and computational complexity
for larger patch resolution and optimizing training and infer-
ence speed. In summary, this study lays the groundwork for
the development of more accurate and efficient cerebrovascular
segmentation methods in clinical practice.
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