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Abstract— The ambiguity function (AF) is a crucial tool in
characterizing the range-angle response of a multiple-input
multiple-output (MIMO) radar system, which is intricately influ-
enced by the transmit waveforms, receiving filters and also
antenna configurations. Notably, the role of antenna configu-
rations is less explored compared to the well-studied areas of
waveforms and filters. In this article, we incorporate antenna
positions as an additional design parameter alongside wave-
forms and filters to optimize the AF in a specific range-angle
bin. We employ the mainlobe-to-integrated-sidelobe-level-ratio
(MISLR) as a quantitative metric to assess the performance.
The resulting optimization problem is inherently nonconvex,
encompassing binary and unimodular constraints. To address this
challenge, we reformulate the problem, enabling an alternating
optimization approach for antenna positions and waveforms.
Each iteration involves solving a sequence of quadratic con-
strained quadratic programming problems for the binarily
constrained antenna position optimization and updating the
waveforms iteratively via an analytical expression. Our simu-
lation results validate the effectiveness of the proposed method
as it achieves higher MISLR with the same number of antennas
compared to conventional approaches. Moreover, the optimized
antenna configurations notably enhance the balance between
angular ambiguity and resolution.

Index Terms— Ambiguity function (AF), antenna posi-
tions, majorization–minimization (MM), multiple-input multiple-
output (MIMO) radar, waveform design.
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I. INTRODUCTION

THE technology of waveform design in radar systems
has indeed seen significant advancements over the past

decades, largely attributed to developments in hardware and
algorithms [1], [2], [3], [4]. As proven in numerous research
works, emitting tailored radar waveforms enables signifi-
cant improvement in resolution, detection, and estimation
performance in the fields of atmospheric remote sensing, mete-
orological monitoring, and military aviation surveillance [5],
[6], [7], [8], [9], [10], [11]. From the perspective of ambiguity
function (AF), the problems of waveform design boils down to
the one shaping the AF among the range, angle, and frequency
dimensions [12], [13], [14], [15], [16], [17].

A. Range-Angle Cross AF

In multiple-input multiple-output (MIMO) radar signal pro-
cessing, the range-angle response of a mismatched filter to
any given range bin l and space direction θ , can be defined
as the MIMO range-angle cross AF (RACAF) [12], [18], [19]
mathematically given by

χ(l, θ) =
∣∣Tr

(
WH JlSat(θ)aT

r (θ)
)∣∣2

(1)

where S = [s1, s2, . . . , sNt ] ∈ CL×Nt and W =

[w1, w2, . . . , wNr ] ∈ CL×Nr are the waveform and filter matrix,
respectively, with sn being the waveform emitted by the nth
transmit channel and wn being the filter applied at the nth
receive channel, L is the length of phase-coded signal, and Nt
and Nr denote, respectively, the number of transmit and receive
antennas. The vectors at(θ) and ar(θ) are, respectively, the
transmit and receive steering vectors. The matrix Jl ∈ CL×L

is the shift matrix with its elements given by

Jl(i, j) =

{
1, i − j − l = 0
0, i − j − l ̸= 0.

(2)

The RACAF provides a unified perspective on the investigation
of clutter suppression or the design of transmit waveforms
for MIMO radar. The expression given by (1) is general and
encompasses many models in literature as special cases. For
example, when the radar transmits identical waveforms among
different channels and applies corresponding matched filters
at the receiving end, the MIMO radar degenerates into a
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traditional phased array radar. In this case, the response at
range bin l and direction θ can be calculated as

χPA(l, θ) =
(∣∣wT

t at(θ)
∣∣2∣∣wT

r a∗r (θ)
∣∣2

)∣∣sH
PAJlsPA

∣∣2
(3)

where sPA stands for the transmitted waveform, and wt and
wr represent the corresponding weighting vectors at trans-
mit and receive end, respectively. For this radar system,
the range response and the angular response are separated.
More importantly, the range response along different direc-
tions are similar, which implies that clutter can only be
effectively suppressed in the angle domain via joint transmit
and receive beamforming [20], [21], [22]. Furthermore, when
Nt = Nr = 1, (3) reduces to the standard autocorrelation
function as

χ̃PA(l) =
∣∣sH

PAJlsPA
∣∣2

(4)

for which the minimization of peak sidelobe level (PSL) or
integrated sidelobe level (ISL) has been widely studied in the
literature [15], [17], [23], [24], [25], [26].

Back to the RACAF in (1), by defining sθ = Sat(θ) and
wθ = Wa∗r (θ) with θ assumed to be known, we have the
equivalent expression

χθ (l) =
∣∣wH

θ Jlsθ

∣∣2
(5)

which is exactly the response of mismatched filter wθ applied
to sequence sθ at range bin l as studied in [14], [27], [28], and
[29]. Contrary to (3), the range response of the MIMO radar
adapts when the angle changes as χθ (l) is parameterized by
θ . This feature ensures the applicability of MIMO radar in
high-reverberation scenarios where clutter distributions along
the range dimension vary dramatically across different angular
directions.

B. Motivations and Related Works
Upon a closer examination of the RACAF, as detailed

in (5), it becomes evident that the angular variability in the
synthesized waveform and filter is a direct consequence of
their multiplication with the corresponding transmit vector
at(θ) and receive steering vector ar(θ). This variation is
significantly influenced by the array configuration, including
factors such as the number, position, and spacing of the
antennas [30], [31], [32]. Consequently, it is crucial to include
the array configuration in the design process, in addition to the
transmit waveform and receive filter. Such integration ensures
achieving a desired angular-adaptive range response, which
can be flexibly tailored to accommodate varying angular clutter
distributions.

When the number of antennas is fixed, array configuration
specifically refers to the placement of these antennas [33],
[34]. It has been investigated for many applications in radar
and communications, such as direction of arrival estima-
tion [35], [36], [37] and spatial beamforming [38], [39],
[40], [41], [42], [43], [44]. However, in MIMO radar wave-
form design, the majority of related researches still focus
on optimizing the waveforms on uniform array structure.
In these studies, efforts have been made for shaping MIMO
beampattern [45], [46], enhancing MIMO detection [18], [19],
[47], [48], [49] and estimation [50], [51], [52] performance.

As pioneer works, the joint design of MIMO waveform and
antenna positions for beampattern matching is investigated
in [53], [54], [55], and [56]. In further detail, the mean-
square error (MSE) between the template beampattern and the
tailored one is minimized in [53] resorting to the alternating
direction method of multipliers framework. To circumvent
potential performance loss brought by the indirect design
through MSE minimization, a direct objective is formulated
in [54] which aims to eliminate mainlobe ripple and suppress
sidelobe level. Concerning the implementation efficiency and
accuracy, a local optimization framework is developed in [55]
and an iterative greedy local search approach is proposed
in [56]. Although desirable spatial beampatterns can be formed
by the above methods, target indication capabilities along
range domain are barely guaranteed and the clutters are usually
space-time distributed [57], [58]. Furthermore, concerning a
complete processing procedure, it is beneficial to take into
consideration the receiver end during the joint design.

The above analysis calls for joint consideration of antenna
placement and radar waveform and filter to shape the MIMO
radar cross AF, which, to the best of our knowledge, has
not been addressed before. By leveraging this new degree of
freedom (DoF) in antenna placement, the MIMO system is
expected to achieve greater flexibility and potentially exceed
the performance benchmarks established in previously cited
works. Conceptually, incorporating antenna placement into the
design of waveforms and filters broadens the ambit of MIMO
radar technology. It shifts the notion of independence from
being limited to radio frequency (RF) chains to encompassing
the antennas themselves. This paradigm illustrates more inde-
pendence, with each antenna emitting signals independently,
in terms of both signal characteristics and spatial positioning.

C. Our Contributions

In light of the discussions presented earlier, this article
introduces a novel approach by utilizing antenna placement as
an additional DoF. Our objective is to optimize the range-angle
response of MIMO radar systems through a comprehensive
design strategy that integrates transmit waveforms, receive
filters, and antenna positions. This approach is aimed at
augmenting the capability of the system in the range-angle
domain. Specifically, this joint design strategy can shape a
desired pattern of the RACAF to better adapt to the compli-
cated clutter distributions. The contributions of this article are
summarized in the following three aspects.

1) Antenna position is introduced for the first time as an
extra DoF for local MIMO RACAF shaping besides
waveform and filter to achieve superior target indi-
cation ability, where MIMO antennas at both the
transmit and receive ends are assumed movable among
several divided grid points. The concerned RACAF
behavior within the interested region is represented by
the defined mainlobe-to-integrated-sidelobe-level-ratio
(MISLR), which describes the sidelobe level with guar-
anteed target response. RACAF shaping is formulated as
an MISLR maximization problem via the joint design of
waveform, filter, and antenna positions.

2) An effective algorithm is developed to deal with the for-
mulated nonconvex joint design problem where complex
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Fig. 1. Representation of the MIMO antenna placement scene where M grid
points are considered.

objective function and highly nonconvex restrictions,
especially the binary constraints on antenna positions,
are involved. Leveraging on an appropriate reformu-
lation of the original problem, we propose to alter-
nately optimize antenna positions and radar waveform.
In each cycle, it is proved that the antenna place-
ment subproblem can be tackled by solving a series of
quadratic constrained quadratic programming (QCQP)
problems. Resorting to the majorization–minimization
(MM) framework, the waveform is updated based on an
analytical expression. It is analyzed that the generality
of the established model and the associated algorithm
enables direct applications for other operating scenarios.

3) Simulations are provided to verify the superiority of our
proposed scheme. It is shown that integrating antenna
position into the design stage brings significant per-
formance enhancement to MIMO radar compared with
traditional design schemes where only waveform and
filter are adjusted. Furthermore, the results demonstrate
that the array configuration optimized by the developed
algorithm provides a more desirable RACAF with higher
MISLR in comparison with other benchmarks of place-
ment.

The rest of this article is organized as follows: Section II
establishes and analyzes the signal model for MIMO radar
where the impact of array structure is considered. Section III
formulates the joint design problem for RACAF sharping
and develops an effective optimization paradigm to enhance
MISLR. Simulation results are given in Section IV and con-
clusions are drawn in Section V.

Notations: (·)T , (·)∗, and (·)H denote transpose, conju-
gate, and conjugate transpose, respectively. CN is the set of
N -dimensional complex space. ℜ{·} and arg(·) obtains the real
part and the phase of a complex argument, respectively. Tr(·)
represents the trace of a square matrix and ⊗ denotes the
Kronecker product. For a Hermitian matrix A, A ⪰ 0 means
A is positive semidefinite. I denotes the identity matrix.

II. SIGNAL MODEL AND ANALYSIS

As shown in Fig. 1, both the transmit and receiving
antennas of an MIMO radar can be freely placed among
M ≥ max{Nt, Nr} grid points, respectively, with an equal
spacing interval d between adjacent grid points. The waveform
transmitted via the nth grid point is denoted by sn and the filter
applied to the mth receiving grid point is denoted by wm .

Fig. 2. Beampattern comparison. (a) Angular ambiguity. (b) Beam resolution.

We define the selection vectors of the transmit and receiving
grid points by pt ∈ CM and pr ∈ CM , respectively, and the
value of their elements is either 0 or 1. With this definition,
the transmit steering vector and receive steering vector of the
MIMO radar can be expressed as at(θ) = pt⊙a(θ) and ar(θ) =

pr⊙ a(θ), where a(θ) ∈ CM is the generalized steering vector
(without loss of generality, a(θ) is utilized for both transmit
and receive arrays). Therefore, the RACAF given by (1) can
be recast equivalently into

χ(l, θ) =
∣∣wH (H(θ, pt, pr)⊗ Jl)s

∣∣2
(6)

where s = vec(S) ∈ CM L , w = vec(W) ∈ CM L , and
H(θ, pt, pr) = A(θ)prpT

t AT (θ) with A(θ) = diag{a(θ)}.
Recall that the half-wavelength spacing is usually set in a

conventional array configuration, beyond which the angular
ambiguity will appear. However, increasing the spacing inter-
val will elongate the array aperture,1 which further leads to
a sharper mainlobe or equivalently high angular resolution.
In Fig. 2, the beampatterns of an array of the same number of
antennas for different spacing intervals are shown. We can see
clearly the tradeoff between angular ambiguity and resolution.
Although a random placement avoids the periodicity of the
steering vector, the resultant sidelobe is at a high level. In this
context, by considering the antenna placement or the grid point
selection explicitly in the problem formulation, the spacing
intervals among antennas will be optimized. Together with
the waveform and filter design, it is anticipated that the range-
angle response will be well-shaped. In particular, a trade-off
between angular ambiguity and resolution will be reached
optimally.

The range-angle region of interest is denoted by � associ-
ated with angular sector 2 and range bins [−L + 1, L − 1].
To measure the response of this region, we resort to the
concept of the weighted integrated sidelobe level (WISL) [16],
[23], [59], [60]. Note that the original WISL was applied to
the range domain, and we extend it to the joint range-angle
domain. The WISL in our case is defined as

W̃ISL(w, s, pt, pr)

=

L−1∑
l=−L+1

∫
2

η(l, θ) · χ(l, θ) dθ

=

L−1∑
l=−L+1

∫
2

η(l, θ)
∣∣wH (H(θ, pt, pr)⊗ Jl)s

∣∣2
dθ (7)

1A straightforward alternative is increasing the number of antennas still with
the half-wavelength spacing interval, which however achieves the benefits at
the cost of hardware and power consumption. In this article, this approach
serves as the benchmark configuration.
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where η(l, θ) represents the weighting parameter at direction θ

and range bin l. By splitting the angular sector 2 into {θk}
K
k=1,

the WISL can be changed to

WISL(w, s, pt, pr)

=

L−1∑
l=−L+1

K∑
k=1

η(l, θk) · χ(l, θk)

=

L−1∑
l=−L+1

K∑
k=1

η(l, θk)
∣∣wH (H(θk, pt, pr)⊗ Jl)s

∣∣2
. (8)

Consequently, to suppress sidelobes within �, we could min-
imize WISL by optimizing (w, s, pt, pr).

However, unlike conventional range-Doppler AF shaping
[61], the response of RACAF at the target range-angle position
is not constant. Without loss of generality, assuming a target
located at range 0 and angle θtar, the corresponding RACAF
response at the target location, i.e., mainlobe level (ML), is

ML(w, s, pt, pr) = χ(0, θtar)

=
∣∣wH (H(θtar, pt, pr)⊗ I)s

∣∣2
(9)

which is related to w, s, pt, and pr, and also changes along
θtar. Based on this observation, merely minimizing the WISL
could not guarantee the response at the target range-angle bin,
which would eventually lead to a deteriorated target indication
performance even though the response at the clutter region is
suppressed. Therefore, an appropriate design metric is required
to shape the range-angle profile properly taking both target and
clutter into consideration.

Inspired by the objective function for the MIMO beampat-
tern sidelobe suppression in [46], we define MISLR as our
design metric for sidelobe suppression in the concerned area
with a guaranteed target response.2 The MISLR is defined as

MISLR(w, s, pt, pr)

=
ML(w, s, pt, pr)

WISL(w, s, pt, pr)

=

∣∣wH (H(θtar, pt, pr)⊗ I)s
∣∣2∑L−1

l=−L+1
∑K

k=1 η(l, θk)
∣∣wH (H(θk, pt, pr)⊗ Jl)s

∣∣2 . (10)

Note that the MISLR could be maximized when∑L−1
l=−L+1

∑K
k=1 η(l, θk)|wH (H(θk, pt, pr) ⊗ Jl)s|2 = 0.

However, in this case, the value of the numerator is not
guaranteed, i.e., the target response can be very small.
To ensure proper shaping of the range-angle response for
both sidelobes and target areas, we regularize the MISLR
with a positive scalar as

M̃ISLR(w, s, pt, pr)

=

∣∣wH (H(θtar, pt, pr)⊗ I)s
∣∣2∑L−1

l=−L+1
∑K

k=1 η(l, θk)
∣∣wH (H(θk, pt, pr)⊗ Jl)s

∣∣2
+ c

(11)

where c is a positive constant scalar.

2An alternative objective function can be formulated by integrating the
target response into the WISL function as an additional term with a negative
weighting coefficient. Although this kind of formulation seems natural,
it should be pointed out that the selection of the assigned weighting coefficient
is very critical to the result.

III. PROBLEM FORMULATION AND DEVELOPED
ALGORITHM

A. Problem Formulation

As per the above illustrations, we aim to jointly design the
radar waveform, receive filter as well as antenna positions to
shape a desired RACAF shape. Specifically, the response from
the sidelobe regions will be suppressed while the target region
remains a relatively high response.

Given the number of antennas, the constraints on the selec-
tion vectors of the transmit and receiving antenna positions
(i.e., pt and pr ) are{

pt,m, pr,m ∈ {0, 1}, m = 1, 2, . . . , M
pT

t 1 = Nt, pT
r 1 = Nr

(12)

where Nt and Nr are the actual numbers of transmit and
receiving antennas, respectively.

Therefore, the problem can be formulated as

P̃



max
w,s,pt,pr

M̃ISLR(w, s, pt, pr)

s.t. pr,m, pt,m ∈ {0, 1} ∀m
pT

r 1 = Nr, pT
t 1 = Nt

|sl | = 1 ∀l
∥w∥2

2 = 1

(13)

where the transmit waveforms are restricted to be unimodular
without loss of generality.

Remark 1: Beyond existing works focusing solely on the
design of radar waveforms and filters, we also exploit antenna
positions as an additional DoF to enhance target indication
performance, which, to the best of our knowledge, has not
been previously considered in the literature. Consequently, the
problem becomes nonconvex and involves multiple variables,
including discrete ones such as pt and pr, which collectively
increase the complexity of solving P̃ .

B. Developed Algorithm

In this section, an alternating optimization framework is
devised to monotonically enhancing the MISLR. To begin
with, note that based on the transformation c =

((wH cIw)/∥w∥2
2), we can equivalently address the following

problem:

P̃



max
w,s,pt,pr

∣∣wH9 tar(pt, pr)s
∣∣2

wH (8sl(s, pt, pr)+ cI)w
s.t. pr,m, pt,m ∈ {0, 1} ∀m

pT
r 1 = Nr, pT

t 1 = Nt

|sl | = 1 ∀l
∥w∥2

2 = 1

(14)

where 9 tar(pt, pr) = H(θtar, pt, pr) ⊗ I, 8sl(s, pt, pr) =∑L−1
l=−L+1

∑K
k=1 η(l, θk)9l,kssH9H

l,k with 9l,k(pt, pr) =

H(θk, pt, pr) ⊗ Jl . The optimization with respect to
the filter is a Rayleigh quotient problem [62] which
has closed-form solution w = ((8sl(s, pt, pr) +

cI)−19 tar(pt, pr)s)/(∥(8sl(s, pt, pr) + cI)−19 tar(pt, pr)s∥2).
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Therefore, the resultant problem can be reformulated as

P


max
s,pt,pr

f (s, pt, pr)

s.t. pr,m, pt,m ∈ {0, 1} ∀m
pT

r 1 = Nr, pT
t 1 = Nt

|sl | = 1 ∀l

(15)

where f (s, pt, pr) denote the objective function for simplic-
ity given by f (s, pt, pr) = sH9H

tar(pt, pr)(8sl(s, pt, pr) +

cI)−19 tar(pt, pr)s.
We subsequently solve P by alternately addressing the

following two subproblems:

Pa


max
pt,pr

f (s(q−1), pt, pr)

s.t. pr,m, pt,m ∈ {0, 1} ∀m
pT

r 1 = Nr, pT
t 1 = Nt

(16)

and

Pb

{
max

s
f (s, pt,(q), pr,(q))

s.t. |sl | = 1 ∀l
(17)

where (s(q), pt,(q), pr,(q)) is the optimized result at the qth
iteration.

1) Optimization of MIMO Antenna Positions: When the
waveform is fixed as s(q−1), Pa can be further divided into
two similar subproblems

Pa,t


max

pt
f (s(q−1), pt, pr,(q−1))

s.t. pt,m ∈ {0, 1} ∀m
pT

t 1 = Nt

(18)

and

Pa,r


max

pr
f (s(q−1), pt,(q), pr)

s.t. pr,m ∈ {0, 1} ∀m
pT

r 1 = Nr.

(19)

It can be easily observed that besides the complex objective
function, another challenge results from the highly nonconvex
discrete constraints pr,m, pt,m ∈ {0, 1},∀m. Herein, we prove
the following proposition that Pa,t and Pa,r can be addressed
by solving a series of convex QCQP problems.

Proposition 1: The solving processes of (18) and (19) are
similar. Specifically, their solution can be obtained by solving
a series of problems {P̃ (i)

a,t}
∞

i=1 and {P̃ (h)
a,r }
∞

h=1 to convergence
and the exact formulation of P̃ (i)

a,t and P̃ (h)
a,r are given as

P̃ (i)
a,t



max
pt,µt

2ℜ
{

v(i−1)H
t ϒ tarpt

}
− pT

t 4
(i−1)
t pt − ρ

(i−1)
t µt

s.t. pt,m ∈ [0, 1] ∀m
pT

t 1 = Nt

pT
t pt ≤ Nt

2pT
t p(i−1)

t − ∥p(i−1)
t ∥

2
2 ≥ Nt − µt

µt ≥ 0

2ℜ
{

v(i−1)H
t ϒ tarpt

}
− pT

t 4
(i−1)
t pt

≥ M̃ISLR(p(i−1)
t )

(20)

and

P̃ (h)
a,r



max
pr,µr

2ℜ
{
v(h−1)H

r 0tarpr
}
− pT

r 4(h−1)
r pr − ρ(h−1)

r µr

s.t. pr,m ∈ [0, 1] ∀m
pT

r 1 = Nr

pT
r pr ≤ Nr

2pT
r p(h−1)

r − ∥p(h−1)
r ∥

2
2 ≥ Nr − µr

µr ≥ 0
2ℜ

{
v(h−1)H

r 0tarpr
}
− pT

r 4(h−1)
r pr

≥ M̃ISLR(p(h−1)
r )

(21)

where ρ
(i−1)
t µt and ρ(h−1)

r µr are the penalty terms with {µt, µr}

representing the slack variables, and {ρ(i−1)
t , ρ(h−1)

r } denot-
ing the parameters controlling the slack variables. 4

(i−1)
t =∑L−1

l=−L+1
∑K

k=1 η(l, θk)ϒ
H
l,kv(i−1)

t v(i−1)H
t ϒl,k and 4(h−1)

r =∑L−1
l=−L+1

∑K
k=1 η(l, θk)0

H
l,kv(h−1)

r v(h−1)H
r 0l,k with v(i−1)

t =

(8sl(p(i−1)
t ) + cI)−1ϒ tarp(i−1)

t and v(h−1)
r = (8sl(p(h−1)

r ) +

cI)−10tarp(h−1)
r .

Proof: See Appendix.
According to Proposition 1, we can address Pa,t and Pa,r

by sequentially solving {P̃ (i)
a,t}
∞

i=1 and {P̃ (h)
a,r }
∞

h=1, respectively.
It is seen that P̃ (i)

a,t and P̃ (h)
a,r are convex and can be effectively

solved via CVX [63].
It is worth mentioning that a reasonable choice is to further

majorize the quadratic objective of P̃ (i)
a,t into a linear form

resorting to the inequality given in [47]. In particular, the
following constraint holds:

pT
t 4

(i−1)
t pt ≤ λ∥pt∥

2
2 + 2ℜ

{
pT

t (4
(i−1)
t − λI)p(i−1)

t

}
− p(i−1)T

t (4
(i−1)
t − λI)p(i−1)

t (22)

where λ can be chosen as the trace of 4
(i−1)
t . The quadratic

term λ∥pt∥
2
2 becomes constant resorting to the fact that

pT
t pt = Nt. Mathematically, a linear majorizer to the quadratic

component −pT
t 4

(i−1)
t pt can be obtained as −2ℜ{pT

t (4
(i−1)
t −

λI)p(i−1)
t }. Hence, P̃ (i)

a,t can further majorized into

P̃ ′(i)a,t


max

pt
ℜ

{
pT

t ṽ(i−1)
t

}
s.t. pt,m ∈ {0, 1} ∀m

pT
t 1 = Nt

(23)

where ṽ(i−1)
t = ϒH

tarv
(i−1)
t − (4

(i−1)
t − λI)p(i−1)

t . The solution
of P̃

′(i)
a,t can be directly given by setting the positions of pt

corresponding to the Nt largest elements of ℜ{ṽ(i−1)
t } to be

one and the rest to be zero. However, further majorization of
the objective into a linear form also makes the optimization
process looser, and in terms of the practical application and
performance in our simulations, it is verified that the discrete
feasible constraints of pt make the iteration process fixed at
the initial point in most cases.

2) Optimization of MIMO Waveform: Similar to the pro-
cedure of antenna position optimization, we also optimize
the MIMO radar waveform under the MM framework in this
section. Specifically, leveraging on the constrained energy
of transmitted waveform, we first majorize the objective
function of the waveform optimization subproblem into a
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Algorithm 1 Alternating Optimization-Based Framework for
Solving P
Input: Number of grid points M , number of MIMO transmit

antennas Nt, number of MIMO receive antennas Nr,
weighting coefficients η(l, θ), waveform length L .

1: Set q = 1, select initial s(0), pt,(0) and pr,(0).
2: Update pt,(q) by sequentially solving {P̃ (i)

a,t}
∞

i=1 to conver-
gence.

3: Update pr,(q) by sequentially solving {P̃ (h)
a,r }
∞

h=1 to conver-
gence.

4: Update s(q) by iterating the expression (25) to conver-
gence.

5: if Converges then
6: Cease the algorithm.
7: else
8: q ← q + 1 and go to step 2.
9: end if

Output: Optimized MIMO transmit array structure pt,⋆ =

pt,(q), waveform s⋆ = s(q), receive array structure pr,⋆ =

pr,(q) and filter which is calculated as

w⋆ =

(
8sl(s⋆, pt,⋆, pr,⋆)+ cI

)−1
9 tar(pt,⋆, pr,⋆)s⋆

∥
(
8sl(s⋆, pt,⋆, pr,⋆)+ cI

)−1
9 tar(pt,⋆, pr,⋆)s⋆∥2

.

linear form ℜ{sH (9H
tarκ

(u−1)
− (4(u−1)

s − λ(u−1)
s I)s(u−1))},

where κ (u−1)
= (8

(u−1)
sl + cI)−19 tars(u−1) with s(u−1) being

the optimized result at the (u − 1)th iteration, 4(u−1)
s =∑L−1

l=−L+1
∑K

k=1 η(l, θk)9
H
l,kκ

(u−1)κ (u−1)H9l,k and λ(u−1)
s is a

scalar larger than the maximum eigenvalue of 4(u−1)
s and can

be chosen as Tr(4(u−1)
s ). The resultant maximization problem

at the uth iteration based on the MM framework is formulated
as

P̃ (u)
b

{
max

s
ℜ

{
sH (

9H
tarκ

(u−1)
− (4(u−1)

s − λ(u−1)
s I)s(u−1)

)}
s.t. |sl | = 1 ∀l

(24)

and its closed-form solution can be given directly as

s = e j arg{9H
tarκ

(u−1)
−(4(u−1)

s −λ(u−1)
s I)s(u−1)

}. (25)

Therefore, by sequentially updating the MIMO waveform
based on (25), the solution to Pb can be found.

C. Algorithm Summary and Complexity Analysis

The main optimization procedure of the proposed scheme
is summarized in Algorithm 1.

The main complexity of the proposed scheme is linear with
the number of iterations. With reference to solution of P̃ (i)

a,t and
P̃ (h)

a,r , each optimization can be obtained in polynomial time
with a computational cost of O(M3). As for the waveform
optimization part, the computation cost per iteration within
the MM framework comes from the following aspects: the
calculation of κ , 4(u−1)

s and λ(u−1)
s . The computation cost of

λ(u−1)
s is O(M L) since it is computed as Tr(4(u−1)

s ). Due to
the involved inversion operation, the cost of calculating κ is
O(M3L3).

D. Extension to the Range-Angle-Doppler Domain
Suppose the MIMO radar transmits a burst of Q pulses to

illuminate the scene. For the qth pulse, the MIMO waveform
matrix is denoted by Sq ∈ CL×Nt and the corresponding
filter matrix at the receiving end is denoted by Wq ∈ CL×Nr .
The response of MIMO radar to the range-angle-Doppler cell
(l, θ, v) can be calculated as

χmp(l, θ, v) =

∣∣∣Tr
(

WH
mp(Ast(v)⊗ Jl)Smpat(θ)aT

r (θ)

)∣∣∣2

=

∣∣∣wH
mp9mp(pt, pr)smp

∣∣∣2

=

∣∣∣wH
mp0mp(pt, smp)pr

∣∣∣2

=

∣∣∣wH
mpϒmp(smp, pr)pt

∣∣∣2
(26)

where Smp = [ST
1 , ST

2 , . . . , ST
Q]

T
∈ CQL×Nt , Wmp =

[WT
1 , WT

2 , . . . , WT
Q]

T
∈ CQL×Nr , Ast(v) = diag{ast(v)} with

ast(v) ∈ CQ being the slow-time steering vector, wmp =

vec(Wmp), and smp = vec(Smp), 9mp(pt, pr) = H(θ, pt, pr)⊗

Ast(v)⊗ Jl , 0mp(pt, smp) = A(θ)⊗ ((Ast(v)⊗ Jl)SmpA(θ)pt)

and ϒmp(smp, pr) = (A(θ)pr)⊗ ((Ast(v)⊗Jl)SmpA(θ)). When
Q = 1, namely the single pulse case, (26) reduces to the
situation we address in this article. Furthermore, if we are
concerned about the disturbance suppression within angle
and Doppler domain from a specific range-angle cell under
test, we modulate the transmit waveform among pulses and
channels based on an identical fast time waveform. Denote
by S̃mp = [s̃1, s̃2, . . . , s̃Nt ] ∈ CQ×Nt , the MIMO coding matrix
with s̃n ∈ CQ representing the slow-time coding vector of the
nth channel, and W̃mp = [w̃1, w̃2, . . . , w̃Nr ] ∈ CQ×Nr stands
for the filter matrix applied at the receive end with w̃n ∈ CQ

being the slow-time filter applied to the nth receive channel.
Under this consideration, the response of MIMO radar at the
angle-Doppler cell (θ, v) can be expressed as

χ(θ, v) =

∣∣∣Tr
(

W̃H
mpAst(v)S̃mpat(θ)aT

r (θ)

)∣∣∣2

=

∣∣∣w̃H
mp9̃mp(pt, pr)s̃mp

∣∣∣2

=

∣∣∣w̃H
mp0̃mp(pt, s̃mp)pr

∣∣∣2

=

∣∣∣w̃H
mpϒ̃mp(s̃mp, pr)pt

∣∣∣2
(27)

where 9̃mp(pt, pr) = H(θ, pt, pr) ⊗ Ast(v), 0̃mp(pt, s̃mp) =

A(θ) ⊗ (Ast(v)S̃mpA(θ)pt), and ϒ̃mp(s̃mp, pr) = (A(θ)pr) ⊗

(Ast(v)S̃mpA(θ)).
It can be seen that the above expressions for MIMO

response can both be regarded as direct transformation of the
established model for MIMO antenna position optimization
by replacing Jl with Ast(v) ⊗ Jl and Ast(v). Accordingly,
the developed algorithm can be directly applied to the above-
mentioned cases without modification.

IV. SIMULATION RESULTS

In this part, the superiority of the proposed RACAF shap-
ing scheme is demonstrated through computer simulations
and comparing with existing schemes. We first introduce
the simulation scenario and related parameter settings. Then,
we validate the convergence of the proposed algorithm and
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Fig. 3. Illustration of the simulation scenario.

Fig. 4. MISLR versus iteration number.

analyze the RACAF optimized by the proposed scheme. Last,
we compare the proposed scheme with other schemes to show
improved MISLR and RACAF.

The considered range-angle interference scenario is shown
in Fig. 3, where the undesired regions are marked and filled
with red color. The target is located at direction 17◦. Close
to the target, there are strong scatterers within two regions
determined by the angular region [−50◦,−10◦] ∪ [10◦, 30◦]
and range region [−4, 4]. The angular regions are uniformly
divided into 200 discrete points and the weighting coefficients
for the undesired areas are given by

η(l, θk) =

{
1, l ∈ [−4, 4], θk ∈ [−50◦,−10◦] ∪ [10◦, 30◦]
0, else.

(28)

Without loss of generality, the number of antennas at the
transmit end is equal to that at the receive end, which is
denoted by N . The waveform length of each transmit antenna
is set as L = 16 and the interval between two adjacent grid
points is set as half-wavelength.

A. Convergence Curves of the Proposed Method
In this example, the convergence and the monotonically

increasing property of the proposed algorithm are verified.
By setting M = 33, we show the iteration curves under
N = 9, 17 with c = 0.000001, and N = 25 for c = 100,
c = 1, c = 0.001, and c = 0.000001. The MISLR under full
aperture is also added, where all the grid points are placed
with antennas. As depicted in Fig. 4, the proposed algorithm
monotonically converges in a few iterations at different sets

Fig. 5. Optimized array placement and RACAF. (a) and (b) N = 9. (c) and
(d) N = 17. (e) and (f) N = 25.

Fig. 6. Range-angle cut at target position. (a) Angular cut. (b) Range cut.

without surprise. Moreover, it is clear that a larger number
of available antennas leads to a higher attainable MISLR,
and less performance loss compared to the full aperture case.
From Fig. 4, we also observe the impact of c on the achieved
MISLR. In terms of MISLR maximization, a smaller c is
preferred.

As can be seen from Fig. 5, we are displaying the opti-
mized distribution of array antenna positions [(b), (d), (f))
and RACAFs ((a), (c), (e)] for N = 9, 17, and 25 with
c = 0.000001, clear nulls are formed in the concerned areas
where undesired scatters are distributed, which become deeper
with more available antennas. This behavior indicates the
effectiveness of the proposed scheme on suppressing signal-
dependent clutter. Furthermore, a peak is formed within the
region corresponding to the target position. Looking over
the results of array placement after optimization unveils that
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Fig. 7. RACAF and array placement comparison among different schemes. From left to right. (a) Proposed scheme. (b) Sparsely spaced scheme. (c) Randomly
spaced scheme. (d) Compactly spaced scheme.

the apertures are generally larger while the inner antennas
are appropriately placed, which leads to superior angular
resolution. It is also noticed that the optimized configurations
share a common feature about the minimal interval between
two adjacent antennas, which is half-wavelength, especially
for the case N = 9. This can be explained as if the minimum
interval is larger than half-wavelength, spatial ambiguity issue
would arise under the resultant array structure.

Delving deeper into the property of the range-angle response
optimized by our scheme, we give the angle-cut and range-
cut at target location, respectively. As given in Fig. 6(a), the
results show that the sidelobes within the concerned sector
[−50◦,−10◦] ∪ [10◦, 30◦] are effectively suppressed, while
ensuring the response on target direction. It is also noticed that
the spatial mainlobe of the three different cases are similar
since the aperture of them are close while more number of
antennas leads to deeper sidelobes. The range-cut in Fig. 6(b)
indicates the sidelobes along range dimension are suppressed
50 dB lower than target position in all three cases.

B. Evaluations of Shaped Ambiguity Function
In this part, the proposed scheme is now compared against

other three schemes. Specifically, with grid points fixed at
M = 33 and given N = 9 antennas, we optimize the wave-
form and receive filter under: 1) compactly spaced scheme
employed in [47]; 2) randomly spaced scheme where the
antenna positions are randomly distributed among the M

grids; and 3) sparsely spaced scheme where the antennas
are uniformly distributed with twice wavelength interval. The
corresponding array configurations have been depicted in the
first column of Fig. 7. Since the main purpose of this compar-
ison is to highlight the superiority of joint design of MIMO
waveform, filter, and antenna positions, the waveform-filter
pairs of the above methods are optimized by solving problem
P with (pt, pr) substituted by the comparison array structure
for fairness accordingly. For easier comparison among the
methods, we normalize each RACAF with its target response
since we are concerning the relative suppression performance
within interested areas.

The results in the second and third column of Fig. 7
provide, respectively, general and vertical view of RACAF.
Generally, all the four schemes have managed to form a peak
at target location while suppressing the surrounding areas.
The proposed scheme and the uniform sparse array provide
much sharper mainlobe thanks to the longer aperture. Note
that although the randomly spaced scheme exhibits a similar
mainlobe behavior as our scheme, its grating lobe caused
by angular ambiguity significantly affects its target indication
performance. Furthermore, while a randomly spaced array can
be effective in eliminating the grating lobes, it sidelobes with
in [−50◦,−10◦] are still high compared with our optimized
scheme, which highlights the significance of array placement
optimization. In contrast, a wide mainlobe is observed in the
RACAF of the compact array due to the limited aperture.
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Fig. 8. Range-angle cut comparison of the RACAF at target position (0, 17◦).

To further highlight the advantages of the proposed scheme
in providing a superior target indication ability, we sub-
sequently compare the angular-cuts and range cuts of the
RACAF by different schemes at the (0, 17◦) (target location)
and (3,−40◦). We first analyze the cuts at target position.
As shown in Fig. 8(a) and (b), it is noticed that even though the
response along the range domain is satisfactory, several grating
lobes are formed along the spatial domain by the sparsely
spaced scheme due to the sparse configuration, which makes
its general performance deteriorates seriously. Fig. 8(c) and (d)
indicates that by resorting to a random scheme, the grating
lobes can be eliminated since the periodicity of the steering
vector is broken. However, while its range cut behavior and
mainlobe width are similar to that of the proposed scheme,
its sidelobes within the concerned regions are generally much
worse. From Fig. 8(e), it is observed that the compact array
scheme provides satisfying notches within [−50◦,−10◦], but
its mainlobe width is large and its sidelobes within [10◦, 30◦]
are high, which leads to generally poor clutter suppression
performance. In contrast, the proposed scheme enjoys a much
sharper mainlobe, thanks to the optimized array structure.
Moreover, the response of the compact scheme along the
range domain is also limited due to the shortage of extra
MIMO channels, which is almost 10 dB lower by the proposed
method.

Next, we compare the sidelobe suppression performance by
checking the cuts at (3,−40◦). As shown in Fig. 9(a), it is
clearly observed that sparsely spaced scheme forms severe

Fig. 9. Range-Angle cut comparison of the RACAF at (3,−40◦).

Fig. 10. Achieved MISLR versus number of antennas with M = 33.

sidelobes with within [−50◦,−10◦] and its range response
makes it to suffer from a generally inferior performance.
Compared with the randomly spaced scheme, the proposed
scheme enjoys significantly improved performance along both
range and angle cuts. Last, an examination of the cuts by
the compact scheme reveals again the coupled relationship
between the range and angular responses.

C. Improvement of MISLR Over Antenna Number

In this example, we examine the impact of the antenna
number on the achieved MISLR. In particular, we gradually
increase the number of antennas from 5 to 33 with fixed grid
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points M = 33 and compute the achieved MISLR. Besides the
aforementioned schemes, we also consider the full aperture
scheme as a benchmark for comparison, where all the grid
points are placed with antennas. Since the sparsely spaced
scheme is a uniform array structure, we draw the MISLR
under three cases for comparison, i.e., N = 5, 9, 17. The array
placement of the randomly spaced scheme is chosen as the
initial point of the proposed scheme. As shown in Fig. 10,
all listed schemes generally exhibit better performance with
more available antennas. Specifically, the proposed scheme
outperforms the competing schemes at all circumstances and
the performance loss compared with the full aperture scheme
is kept below 1.5 dB when the number of antennas is larger
than 7. In comparison, the proposed scheme realizes clear
improvement in MISLR over the randomly spaced scheme at
all cases, which highlights again the benefits brought by array
placement optimization. It is observed that through sparsely
spacing the antennas to fill M = 33 grid points, significant
performance improvement can be achieved utilizing the same
number of antennas compared with the compact scheme
at a low antenna number. Nevertheless, when the compact
array with larger aperture is deployed, this improvement gets
smaller.

V. CONCLUSION

The MIMO RACAF shaping problem is considered in
this article, where the transmit waveform, receive filter, and
antenna positions are all treated as adjustable variables for per-
formance enhancement. It is shown that besides the waveform
and filter, the range-angle behavior of MIMO radar is also
closely related to array placement. Different from common AF
shaping problem in the range-Doppler domain, the indefinite-
ness of the behavior at target location calls for a more suitable
design criteria and MISLR is thereby defined to measure
the sidelobe suppression performance with guaranteed target
response. The joint design of MIMO transmit waveform,
receive filter as well as antenna positions is formulated as a
nonconvex problem and an effective algorithm is developed.
In the performance assessment part, the superiority of the
proposed scheme is demonstrated extensively compared to
other array schemes in terms of MIMO radar RACAF shaping.

As for the future research tracks, validating the effectiveness
of developed scheme on real hardware system could be of
interest.

APPENDIX A
PROOF OF PROPOSITION 1

Proof: Note that

9 tar(pt, pr)s = 0tar(s, pt)pr = ϒ tar(s, pr)pt (29)

where 0tar(s, pt) = A(θtar) ⊗ (JlSA(θtar)pt) and ϒ tar(s, pr) =

(A(θtar)pr) ⊗ (JlSA(θtar)). Similarly, we can define 0l,k =

A(θk)⊗ (JlSA(θk)pt) and ϒl,k = (A(θk)pr)⊗ (JlSA(θk)) for
(l, k)th range-angle patch. We first point out that through some
basic algebra transformations the following equivalence chain
can be easily verified:

8sl(s, pt, pr) =

L−1∑
l=−L+1

K∑
k=1

η(l, θk)ϒl,k(s, pr)ptpT
t ϒH

l,k(s, pr)

=

L−1∑
l=−L+1

K∑
k=1

η(l, θk)0l,k(s, pt)prpT
r 0H

l,k(s, pt).

(30)

Moreover, leveraging on the convexity of function
g(a, X) = aH X−1a with respect to (a, X) [64], it is easy
to derive the following inequality based on the first-order
approximation at any point (ā, X̄) as:

aH X−1a ≥ −āH X̄−1XX̄−1ā+ 2ℜ
{

āH X̄−1a
}
. (31)

It is seen that the right side of (31) actually provides a
majorizer of g(a, X) at (ā, X̄). Hence, based on the MM
framework, a majorizer for the transmit array optimization
objective at p(i−1)

t can be chosen as

ft(pt;p(i−1)
t ) = −

L−1∑
l=−L+1

K∑
k=1

η(l, θk)v(i−1)H
t ϒl,kptpT

t ϒH
l,kv(i−1)

t

+ 2ℜ
{

v(i−1)H
t ϒ tarpt

}
− Constant (32)

where v(i−1)
t = (8sl(p(i−1)

t ) + cI)−1ϒ tarp(i−1)
t , and p(i−1)

t is the
optimized result at the (i − 1)th inner iteration. For notation
simplicity, we have dropped the variable dependence over pr
and s with a slight abuse of denotations since they remain
constant during the optimization of pt.

Then, mutatis mutandis, the optimization to deal with at
each iteration becomes

P̃a


max

pt
2ℜ

{
v(i−1)H

t ϒ tarpt

}
− pT

t 4
(i−1)
t pt

s.t. pt,m ∈ {0, 1} ∀m
pT

t 1 = Nt

(33)

where 4
(i−1)
t =

∑L−1
l=−L+1

∑K
k=1 η(l, θk)ϒ

H
l,kv(i−1)

t v(i−1)H
t ϒl,k .

Although the objective of P̃a is now convex, the highly
nonconvex constraints make P̃a still hard to solve.

On the other hand, note that for any element within (12),
one has {

pT
r 1 = pT

r pr

pT
t 1 = pT

t pt
(34)

which indicates
pT

r (1− pr) =

M∑
m=1

pr,m(1− pr,m) = 0

pT
t (1− pt) =

M∑
m=1

pt,m(1− pt,m) = 0.

(35)

However, since pr,m, pt,m ∈ [0, 1],∀m, we have
M∑

m=1

pr,m(1− pr,m) ≥ 0

M∑
m=1

pt,m(1− pt,m) ≥ 0

(36)

and the equality holds only when pr,m, pt,m ∈ {0, 1},∀m.
Therefore, we can claim that (12) is equal to

pr,m, pt,m ∈ {0, 1} ∀m
pT

r 1 = Nr, pT
t 1 = Nt

pT
r pr = Nr, pT

t pt = Nt.

(37)
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Moreover, under the restrictions pr,m, pt,m ∈ {0, 1},∀m,
we have

∑M
m=1 pt,m =

∑M
m=1 p2

t,m = Nt and
∑M

m=1 pr,m =∑M
m=1 p2

r,m = Nr, which implies that any point within (12)
satisfies condition pT

r pr = Nr, pT
t pt = Nt. Combining the

discussions above, one can claim the equivalence between the
set defined by (12) and that defined by following constraints:

pr,m, pt,m ∈ [0, 1] ∀m
pT

r 1 = Nr, pT
t 1 = Nt

pT
r pr = Nr, pT

t pt = Nt.

(38)

Therefore, solving P̃a is equivalent to address
max

pt
2ℜ

{
v(i−1)H

t ϒ tarpt

}
− pT

t 4
(i−1)
t pt

s.t. pt,m ∈ [0, 1] ∀m
pT

t 1 = Nt

pT
t pt = Nt.

(39)

It is seen that the objective of (39) is now convex and the
remaining challenge of solving (39) comes from the quadratic
constraint pT

t pt = Nt. Inspired by the feasible point pursuit
idea [18], [45], [65], [66], we subsequently relax the quadratic
constraint into a linear form based on the first-order approxi-
mation. In particular, in the i th iteration, we solve

P̃ (i)
a,t



max
pt,µt

2ℜ
{

v(i−1)H
t ϒ tarpt

}
− pT

t 4
(i−1)
t pt − ρ

(i−1)
t µt

s.t. pt,m ∈ [0, 1] ∀m
pT

t 1 = Nt

pT
t pt ≤ Nt

2pT
t p(i−1)

t − ∥p(i−1)
t ∥

2
2 ≥ Nt − µt

µt ≥ 0

2ℜ
{

v(i−1)H
t ϒ tarpt

}
− pT

t 4
(i−1)
t pt

≥ M̃ISLR
(
p(i−1)

t

)
(40)

where µt represents the slack variable, −ρ
(i−1)
t µt is the

penalty item with ρ
(i−1)
t being the penalty parameter, the last

constraint is imposed to guarantee the MISLR at convergence
is enhanced compared with its initial value. To speed up
the convergence, we update the penalty parameter after each
iteration. Specifically, we start the procedure from a relatively
small ρ

(0)
t , and gradually increase its value with iterations via

ρ
(i)
t = ϵρ

(i−1)
t where ϵ > 1 is a scalar.

The receive array optimization is similar to the transmit
array optimization since they share a similar structure. In gen-
eral, we can solve Pa,r by iteratively solving

P̃ (h)
a,r



max
pr,µr

2ℜ
{
v(h−1)H

r 0tarpr
}
− pT

r 4(h−1)
r pr − ρ(h−1)

r µr

s.t. pr,m ∈ [0, 1] ∀m
pT

r 1 = Nr

pT
r pr ≤ Nr

2pT
r p(h−1)

r − ∥p(h−1)
r ∥

2
2 ≥ Nr − µr

µr ≥ 0
2ℜ

{
v(h−1)H

r 0tarpr
}
− pT

r 4(h−1)
r pr

≥ M̃ISLR
(
p(h−1)

r

)
(41)

to convergence, where v(h−1)
r = (8sl(p(h−1)

r )+cI)−10tarp(h−1)
r ,

µr represents the slack variable, ρ(h−1)
r and p(h−1)

r are,
respectively, the penalty parameter and the optimized
result in the (h − 1)th inner iteration. 4(h−1)

r =∑L−1
l=−L+1

∑K
k=1 η(l, θk)0

H
l,kv(h−1)

r v(h−1)H
r 0l,k . The derivation

process is omitted for simplicity. At this point, we have
successfully concluded the demonstration of Proposition 1.
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