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Abstract—Inverse problems in scientific imaging often seek physical characterization of heterogeneous scene materials. The scene is
thus represented by physical quantities, such as the density and sizes of particles (microphysics) across a domain. Moreover, the
forward image formation model is physical. An important case is that of clouds, where microphysics in three dimensions (3D) dictate
the cloud dynamics, lifetime and albedo, with implications to Earth’s energy balance, sustainable energy and rainfall. Current methods,
however, recover very degenerate representations of microphysics. To enable 3D volumetric recovery of all the required microphysical
parameters, we introduce the neural microphysics field (NeMF). It is based on a deep neural network, whose input is multi-view
polarization images. NeMF is pre-trained through supervised learning. Training relies on polarized radiative transfer, and noise
modeling in polarization-sensitive sensors. The results offer unprecedented recovery, including droplet effective variance. We test
NeMF in rigorous simulations and demonstrate it using real-world polarization-image data.

Index Terms—Computational Photography, Inverse Problem, 3D Reconstruction

✦

1 AN IMPORTANT SCIENTIFIC PROBLEM

S CENE reconstruction problems are solved with supe-
rior quality and speed thanks to deep neural networks

(DNNs). A DNN can represent a continuous spatial field,
such as radiance, using a neural field [1]. Based on a neural
field, rendering using an ad-hoc or physics-based forward
model yields view synthesis. This idea is used in volumetric
reconstruction using images [2] and sonar [3], relighting [4],
de-scattering [5], [6], [7], [8], non-line-of-sight imaging [9],
atomic electron tomography [10], colorization [11], 3D vi-
sion using lidar [12] and polarimetric decomposition [13].
The neural-field concept can be used in scientific inverse
problems. One example is rendering of moving matter near
the event-horizon of a black hole [14], where the forward
model is a linear integral (on a curve) through the medium.

In this paper, we define a neural field that is nonlinear
in the scene variables, and addresses a different scientific
domain: a volumetric map of vectors, where each vector ex-
presses the microphysical properties of scattering particles.
While the framework we present is sufficiently general to
use in a variety of media, we focus here on microphysics of
water droplets in clouds. What is the motivation to focus on
clouds, and what is so important about their microphysics?
Clouds play critical roles in climate, weather (the essential
source of freshwater), and solar-power generation. As we
explain below, these roles are determined by the spatial
field of microphysics of droplets in a cloud [15], [16]. For
example, if a cloud is more reflective, then less sunlight
reaches the ground. Noting that clouds account for 2/3 of
Earth’s albedo, clouds that are more reflective have a cool-
ing effect on Earth (countering global warming), yet they
lower generation of solar power, generally. These radiative
effects depend on the lifetime of clouds: clouds that take
long to dissipate reflect more energy to space rather than
transmitting energy to the ground. The lifetime of a cloud is
significantly shortened if it precipitates.1

1. Clouds, global weather and climate have more complex couplings
and feedback effects. We do not detail them here. Their complexity sup-
ports the cause of the paper: it is important to resolve the microphysics
of clouds, per location in three dimensions.
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Fig. 1. Simultanseous multi-view polarimetric images of a cloud are
acquired from orbit. Based on the images, the cloud’s microphysical
properties are retrieved volumetrically in 3D. This expresses per location
the droplet size distribution n(r), which is parameterized by effective
radius re, effective variance ve and liquid water content LWC.

The cloud’s albedo, lifetime and ability to precipitate
depend on the size distribution of its water droplets, i.e., the
cloud microphysics (Fig. 1). Consider several ways in which
water vapour (gas) of fixed amount condensates into cloud
droplets: few large droplets, many small droplets, or a broad
distribution of sizes. A cloud having many small droplets
has a higher albedo than a cloud having a few large droplets.
This is called the Twomey effect [17]. The reason is that with
the former, a light ray intersects more air-water interfaces
and thus scatters at higher orders. A nice demonstration
of this effect is shown in Fig. 2. The Twomey effect means
that images can inform about microphysics, as microphysics
affect the radiance field.

Precipitation requires droplets to coalesce: this way they
can form larger droplets whose weight overcomes vertical
air currents, to leave the cloud towards the ground. Suc-
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Fig. 2. The jars contain glass spheres and air. In the left jar, the spheres
are 4000[µm] wide. In the right jar, which is significantly brighter, the
spheres’ width is 40[µm]. Thus, tiny spheres create effectively a much
higher albedo of a jar, compared to the effect of the large spheres. This
is because, in a volume element of a fixed size, there are many more
small spheres, leading to many more scattering events. Image taken
and adapted from [17], reproduced with permission from SNCSC.

cess of this process significantly relies [15] on sufficient
presence of large cloud droplets in some cloud voxel and
large variability of sizes in a three dimensional (3D) domain.
Thus, mapping cloud microphysics in 3D is a key to many
processes [18]. However, there is a huge observational gap.
Neither state of the art nor research level observational meth-
ods resolve the effective variance of water droplets. Moreover,
most observational methods estimate the effective radius of
droplets just as a cloud-average. Prior research [16] seeks an
effective radius that changes only vertically.

We address this challenge by a framework we term
NeMF: neural microphysics field. The field is a 3D map,
where in each point in a cloud there is a vector of micro-
physical parameters. NeMF is based on a DNN. It trains and
infers using polarimetric multi-view images of clouds. We use
polarization for several reasons. First, polarimetric signals
are very sensitive to microphysics [19], [20]. Second, prior
art using unpolarized visible light [21], [22], [23], [24], [25],
[26] did not yield microphysics.2 Multi-view image data is
required for 3D volumetric recovery, as typical in computed
tomography (CT). Here data is acquired by remote sensing.

NeMF is trained in a supervised manner, using an ex-
isting labeled dataset of clouds, including their 3D maps
of microphysics. For training, these clouds are rendered in
multiple views using differentiable vector (polarized) 3D
radiative transfer. Our main focus is spaceborne imaging by
the geometry of the CloudCT formation, funded by the ERC.
We present results also based on real multi-view airborne
polarimetric data.

2 THEORETICAL BACKGROUND

The theoretical background draws from several sources of
prior art. So, we follow and modify notations and defini-
tions used in [20], [24], [28], [29].

2.1 Microphysical Properties of Cloud Droplets
A voxel in a liquid-phase cloud contains an ensemble of
microscopic spherical water droplets. A droplet has radius r.
In a voxel around 3D location x, the droplets size distribution
is nx(r), per radius and per unit volume [ 1

µm·m3 ]. There are

2. The Nakajima-King [27] method yields a single estimate of the
effective radius for a whole cloud, and no effective variance. It relies
essentially on short-wave infra-red.

several important parameters. These include, respectively,
the effective radius re(x) [µm] of the droplets, a dimension-
less effective variance ve(x) < 1/2, and the liquid water content
(LWC) in units of

[
gr/m3

]
:

re(x) =

∫∞
0 r3nx(r)dr∫∞
0 r2nx(r)dr

, ve(x) =

∫∞
0 (r−re)

2
r2nx(r)dr

r2e (x)
∫∞
0 r2nx(r)dr

,

LWC(x) =
4

3
πρw

∫ ∞

0
r3nx(r)dr.

(1)
Here ρw is the density of liquid water in

[
gr/µm3

]
. The

parameter re is equivalent to a volume-weighted average
of the size distribution, divided by the area-weighted aver-
age. The weights relate to interaction of a droplet with its
surrounding air and aerosols, the cross section for droplet
coalescence [30] and cross-section for light extinction [31].

The distribution n(r) can have a general integrable form,
or be parameterized as unimodal or bi-modal [32], [33].
Supported by empirical evidence [15], [33], n(r) is often
modeled by the unimodal Gamma-distribution [31]

n(r) = N Ar(v
−1
e −3) exp[−r/(reve)], (2)

where N =
∫∞
0 n(r)dr is the total number of droplets per

unit volume, in [1/m3]. Here A = (reve)
(2−v−1

e )/Γ(v−1
e −2)

is a normalization constant and Γ(·) is the Gamma function.
The microphysics vector of parameters per 3D location x is

µ(x) = [LWC(x), re(x), ve(x)]. (3)

For an entire scene, the microphysics field is M = {µ(x)}∀x.

The adiabatic model and its limits
Prior art [20], [25] suggests a simplified model for re and
LWC. Let z [km] be the altitude above Earth’s surface,
and z0 the cloud-base height. In this simplified model, the
microphysics within a cloud vary only vertically, as

LWC(z) = κl(z − z0) + LWCmin, (4)

re(z) = κr(z − z0)
1
3 + rmin

e , (5)

where κl, LWCmin, κr and rmin
e are parameters. These

vertically-monotonous functions assume that a cloud fol-
lows the adiabatic approximation. This thermodynamic model
assumes that a rising air parcel (voxel) is isolated from its
surroundings, regarding temperature and materials. As the
isolated parcel rises, it expands, thus cools. Cooling leads
to condensation of vapour into droplets at the cloud base.
Then, the droplets grow in size monotonically with altitude.
This approximation loses validity due to mixing of cloud
parcels with surrounding air, leading to droplet evapora-
tion, and diffusion of humidity, aerosols and temperature.
Such mixing is strongest at the cloud lateral sides and at the
cloud top. The adiabatic model (4,5) is thus a guideline for
behavior of the cloud core, mainly near the cloud base.

2.2 Polarization
Polarization is sensitive to the variables we seek. Polar-
ization is mainly associated with single-scattering, while
the single scattering phase function (defined in Sec. 2.3),
significantly depends on the microphysics. We thus provide
essential definitions relating to polarization.
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Light that is partially linearly polarized is represented
by a 3-element3 Stokes vector I = [I,Q, U ]

⊤. Here I ≥ 0 ex-
presses total (unpolarized) radiance and ⊤ denotes transpo-
sition. The real-valued elements Q and U express polarized
components in a chosen coordinate system (Sec. 9.1). They
satisfy Q2 + U2 ≤ I2. A Stokes vector can be converted
to the Degree of Linear Polarization (DoLP) and Angle of
Polarization (AoP) in the coordinate system, using

DoLP =
√
Q2 + U2/I,

tan(2AoP) = U/Q, 0 ≤ AoP < 180◦,
(6)

and vice versa. One coordinate system is defined by the
scattering plane, which includes the line of sight and solar
illumination direction (see Sec. 9.1). In this system,

AoP ≈ 90◦. (7)

Incoherent combination of several light sources (e.g, scat-
tering by different particles) yields addition of Stokes vec-
tors. A linear system that affects light, e.g. Mie or Rayleigh
scattering, image projection and optical filtering is expressed
by a 3 × 3 Mueller matrix. A Mueller matrix then acts on
an input Stokes vector, to yield the linear system’s output
Stokes vector [35].

2.3 Polarized 3D Radiative Transfer
The size, shape and material type of particles affect their
optical properties [36]. The extinction coefficient at location
x in a heterogeneous medium, β(x), is such a property. In
and around clouds, extinction is created by air molecules
and cloud water droplets. For clouds, the extinction coeffi-
cient [28] is βcloud(x) =

∫
nx(r)B(r)πr2dr, where B(r) is

the extinction efficiency. For liquid-phase clouds observed
in the visible spectrum [25], B ≈ 2. Hence, from Eq. (1),

βcloud(x) =
3

2

LWC(x)

re(x)ρw
. (8)

Air density falls exponentially with altitude z [km] above
Earth’s surface. For optical wavelength λ [µm], the extinc-
tion coefficient [km−1] due to air [37] is

βair(x) ≈ βair(z) ≈ 1.09× 10−3

λ4
exp [−z/Hair] , (9)

where Hair = 10km. Then, β(x) = βair(x) + βcloud(x).
Consider a domain where light propagates. In our case,

sunlight is the source. In a scattering event at x, light
changes its 3D propagation direction from ω′ to any ω.
The normalized angular distribution of scattered radiance
is set by a phase function. For partially polarized light, the
phase function is generalized to a phase matrix P(x,ω·ω′),
which is a Mueller matrix. It converts the Stokes vector
of incoming light I (x,ω′) to a Stokes vector of scattered
light, per ω. The matrix P(x,ω·ω′) is sensitive to the micro-
physics µ(x). Scattering by a cloud droplet of radius r is set
by a Mie phase matrix [28]. A small voxel averages the Mie
phase matrix over all droplet sizes, according to their size
distribution. Scattering by air molecules is described by the
Rayleigh phase matrix [28].

3. A 4th vector element expresses partial circular polarization. It is
negligible under natural light in the open air [34], allowing work with
3-element Stokes vectors.

The single-scattering albedo, 0 ≤ ϖ(x) ≤ 1, is gener-
ally determined by µ(x). For example, ϖ is low for spec-
tral wavelengths absorbed by liquid water, and absorption
grows with droplet size. In visible light [38], ϖ ≈ 1.

The set of interactions in propagation, including high-
order scattering, is expressed by the vector (polarized)
3D radiative transfer equation (RTE) [39]. As detailed
in the supplementary material, the RTE depends on ϖ,
P(x,ω·ω′), βair and βcloud. Through this dependency, the
partially polarized radiance field I(x,ω) depends on the 3D
vector field of microphysical parameters M. Referring to the
RTE as an operator, I(x,ω) = RTE (M).

2.4 Neural Fields

A neural field is a DNN-based representation of a spatially
continuous variable. A notable example is a neural radiance
field (NeRF) [1]. Such a DNN [4], [5], [13] trains to relate
multi-view image data to the field. In NeRF, the represen-
tation vector stands for volumetric pseudo-optical density
(even if the object is opaque in reality) and pseudo-color per
spatial location x. The vector is used to render images from
various viewpoints. NeRF rendering and representation
vector are not actually physics-driven. Despite this, NeRF
achieves new-view synthesis by pre-training of the DNN,
per scene. That is, the trained DNN adapts to the task of
view synthesis of a particular scene, despite having a non-
physical rendering process. To yield view synthesis, NeRF
trains in an unsupervised (self-supervised) manner, without
labeled 3D data. It requires a large number of viewpoints.
The time-consuming training is done per scene.

Our goal is not view synthesis, but scientific output.
Thus, the vector inferred by NeMF includes the set of micro-
physical parameters, per location. As explained below, for
meaningful scientific results, learning should be supervised.

3 WHY SHOULD LEARNING BE SUPERVISED?
A question might arise: to estimate microphysics, why not
match observed multi-view image data to a differential
rendering model (as [16], [21], [28]) or an unsupervised
DNN (as NeRF)? Both of these methods do not require prior
ground truth labeled scenes. As a result, they have no prior
on how microphysics might be distributed in 3D, although
they can synthesize new views.

For internal recovery of clouds, however, these ap-
proaches can be fundamentally ill-posed, irrespective of the
algorithm. Given noisy data, there can be a set of spatial
and microphysical distributions of a medium, that would fit
by radiative transfer. In Fig. 3 and Table 1, seven different
atmospheres are examined. Atmospheres 1-4 have an
ellipsoid cloud, 1km wide, 150m thick, with different micro-
physics in each vertical half, as detailed in Table 1. However,
all these clouds yield the same polarimetric images (up to
noise), in all view angles of the CloudCT satellite formation.
These clouds have a low optical depth, hence the intensity
and polarization observed in their images are mainly due
to single-scattering. These different 3D scenes are samples
from an equivalence class: they have equivalent images fitting
similarly the rendering model. So, they would also similarly
fit unsupervised models based on real images (as NeRF).
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Fig. 3. (A) Cross sections of Atms. 1,2. (B) Intensity and DoLP images (2 view angles), and plots of the center row for Atms. 1-4. (C) Cross section
of Atm. 7. (D) Intensity and DoLP images (2 view angles), and center-row plots for Atms. 5-7. Intensity images are contrast-stretched for display.

TABLE 1
Microphysics of the atmospheres (Atms.) presented in Fig. 3. For all,

ve = 0.1. Atms. 1-4 have a peak vertical optical depth of 0.1.

Name Shape LWC [mg/m3] re [µm]

Atm. 1 Ellipsoid top: 5.4, bottom: 1.8 10
Atm. 2 Ellipsoid top: 1.8, bottom: 5.4 10
Atm. 3 Ellipsoid top: 4.5, bottom: 3 top: 12, bottom: 8
Atm. 4 Ellipsoid top: 3.0, bottom: 4.5 top: 8, bottom: 12
Atm. 5 Sphere core: 0, outer: 600 15
Atm. 6 Sphere core: 800, outer: 600 15
Atm. 7 Sphere core: 2000, outer: 600 15

Another equivalence class is sampled in Atmospheres
5-7, featuring spherical clouds, 1.2km wide. Their 240m
wide core has a variable LWC. Their outer shell has a
high optical thickness. As a result, it is not possible to
recover the cores’ microphysics based on polarimetric multi-
view images alone. These clouds appear indistinguishable.
Additional examples are in [40].

Data-based ill-posedness or a severe ill-condition is
solved by priors. By prior observations of known 3D clouds,
a system learns “how clouds are structured,” and what
is more likely to be inside them. The system learns this,
even if information carried by images is non-discriminative
or weakly discriminative among possible cloud solutions.
To solve ambiguous cases, supervision is (at least partially)
needed as a part of the learning process, using labeled
ground-truth clouds. This is preferred over purely physics-
based or unsupervised methods.

There are additional reasons to favor supervised train-
ing. To avoid backlog of years of spaceborne data, inference
speed is essential. Define σ as the product of spaceborne
downlink rate, the per-day communication time with a

ground station, and the number of satellites. Define δ as
the product of the number of seconds per day, the number
of bits per pixel and the number of pixels per km2. To
avoid backlog, the area that has to be processed per second
should be larger than σ/δ. For conservative S-band 0.4Mbps
downlink, communication at 10 minute/day, 10 satellites
and 20m ground resolution, the processing rate should be
higher than 1.1km2/sec.

However, the forward model includes full 3D polarized
radiative transfer in a physical volumetric medium that has
multiple-scattering. This is significantly more complex than
rendering in NeRF models. Physics-based inversion is also
complex. Fortunately, in supervised learning, computational
resources are invested and used before test image acquisi-
tion. This enables fast inference. Moreover, we have only a
few viewpoints per object we observe. Therefore, training
benefits from many objects (clouds) imaged previously.

4 NEMF
We create a system of neural microphysics fields (NeMF).4 It
learns and infers from polarization images, and reconstructs
microphysical properties in a 3D domain. We believe that
the architecture can suit other physics problems, that rely
on images to recover important underlying characteristics
of objects. The input to NeMF is a set of multi-view po-
larimetric images (denoted y), acquired by N cam cameras,
located at {xc}N

cam

c=1 . As shown in Fig. 4, per queried contin-
uous valued location x, NeMF infers a microphysics vector
µ̂(x) = [ ˆLWC(x), r̂e(x), v̂e(x)]. A location is queried only
if it passes a space carving operation. Space carving [41],
[42], based on the acquired intensity images, constrains a
domain where cloud droplets may reside.

4. Our code, including NeMF, is available in the public domain at
https://github.com/inbalkb/NeMF
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Fig. 4. NeMF workflow. A domain is observed from Ncam different viewpoints, resulting in y = {Imer
c }Ncam

c=1 , a set of Stokes vector images. Camera
locations are encoded as gcam(xc), ∀c. A space-carving mask bounds the locations where a cloud might be. In it, a queried 3D location x is
encoded to a vector gworld(x). A single convolutional neural network extracts features from all images y. The image features that correspond to
2D projections of x to the cameras form a vector u(x). The vectors gworld(x), {gcam(xc)}N

cam

c=1 and u(x) become a joint input to a three-headed
decoder. The decoder outputs a vector ϕ̂(x) of four parameters, including a cloud existence measure m̂(x). The latter is converted to an inferred
cloud mask, using a learned threshold τ̂ . Microphysical parameters are inferred if mτ̂ (x) = 1. Otherwise, the only output at x is ˆLWC(x) = 0.
In training, a simulated 3D vector field ϕgt of cloud microphysics undergoes physics-based rendering, as described in Sec. 4.4. Then, ϕ̂(x) is
compared with ϕgt(x), to optimize the DNN’s loss L.

4.1 NeMF Architecture and Inference

NeMF uses an encoder-decoder architecture, illustrated in
the green block, titled "NeMF DNN", in Fig. 4. Additional
implementation details are in Sec. 4.3, Sec. 6 and the sup-
plementary material. The encoder has three components.
One component encodes the set of multi-view polarimetric
images, y, using a single image-feature extractor, described
in Sec. 4.3. This component yields a vector u(x) of image
features that correspond to projections of x. A second com-
ponent encodes the 3D location x to a vector gworld(x),
using a DNN. The third component is a single DNN, that
encodes any camera location xc to a vector gcam(xc). All
these vectors are concatenated to a single vector,

ψ
(
x, {xc}N

cam

c=1

)
=

[u(x),gworld(x),gcam(xc=1), ...,gcam(xc=Ncam)] .
(10)

The three encoder components jointly yield a single high-
dimensional function f enc

Ξ of all the inputs. The function is
set by a vector of learned parameters Ξ,

ψ
(
x, {xc}N

cam

c=1

)
= f enc

Ξ

[
y,x, {xc}N

cam

c=1

]
. (11)

The vectorψ
(
x, {xc}N

cam

c=1

)
then serves as input to a decoder.

The decoder is a function fdec
Θ set by a vector of learned

parameters Θ:

ϕ̂(x) = fdec
Θ

[
ψ

(
x, {xc}N

cam

c=1

)]
. (12)

The decoder outputs a 4-element vector, ϕ̂(x) =
[r̂e(x), v̂e(x), ˜LWC(x), m̂(x)], as we explain. The decoder
has three separate heads. One head infers r̂e(x). The second
head infers v̂e(x). The third head infers two values: ˜LWC(x)

and a cloud-existence measure 0 ≤ m̂(x) ≤ 1. Define an
inferred binary cloud mask using a learned threshold τ :

mτ (x) =

{
1 m̂(x) > τ

0 otherwise
. (13)

Consider a queried location x, where mτ (x) = 0. There, the
estimated LWC should be nulled. So, the inferred LWC is

ˆLWC(x) = ˜LWC(x) ·mτ (x) . (14)

Moreover, if mτ (x) = 0, values assigned to r̂e(x), v̂e(x) are
meaningless. Therefore, during inference, r̂e(x), v̂e(x) are
reported and used in error calculations (Sec. 6) only where
mτ (x) = 1.

4.2 Training Process
The ground-truth vector corresponding to ϕ̂(x) is ϕgt(x) =
[rgte (x), vgte (x),LWCgt(x),mgt(x)], where the values of
rgte (x), vgte (x) and LWCgt(x) are taken from simulated
cloud datasets, described in Sec. 7, and

mgt(x) =

{
1 LWCgt(x) > 0

0 otherwise
. (15)

Training the DNN is supervised, minimizing a loss[
Θ̂, Ξ̂

]
= argminΘ,ΞL

[
{ϕgt(x)}∀x, {ϕ̂(x)}∀x

]
, (16)

where L = LLWC+Lmask+Ldroplets, as detailed in Sec. 9.3.
After completing Eq. (16), we use a separate set of Nval =
100 scenes, to optimize τ of Eq. (13). For this, we calculate
the F1 score [43] of {mτ (x)}∀x relative to {mgt(x)}∀x, and
define the error, per scene,

ϵm,τ = 1− F1 [{mτ (x)}∀x, {mgt(x)}∀x] . (17)

Averaging ϵm,τ over all Nval scenes yields a measure ϵ̄m,τ .
We optimize τ̂ = argminτ ϵ̄m,τ .
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4.3 Image-Feature Extractor

Feature extraction from any polarization image (a tensor
having two spatial dimensions and channels of Stokes ele-
ments [I,Q, U ]) is based on a convolutional neural network
(CNN). The convolution kernels couple the polarization
channels. The same extractor is used on all N cam images,
which are stacked in the batch dimension, in order to
parallelize their processing. A detailed illustration and de-
scription of the architecture are shown in the supplementary
material. Briefly, as in VIP-CT [24], the CNN is based on
ResNet [44]. In NeMF, the number of channels increases
during propagation through the levels of the CNN, while
the size of spatial dimensions decreases.

The CNN extracts features for discrete-grid pixels of each
image. The 3D location x has continuous-valued coordi-
nates. Also geometric projection of x to camera c falls
on a continuous-valued 2D location in the image plane,
denoted χc(x). For a feature vector of a continuous-valued
χc, the features on the discrete pixel grid of camera c are
interpolated. This process is done ∀c. The set of interpolated
features corresponding to {χc}N

cam

c=1 is concatenated, to form
vector u(x).

4.4 Rendering

We train the network using polarization-rendered images.
This starts with simulated 3D cloud microphysics. The RTE
uses the 3D microphysics to create a light field of Stokes
vectors. The light field is projected towards camera c, in
direction corresponding to pixel p.

The RTE solver represents Stokes vectors using the merid-
ian coordinate system (see Sec. 9.1). The Stokes vectors then
transform to the pixel coordinate system (Sec. 9.2) using a
Mueller rotation matrix R (γ), where γ is the angle between
the meridian and pixel systems. Then, light passes through
a pixel-based polarizer, and converts to photo-electrons. The
optical system’s point spread function is wider than a sensor
pixel. So, light spreads over a small area, a super-pixel, each
having 2× 2 sensor pixels. From now on, p indexes a super-
pixel. The sensor array has a mosaic of tiny polarization
filters at angles [0◦, 45◦, 90◦, 135◦], so a super-pixel samples
each,5 yielding a 4-element vector of expected photo-electron
readout e[c, p]. A matrix Wpol expresses how the set of four
filters affect the incoming light. The detailed forward model
is in Sec. 9.2.

The actual number of photo-electrons generated at p is
sampled from a Poissonian distribution

emeas[c, p] ∼ Poisson{mean = e[c, p]} . (18)

We convert the Poissonian measurements back to a noisy
Stokes vector in the meridian system. This is done by a
pseudo-inverse of the forward model up to this point:

Imer
meas[c, p] =

1

D
R−1 (γ) (W⊤

polWpol)
−1W⊤

polemeas[c, p],

(19)
where D is a factor accounting for several multiplica-
tive imaging parameters (see Sec. 9.2). Compounding the

5. The sampling, projection and noise model we derive here apply
to common wide-field cameras. For special pushbroom cameras, a
different model is applicable [16].

RTE operator, RTE(M), the equations in Sec. 9.2 and
Eqs. (18,19), a forward model relates the cloud’s microphysics
field M to a Stokes vector measured in an imager, account-
ing for 3D radiative transfer, projection, sampling by the
camera and noise. The noisy measured data vector is then
y ≡ {Imer

meas[c, p]}∀c,p.

5 ASSESSING THE CLOUD CORE

The cloud core has the least mixing with surrounding air,
suffering least from evaporation. Thus, per altitude z, we
associate the core with maximal values of LWC and re.
For robustness, we average the Nmax highest values per z.
Let {r(i)e (z)}Nmax

i=1 be effective radii of the highest values at
altitude z. Let {LWC(i)(z)}Nmax

i=1 be the liquid water content
of the highest values at altitude z. Then based on ground-
truth microphysics, define

rcoree (z) =
1

Nmax

Nmax∑
i=1

r(i)e (z), (20)

LWCcore(z) =
1

Nmax

Nmax∑
i=1

LWC(i)(z). (21)

Analogously, define corresponding values based on inferred
fields, r̂coree (z) and ˆLWC

core
(z).

6 IMPLEMENTATION

In the NeMF DNN, the 3D location encoder is a multi-
layer perceptron of depth 4 with hidden layers, 64 neurons
wide. The camera location DNN encoder is a multi-layer
perceptron of the same sizes as the 3D location encoder.
NeMF’s decoder consists of three heads. Each decoder head
has 9 layers: 2048 neurons in the first hidden layer and 512
neurons in each hidden layer besides the first.

In our implementation, NeMF runs on an NVIDIA Tesla
V100-DGXS-32GB GPU. Training uses stochastic gradient
descent on the loss defined in Sec. 4.2 for ≈ 300, 000
iterations. We use an Adam optimizer with a learning rate of
1e-5 and a weight decay of 1e-5. Each iteration includes 1000
samples of random voxels from the same scene, excluding
voxels that fall outside a space-carving region [41]. Space
carving is based only on the input intensity images.

7 SIMULATIONS

Real multi-view polarimetric data of clouds is currently
scarce, and therefore cannot train a DNN yet. So, we use
two simulated cloud datasets, BOMEX and CASS, that are
reported in [23], [24]. The domain [45], [46] voxels have
height of 40[m] and width of 50[m]. The datasets’ specifi-
cations are detailed in [24]. Respectively for BOMEX and
CASS, training dataset sizes are 5900 and 10808 clouds.
Corresponding testing data sizes are 566 and 1000 clouds.

Rendering is implemented using an online open-source
physics-based polarimetric radiative transfer solver (vSH-
DOM) [47]. All cloud datasets and rendered images are
accessible at [48]. The sun is set at a northeast azimuth
and zenith angle of 25◦. We examine several scenarios,
described in [24]. All are based on the CloudCT formation of
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Fig. 5. An example. The 3D scene domain has several disconnected
clouds from the BOMEX inference set. The figure shows maximum in-
tensity projections (MIP) and scatter plots, which compare the simulated
ground truth with NeMF’s estimation.

10 satellites at 500km altitude, with a distance of ≈ 100km
between each two neighboring satellites. One scenario has
perturbed poses of cameras observing BOMEX clouds.

The factor D in Eq. (19) and noise specifications
are derived from a SONY IMX250MZR sensor [20], us-
ing 620 − 670[nm] waveband. The maximum image-pixel
value corresponds to 90% of the sensor full well (10,500
photo-electrons). Beside Poissonian noise, the readout noise
standard-deviation is 2.31 electrons.

7.1 Evaluation Criteria

The microphysics retrieval quality is quantified by relative
errors. Let a cloud have a set of cloud voxels V. Then, let

ϵLWC =

∑
x∈V |LWCgt(x)− ˆLWC(x)|∑

x∈V |LWCgt(x)|
,

ϵre =

∑
x∈V |mgt(x) [r

gt
e (x)− r̂e(x)] |∑

x∈V |mgt(x)r
gt
e (x)|

,

ϵve =

∑
x∈V |mgt(x) [v

gt
e (x)− v̂e(x)] |∑

x∈V |mgt(x)v
gt
e (x)|

.

(22)

To quantify errors of {mτ̂ (x)}∀x∈V, we use Eq. (17).
Per location, Eq. (8) yields the inferred and ground truth

values of the cloud’s extinction coefficient, β̂cloud(x) and
βcloud
gt (x), respectively. Then, analogously to Eq. (22), the

relative error of the cloud extinction coefficient is

ϵβcloud =

∑
x∈V |βcloud

gt (x)− β̂cloud(x)|∑
x∈V |βcloud

gt (x)|
. (23)
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Fig. 6. Microphysical parameters at the assessed cloud core, corre-
sponding to a cloud in Fig. 5. The adiabatic model follows Eqs. (4,5).
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Fig. 7. Simulation results for the test sets. Mean errors of the retrieved
parameters, for the three scenarios and test datasets described in Sec. 7
are shown. Bars represent the standard deviation.

Eq. (23) enables comparisons to prior art, including VIP-
CT [24], which does not retrieve a microphysics field. This
was done by running the VIP-CT code, which resides in [49].

7.2 Results
An example of an inferred BOMEX scene domain is visual-
ized in Fig. 5, for each microphysical parameter. Visualiza-
tion is via maximum intensity projection (MIP) in the (x, z)
plane, where x is a lateral coordinate. A more quantitative
assessment is seen in the scatter-plots of Fig. 5.

Fig. 6 examines the largest cloud of Fig 5, using
the analysis of Sec. 5 with Nmax = 3. The functions
r̂coree (z) and ˆLWC

core
(z) derived by NeMF are consistent

with the functions rcoree (z) and LWCcore(z) derived from
ground-truth. Moreover, r̂coree (z) and ˆLWC

core
(z) fit well

the adiabatic model described in Sec. 2.1, from the cloud
base, beyond half-way to the cloud top. In this exam-
ple, κl = 2.35[gr/(km · m3)], LWCmin = 0.0148[gr/m3],
κr = 4.65[µm/(km)1/3] and rmin

e = 6.01[µm].
Analysis was done on the whole inferred test sets.

Consequently, the error measures (Eqs. 17,22) are plotted
in Fig. 7, for the different scenarios described above. The
cloud mask and re are inferred well in all three scenarios.
Being able to report microphysical parameters that vary in
3D is novel. The ability of NeMF to estimate ve is signif-
icant, as no prior art method in any community achieved
this. Using inferred microphysical parameters, Eq. (8) yields
β̂cloud. Consequently, Eq. (23) yields ϵβcloud , whose values
are comparable to ϵLWC. They are also comparable to errors
resulting from VIP-CT, as seen in Table 2.

Additional statistics are gleaned by estimating the
joint probability density functions, PDF(rgte , vgte ) and
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TABLE 2
Relative errors of the extinction coefficient, ϵβcloud , comparing NeMF to

VIP-CT [24], across three scenarios described in Sec. 7.

Dataset BOMEX CASS
Geometry 10 views perturbed 10 views

VIP-CT 36± 25% 36± 13% 21± 6%

NeMF 38± 10% 37± 10% 23± 6%

4 6 8 10 12 144 6 8 10 12 14
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1
Test set estimated distributionTraining set ground-truth distribution

Fig. 8. Joint probability density functions distributions PDF(rgte , vgte ) and
PDF(r̂e, v̂e). For display clarity only, both are normalized to a maximum
value of 1, and then gamma corrected.

PDF(r̂e, v̂e). Respectively, these estimates use random vox-
els from the training set (3 voxels per cloud) and test set
(5 voxels per cloud). Each random sample then spreads a
2D Gaussian in the PDF domain. The PDFs are presented in
Fig. 8. They are similar. However, inference tends to avoid
rare (very large or very small) values of r̂e and v̂e. Quan-
titative comparison of the PDFs uses the Kullback–Leibler
(KL) divergence. Because the KL-divergence is defined for
discrete-domain distributions, the PDFs are aggregated in
discrete domain bins. The result is

KL [PDFgt(re, ve)∥PDFest(re, ve)]

log (# of bins)
= 0.018. (24)

The error measures above are statistics. While most of
NeMF’s reconstructions agree with the ground-truth, NeMF
sometimes fails: a failure case is seen in Fig. 9.

8 EMPIRICAL EXPERIMENT

Real multi-view polarimetric images of clouds are derived
from the Jet Propulsion Laboratory’s AirMSPI, a payload
polarimetric sensor on the ER-2 aircraft of NASA. AirMSPI
has a pushbroom camera, with which it acquires 9 images
of a domain along an angular course of ±67◦ relative to
the local vertical [50]. For training, we follow Ref. [24]
to use a modified BOMEX dataset. Images are projected
using AirMSPI’s noise model [16] and exploiting the known
camera positions {xc}Ncam

c=1 . Training uses five sets of projec-
tions from five different flights (not including the inference
flight). To assess results, we omit the image taken at −58.9◦

from the training set. Thus, the system is trained to infer a
cloud based on N cam = 8 viewing directions. NeMF infers
the cloud microphysics field M based on the real data.
Afterwards, we perform view-synthesis. This synthesis sets
the ocean albedo to 0.03 and uses polarized RTE to render
the missing polarimetric image.

The rendered polarimetric image is then compared to
the true image at −58.9◦. This rendering-based comparison
is also applied on a corresponding physics-based retrieved
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Fig. 9. A failure case. Here the microphysics MIP and scatter plots
show significant inconsistencies between inference and ground-truth.
This cloud is from the BOMEX test set.

cloud [16], [28]. Towards this, we used results kindly sup-
plied by Aviad Levis [16], [28]. There, only LWC and re had
been retrieved, while the effective variance had been set to
ve = 0.1 for all voxels.

Remote sensing standard uses vectors in the meridian
system. It is often convenient, however, to use the scattering
coordinate system, because there, typically, AoP ≈ 90◦. A
detailed description of both coordinate systems is found in
Sec. 9.1. Therefore, we transfer the polarimetric results (per
camera c and pixel p) to the scattering coordinate system.
The transformation is detailed in Sec. 9.2. The results of
missing-view rendering in Fig. 10 appear in good agreement
mutually and with Eq. (7).

Significant benefits of NeMF over prior art are seen in
two aspects. First is runtime. The recovered surface area in
this experiment is 3.6×3.6km2. The physics-based approach
took 32 minutes, as reported in [28], in order to converge
to a degenerate microphysics field, that does not estimate
ve. NeMF, in contract, needs only 2 seconds on our com-
puter, to infer a full microphysics field that varies in 3D.
In other words, NeMF processes ∼ 6.5km2/sec, while the
physics-based inverse polarization rendering analyzes only
0.007km2/sec. In accordance with the calculation in Sec. 3,
NeMF should be able to meet expected remote sensing data
rates, whereas the physics-based method would not.

The second significant benefit is the quality of 3D re-
construction. Consider6 Fig. 11, the NeMF result is shaped
much more like a cloud than the “spiky” physics-based
retrieval. This is likely because NeMF learns, by training, the
spatial characteristics of natural clouds. NeMF retrieves re

6. Voxels in which the estimated LWC ≤ 10−8[gr/m3] are pruned,
being considered numerical artifacts.
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the experiment of Fig. 10.

that varies in 3D significantly yet smoothly, as expected from
a cloud and the discussion of the adiabatic approximation in
Sec. 2.1: at the cloud core, re increases monotonically with
altitude from the cloud base. Mixing, which undermines the
adiabatic process, kicks-in at the cloud sides and top. In con-
trast, the physics-based retrieval behaves very differently.
Moreover, NeMF estimates the ve field.

Fig. 12 plots the vertical profile of microphysical pa-
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Fig. 12. Microphysics at the assessed cloud core, corresponding to the
cloud in Figs. 10,11. The adiabatic model follows Eqs. (4,5).

rameters, at the cloud’s core: voxels at the two external
quarters of the cloud (marked in red in Fig. 11) in the
lateral axes are not being used for the core. The analysis
of Sec. 5 then uses Nmax = 10. Fig. 12 also plots a fit to the
adiabatic model. Excluding the cloud top and sides, NeMF
inference agrees with Eqs. (4,5), as explained in Sec. 2.1,
using κl = 0.22[gr/(km · m3)], LWCmin = 0.008[gr/m3],
κr = 57.98[µm/(km)1/3] and rmin

e = 5.49[µm].

9 ADDITIONAL DETAILS

This section explains some technical aspects which help
making this paper self-contained.

9.1 Coordinate Systems
A line of sight corresponding to pixel p in camera c, passes
through the center of projection of the camera at xc in a
viewing direction expressed by unit vector ωc,p. Projection
of light involving polarization carries an angular property.
For this reason, we describe several relevant 3D coordinate
systems, illustrated in Fig. 13.
• The meridian plane is spanned by ωc,p and the zenith
vector ẑ in the observed region. The 3D meridian system is
thus defined by

âmer
1 =

ωc,p × ẑ

∥ωc,p × ẑ∥
, âmer

2 = ωc,p × âmer
1 , ωc,p. (25)

• The scattering plane is particularly important: spanned
by the direction of solar radiance vector ωs and by ωc,p,
this plane directs single scattering of sunlight to the camera.
Single-scattered sunlight is partially polarized perpendicu-
lar to this plane. Hence, relative to this plane, often Eq. (7)
is satisfied. The scattering coordinate system is defined by

âsca
1 =

ωc,p × ωs

∥ωc,p × ωs∥
, âsca

2 = ωc,p × âsca
1 , ωc,p. (26)

• Unit 3D vectors X̂cam and Ŷcam are parallel, respectively,
to the rows and columns of the sensor pixel array of camera
c. The 3D pixel system axes are

âpix
2 =

ωc,p × Ŷcam

∥ωc,p × Ŷcam∥
, âpix

1 = âpix
2 × ωc,p, ωc,p. (27)

9.2 Forward Model
The RTE creates a light field of Stokes vectors based on a 3D
field of microphysics. The light field is projected towards
the camera at xc, in direction ωc,p corresponding to pixel p.
An RTE solver represents Stokes vectors using the meridian
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Fig. 13. There are several 3D coordinate systems in this paper, all involving the line of sight ωc,p. In the left-hand-side panel, ωc,p is directed out of
the page. The 3D vectors are thus projected to 2D in the panel.

coordinates (see Sec. 9.1). So, a simulated clean sample is
denoted by the Stokes vector Imer (xc,ωc,p).

Consider two coordinate systems, rotated by angle ζ
relative to each other. Transforming a Stokes vector between
these systems is done by a Mueller rotation matrix [51], [52]

R (ζ) =

1 0 0
0 cos (2ζ) sin (2ζ)
0 −sin (2ζ) cos (2ζ)

 . (28)

Specifically, let α be the angle between the meridian and
scattering systems, and γ the angle between the meridian and
pixel systems (Fig. 13). These angles are defined as

α = arccos(âmer
1 · âscat

1 ), γ = arccos(âmer
1 · âpix

1 ). (29)

Using Eqs. (28,29), the Stokes vector in the pixel system is

Ipix[c, p] = R (γ) Imer (xc,ωc,p) . (30)

Light then passes through a polarizing filter. The filter
has angle η relative to the vector X̂cam, which is aligned
with the sensor pixel rows. Then, light is collected by pixel
p and converted to photo-electrons. The polarization filter
affects the expected number e of photo-electrons at pixel p of
camera c [53]. This can be modeled by the inner product

e[c, p, η] =
D

2
[1 cos(2η) sin(2η)] Ipix[c, p] . (31)

Here the factor D accounts for several multiplicative imag-
ing parameters, including exposure time, lens aperture area,
pixel area, transmissivity of the optical system, spectral
bandwidth and quantum efficiency.

As mentioned in Sec. 4.4, light spreads over a super-pixel,
containing 2× 2 sensor pixels, having a corresponding mo-
saic of four polarization filters at angles [0◦, 45◦, 90◦, 135◦].
We thus let p index a super-pixel. A super-pixel outputs a 4-
element vector. Based on Eq. (31), its expected photo-electron
readout is

e[c, p] =


e[c, p, 0◦]
e[c, p, 45◦]
e[c, p, 90◦]
e[c, p, 135◦]

 =
D

2


1 1 0
1 0 1
1 −1 0
1 0 −1

 Ipix[c, p]

≡ DWpolI
pix[c, p] .

(32)

The rest of the imaging model is described in Sec. 4.4.

9.3 Loss Terms

In a training cloud scene, a batch of K voxels
has corresponding values of r̂e, v̂e, ˜LWC, m̂ and
rgte , vgte ,LWCgt,mgt. They form column vectors
r̂e, v̂e, ˜LWC, m̂ and rgte ,vgt

e ,LWCgt,mgt. Then,

LLWC =
∥LWCgt − ˜LWC∥22

∥LWCgt∥2
. (33)

The values of m,mgt may be interpreted as probabilities
that a cloud exists at x. Therefore, the mask loss is the binary
cross-entropy (BCE),

Lmask = − 1

K

[
m⊤

gt log (m̂) + (1−mgt)
⊤
log (1− m̂)

]
,

(34)

where 1 is a vector of ones, and log(·) is element-wise.
In a location that has no cloud droplets at all, i.e.,

mgt(x) = 0, values assigned to r̂e(x), v̂e(x) are mean-
ingless. They need to be ignored, and not affect the loss.
Training should only rely7 on voxels for which mgt = 1.
Define a diagonal matrix Mgt = diag(mgt), listing mgt on
the main diagonal. Then,

Ldroplets =
∥Mgt(r

gt
e − r̂e)∥22

∥mgt∥2∥Mgtr
gt
e ∥2

+
∥Mgt(v

gt
e − v̂e)∥22

∥mgt∥2∥Mgtv
gt
e ∥2

. (35)

10 DISCUSSION AND OUTLOOK

NeMF is designed to retrieve multiple microphysical param-
eters in a 3D volumetric heterogeneous domain (a vector
field). NeMF also assesses the shape of the object (cloud)
in which the microphysical parameters apply. By observing
many examples during training, NeMF implicitly learns the
nature of the scenes. Hence, it embeds a prior, leading to
results whose quality significantly surpasses physics-based
methods. In analysis of clouds, NeMF achieves unprece-
dented retrieval of the effective variance of the droplet size
distribution. As the other microphysical parameters, the
effective variance is retrieved in 3D.

7. Training loss and inference error calculations only use voxels in
which mgt = 1. So, values of rgte and vgte where mgt = 0 are irrelevant.
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By investing computational effort during supervised
training, inference is several orders of magnitude faster than
physics-based optimization. As explained, this is important
in order to avoid backlog of spaceborne data which accu-
mulates over time.

Generalizations of this work can incorporate non-image
inputs. These can include the surface wind at sea level,
which affects the reflection of partially polarized light from
water. Then, the system can train using different wind con-
ditions, and infer the wind as well as the scatterers. Another
generalization is to include as input the solar illumination
direction: then, the system can train and infer using a variety
of solar angles. The solar angle will be a known input to the
system, because it is always known per location and time in
scientific contexts.

We believe that NeMF can be adapted to other media.
For example, clouds residing above freezing level may be
composed of ice crystals, with or without liquid droplets.
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