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Abstract— Commissioning of detector systems for the
high-luminosity large Hadron collider (HL-LHC) is scheduled to
take place between 2026 and 2028 at CERN. Application-specific
integrated circuits (ASICs) for those systems have been in intense
development over the past ten years. Some of those ASICs, as is
the case of the low-power gigabit transceiver (lpGBT) described
in this work, have now been produced in industrial quantities
and have been fully qualified for operation in the HL-LHC
environments that require, where the innermost detectors are
concerned, radiation hardness over 1 MGy. The lpGBT is a
multifunctional device, enabling data transmission between the
off-detector and the on-detector systems. Data can be transmitted
from the detector at 5.12 and 10.24 Gb/s and to the detector
at 2.56 Gb/s. It implements data rate-configurable electrical
links to communicate with the front-end ASICs and low-speed
serial and parallel buses for experiment control. A set of analog
functions for monitoring and control of the physics detectors is
also included. This article describes the functionality and the
architecture of the lpGBT ASIC and reports on its radiation
hardness characterization.
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I. INTRODUCTION

TODAY’S particle physics experiments present recurring
technological challenges. Among them are: clock and

trigger information distribution, efficient data transfer from
the detectors to the data acquisition (DAQ) systems, and the
control and monitoring of environmental parameters inside
the detector. With the backdrop of these challenges, the
high-energy physics (HEP) community, drawing on the exten-
sive experience in designing, building, and commissioning
detector systems for the large Hadron collider (LHC), foresaw
a trajectory where future systems would inevitably become
more complex, harder to test and debug, and, concurrently,
more expensive [1], [2]. Moreover, the growth in engineering
resources within the community was not expected to keep pace
with the escalating demands.

Reacting to this situation, the HEP community recognized
the imperative to adopt common solutions, specifically for
optical links and their integral components such as optoelec-
tronics and application-specific integrated circuits (ASICs).
This laid the foundation for the specification and development
of the versatile optical link modules [3] and the gigabit
transceiver (GBT) chipset [4], with the GBT X (GBTX)
ASIC being the core transceiver chip [5]. Collaboratively
developed across multiple HEP institutes, these projects pro-
vided a unified and versatile framework for addressing various
services, including timing, trigger, and control (TTC) and
DAQ, without the need for dedicated physical links to carry
specific detector data types. That philosophy led to the
development of link architecture as shown in Fig. 1, where
both the downlink (off to on-detector) and the uplink (on to
off-detector) are present with the downlink carrying detector
control data (including detector configuration and calibration)
and TTC.
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Fig. 1. LHC link architecture.

Embedded in the architecture is the transmission of the
clock signal that, almost always, is not transmitted individually
but is recovered from the downlink serial data stream. This
clock is the LHC bunch crossing clock (40 MHz). The uplinks
close the loop of the experiment’s control systems and carry
the DAQ data collected by the front-end detectors. The chipset
development embodied the approach of designing for radiation
tolerance, sharing physical resources, minimizing develop-
ment costs, and efficiently utilizing engineering resources.
Compatibility with commercial off-the-shelf (COTS) systems,
especially field-programmable gate arrays (FPGAs), emerged
as a primary consideration, ensuring seamless integration with
prevailing technologies.

This article describes the low-power GBT (lpGBT),
designed as the successor to the GBTX. Compared to the
GBTX, the lpGBT not only enables higher data rates but
also integrates additional features for controlling detectors,
consolidating functions previously distributed across differ-
ent chips. Notably, these advancements come with reduced
power consumption and enhanced resilience to radiation,
marking a significant stride in developing more efficient and
robust tools for particle physics research. Anticipated for
integration into experiments during the upgrades scheduled
between 2026 and 2028, the lpGBT is strategically aligned
to meet the specific requirements of A Toroidal LHC Appara-
tus (ATLAS) and Compact Muon Solenoid (CMS) detector
systems [6], [7]. This article comprehensively presents the
architecture of the lpGBT chip and gives circuit-level insights
into selected components (see Section II) so that the choices
adopted for the design methodology and optimization can
be put into context. The key ASIC performance metrics are
reviewed, and a summary of the characterization and radiation
qualification results is presented in Section III.

II. ARCHITECTURE AND FEATURES

The lpGBT [8] is a device designed to address the needs
of high-luminosity LHC (HL-LHC) subdetectors considering
various data transmission modes (simplex transmitter, simplex
receiver, and transceiver), clock and timing distribution, exper-
iment control, and monitoring. To cover those, the lpGBT
functionality is highly configurable. This section provides, for
completeness, a birds-eye view of the lpGBT architecture and
its selected functionalities. For an in-depth description of the
ASIC, refer to [8].

Physically, the ASIC is encapsulated in a 289-pin fine-pitch
(0.5 mm) ball grid array (BGA) package with dimensions
9 × 9 × 1.24 mm.

Fig. 2. lpGBT ASIC and system architecture.

A. Downlink Section

The architecture chosen for the ASIC and its data links
interconnects is represented in Fig. 2. As shown, the lpGBT
interfaces with the fiber-optic downlink (off-detector to
on-detector direction) through a p-i-n-diode receiver [9], [10]
embedded in the VTRX+ module [11]. The off-detector
systems transmit data to the lpGBT at 2.56 Gb/s. The data
transmitted to the ASIC can be targeted to the ASIC itself,
to control its operation, and to the front-end modules/ASICs.
In the latter case, these data can be either for experiment con-
trol or for detector timing (e.g., trigger commands). Because
the lpGBT is an integral part of the synchronization of the
detector systems in which it is embedded, it was designed as
a fixed and deterministic latency device.1

In the lpGBT receiver section, a clock and data recov-
ery (CDR)/phase-locked loop (PLL) circuit [12], [13], [14],
in the clock manager block, locks to the incoming serial bit
stream extracting a 5.12-GHz clock synchronous with the
LHC machine clock (since the machine clock is used as
the timing reference for the downlink transmitters). Note that
the CDR/PLL circuit operates as a PLL, with an external
reference clock provided to the ASIC, when the lpGBT is
configured as a simplex transmitter.

The 5.12-GHz clock is further divided in the clock manager
circuit, making it available to the front-end modules as eClock
signals at frequencies that are the power of two multiples
of 40 MHz, ranging up to 1.28 GHz. The lpGBT implements
29 independently programmable clock outputs (part of the
ePorts in Fig. 2). The phase of these clocks is fixed in relation
to the LHC machine clock. To allow for timing calibration
of the detector systems, the lpGBT provides four additional
clock ports (phase-shifted clock (PCLK) in Fig. 2) that are

1That is, the delay and phase of the data received through the downlink in
relation to the LHC main clock is guaranteed to be constant during operation
and to have always the same value even upon a restart.
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Fig. 3. CTLE and EOM schematic.

not only programmable in frequency but also in phase with a
resolution of 48.8 ps over the full clock period, independent
of the selected frequency [15].

The 5.12-GHz clock and all its submultiples, down
to 40 MHz, are further used inside the ASIC for the operations
of de-serialization, serialization, de-scrambling, scrambling,
decoding, and encoding.

The downlink signal path starts with a passive attenuator,
followed by four stages of a continuous-time linear equal-
izer (CTLE) illustrated schematically in Fig. 3. The purpose
of the attenuator is to accommodate large-amplitude signals,
up to 1 Vpp, to avoid saturation of the CTLE stages. Each
CTLE stage provides flexibility in shaping the transfer function
by adjusting the stage resistor and capacitor values, thereby
influencing the transfer function zero locations within the
frequency range of 80–750 MHz.

The eye-opening monitor (EOM) circuit enables on-chip
eye-diagram measurements of the incoming 2.56-Gb/s down-
link data (see Fig. 3). Controlled by the user, the EOM
facilitates vertical (voltage) and horizontal (time) scans of
the data stream, allowing the reconstruction of a sampled eye
diagram. This functionality proves instrumental in monitoring
the downlink signal quality and in assisting the configuration
of the downlink receiver equalizer parameters. The equalizer
output signal undergoes comparison with a reference volt-
age (V ref), and the comparator’s result is sampled at the rising
edge of a clock synchronized with the incoming data. The sam-
pling results control a ripple counter, accumulating statistics
over a defined period. To eliminate dependence on the input
signal common mode, the comparator incorporates a differen-
tial difference amplifier. The phase interpolator, a component
of the circuit, receives the 2.56-GHz in-phase “I” and quadra-
ture “Q” clocks from the clock manager block. These clock
signals are used for phase interpolation, allowing for full phase
rotation with an approximate resolution of 6.1 ps (64 possible
phases).

The received serial data are de-serialized into a 64-bit
word. This word is further de-interleaved and decoded using
a forward error correction (FEC) code [16], [17] to correct
for any errors that might have occurred during transmission
due either to noise or to single-event effects (SEEs). The
latter can occur in the chain of circuits preceding the decoder
stage, including the external p-i-n-receiver. The decoder and
following circuits use triple modular redundancy (TMR) to
achieve robustness against SEEs.

The data payload of the 64-bit downlink word is orga-
nized into four bytes plus four bits. Each byte is addressed

to a specific transmitter, called ePortTx, where it is serialized
and driven to the front-ends using a set of differential electrical
links, called eLinks. Each ePortTx can drive up to four eLinks
depending on the chosen data rate. The number of eLinks
driven per ePortTx scales down with the programmed data
rate: one at 320 Mb/s, two at 160 Mb/s, or four at 80 Mb/s.
The eLink data rate for each of the four ePortTx can be
set independently. A maximum of 16 transmit eLinks can
be established if all the ports are programmed to operate
at 80 Mb/s.

The extra four bits of the downlink payload form the
external control (EC) and internal control (IC) links. The two
EC bits are associated with a dedicated ePortTx which operates
at 80 Mb/s and drives a single eLink. This port is primarily
intended for transmitting experiment control data, but it can
be used for other purposes. The two IC bits are dedicated to
the configuration of the ASIC itself using a custom protocol.
Commands sent over the IC link extend across multiple frames
(spanning 25 ns) and employ bit stuffing [18]. Consequently,
the execution latency of data/commands is not fixed, making
the IC channel asynchronous in nature.

B. Uplink Section

The lpGBT uplink (on-detector to off-detector direction)
receives data from the front-ends through the eLinks asso-
ciated with the receiver ports, called ePortRx, and forwards
it to the off-detector systems via an optical fiber link driven
by a vertical cavity surface emitting laser (VCSEL) driver
ASIC [19], [20] in the VTRX+ module [11]. The lpGBT
supports two uplink data rates, 5.12 Gb/s (5G mode) and
10.24 Gb/s (10G mode), and two FEC codes, FEC5 and
FEC12, which will be discussed later. As a consequence, the
available user bandwidth depends both on the chosen uplink
data rate and the FEC code used.

Similar to the ePortTx, each ePortRx is associated with four
eLinks, and the data rate of the eLinks (and thus the number
of active eLinks) in each ePortRx can be set independently for
each ePort. The maximum eLink data rate is 1.28 Gb/s, when
the lpGBT transmitter operates at 10.24 Gb/s and 640 Mb/s
for 5.12-Gb/s operation.

Each ePortRx deserializes and combines the data received
over the associated eLinks into either a 16- or 32-bit word for
transmission at 5.12 or 10.24 Gb/s, respectively. The lpGBT
can trade off bandwidth for SEE protection offering either
seven or six active ePortRx when the FEC5 or FEC12 codes
are used. The maximum number of receiving eLinks that can
be established is thus 28 when all the eLinks are operated at
the minimum data rate and FEC5 encoding is used.

As is the case for the receiver section, the uplink pay-
load field embeds two further logical links. Two EC bits
are assigned to an ePortRx with a single eLink operating
at 80 Mb/s to implement a detector control link. Two additional
bits are assigned to the IC uplink. These bits are used by
the ASIC to send replies to commands transmitted via the
downlink IC link.

Data from ePortRx, EC, and IC links are scrambled (for dc
balance), encoded, and interleaved (for SEE protection) before
serialization and transmission over the uplink.
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Fig. 4. Serializer schematic.

The lpGBT serializer, shown in Fig. 4, works at two data
rates 5.12 and 10.24 Gb/s converting the parallel data (128 or
256 bits) at 40 MHz into a serial bit stream. The serializer
implements a multistage scheme where the serialization is
performed in ten stages and consumes only about 4% of
the power of a classical shift-register serializer architecture.
Since the clock frequency increases with the serialization level,
it was possible to further optimize the power and timing
margins at each level.

The serializer uses the half-rate architecture and omits the
resampling stage at 10.24 GHz. The last multiplexing state
is a custom-designed cell that doubles as a single-ended to
differential converter block.

C. Experiment Control and Monitoring

The lpGBT implements a set of features dedicated to
experiment control and environment monitoring [8].

1) Digital Functions: The ASIC includes digital function-
ality to aid in the implementation of the detector control
functions.

• General-Purpose I/O Ports: 16 I/O pins, can be individu-
ally configured as inputs or outputs. When set as outputs,
the I/O pins can be configured either as complementary
metal oxide semiconductor (CMOS) drivers or pull-
up/pull-down drivers (with the pull/down resistors internal
to the circuit). All I/O transactions are synchronous with
the internal system clock (40 MHz).

• Interintegrated Circuit (I2C) Mains: Three I2C [21]
mains are implemented in the ASIC and their main
features are a concurrent operation of the three chan-
nels, programmable data transfer rates (0.1, 0.2, 0.4,
and 1.0 MHz), support for 10-bit addressing mode and
the compatibility with both single-byte and multibyte
I2C read/write operations.

• RSTOUTB Pin: An output pin is implemented that deliv-
ers an active low reset pulse. The pulse is generated by
the ASIC power-up state machine and its behavior is thus
closely coupled to the initialization of the lpGBT itself.

2) Analog Functions: A set of analog functions is provided.
An in-depth discussion can be found in [8] and [22] but a brief
overview follows for completeness.

The analog unit, shown in Fig. 5, is composed
of a 10-bit analog-to-digital converter (ADC), preceded

Fig. 5. Analog unit block diagram.

by a programmable gain amplifier, a 12-bit voltage digital-
to-analog converter (DAC), an 8-bit current DAC, and of a
temperature sensor. These blocks are further supported by a
16-input analog multiplexer, an eight-pole current switch, and
a reference voltage generator.

For calibration, the reference voltage is adjustable through
an 8-bit register determining directly the accuracy of the ADC
and voltage DAC. Calibration parameters for the analog unit
are determined at production test time and are made available
to the users and associated with the ASIC unique identifier
set at testing time in the internal electrically fusible (e-Fuse)
registers.

The analog multiplexer allows the ADC to measure the volt-
ages of any of the eight analog pins and of the eight internal
circuit monitoring points (e.g., internal supply voltage rails).
The current switch enables the selective feeding of currents to
any of the analog pins.

D. ASIC Initialization and Control

The lpGBT was designed to accommodate as many of the
HL-LHC detectors/subdetectors requirements as technically
feasible. As previously outlined, this requires a high degree
of configurability. Moreover, for the systems in which it will
be used (e.g., [23], [24]), the ASIC will be the connection
bridge to the off-detector systems. It is, therefore, essential
that it is capable of reliably auto-booting into a state where it
is suitably configured for the system or securely establishing
the link with off-detector electronics to allow a full config-
uration. To achieve this, the very basic modes of operation
are set by a few hardwired pins. The hardwired setting of
these pins determines, for example, the uplink data rate and
FEC encoding as well as the type of boot sequence to be
executed.

Depending on the chosen operation mode, fully configuring
the ASIC might require programming up to 224 registers.
The choice of basic operation mode (hardwired) determines
how these registers will be initialized. The most basic boot
sequence, boot from ROM, initializes only the strict minimum
set of registers needed to establish communications with the
off-detector system. The off-detector system can then complete
the initialization using the IC channel.
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At the other extreme, the ASIC can be fully configured at
startup by reading the configuration from an internal e-fuse
memory bank.

A third option, and the most flexible, is to hard-wire the
ASIC to wait to be configured through its secondary I2C
interface (see Fig. 2). This of course assumes that an I2C main
is present in the system.

It should be noted that independent of the boot mode, all
the configuration registers can either be accessed through the
I2C secondary port or the previously described IC channel and
thus reconfigured during operation.

As mentioned, the lpGBT can be configured to operate as a
simplex receiver or transmitter in which case the EC port can
be used as an IC channel.

E. Special Features and Design for Testability

The lpGBT implements test features that were designed to
validate the operation of the ASIC and the data transmission
channels. Of particular relevance for the user are the data
path test features. These can be used not only to test the
ASIC itself but also as a tool to help during user system
development and debugging since they allow standardized
link test procedures at the system level. Among the most
interesting features for the users are the loopbacks, test pattern
generators, checkers, and the EOM (previously described
in Section II-A).

Loopbacks allow the user to send data to the ASIC, having
the data propagating down the ASIC to a selected depth of the
ASIC data path and, at that point, looping the data back to
the user. Loopbacks are provided both for the high-frequency
ports (up and downlinks) and the ePorts. Due to the bandwidth
asymmetry between the uplink and downlink directions, when
using the loopback configuration, the downlink data bits are
repeated on the uplink (up to four times, depending on the
transmitter’s data rate) [8].

Test pattern generators and checkers are also available both
for high-frequency ports and ePorts. The generators allow the
ASIC to generate known data patterns (e.g., pseudorandom
and counting sequences) and count detected errors so that the
user can verify their correct data transmission.

Finally, the ASIC contains a checker which, when enabled,
tracks the number of corrections made by the receiver FEC
decoder. It can be active during normal operation and read
out through either the IC channel or the I2C port. Although
this is not a true bit error rate measurement, if read fre-
quently, it can be used to monitor the quality of the data
reception.

F. TID and SEE Mitigation Strategies

Due to the very high beam luminosity planned for the
HL-LHC machine upgrade, the radiation levels for the inner-
most detectors in the LHC experiments are expected to exceed
10 MGy and 1016 1 MeV n/cm2 over the ten-year lifetime of
the experiments [25]. Additionally, high particle fluxes will
lead to SEE. These extremely high levels of total ionizing
dose (TID), nonionizing energy loss, and particle fluxes, pose
significant challenges to the electronics and optoelectronics
components installed in the detectors. Designing for TID

radiation tolerance and SEE mitigation were thus major spec-
ifications for the lpGBT.

Since the lpGBT will be physically close to the opto-
electronics devices, it was decided to target a TID radiation
hardness similar to what those devices can sustain [26].
The qualification target, with a safety factor of two, was
thus set to 2-MGy TID. For SEE immunity, it is harder
to set a target since the SEE rates are difficult to predict.
However, as the lpGBT is considered a connection bridge to
the off-detector systems, it was decided to make the ASIC free
of functional interrupts for the range of expected linear energy
transfer (LET) [25].

1) TID Effects Mitigation: TID effects are partially miti-
gated in the lpGBT by fabricating the ASIC in a commercial
65-nm CMOS technology extensively qualified for radiation
tolerance by the HEP community [27], [28], [29], [30], [31]
and by the use, when deemed necessary, of special radiation
hardening layout and circuit techniques [32].

A range of circuit design techniques is used in the lpGBT to
ensure robustness against TID. Most of the circuitry runs at the
LHC bunch clock frequency (40 MHz). For circuits running
at frequencies between 40 and 640 MHz, the intrinsic speed
of the technology allows to accept a performance degradation
of the logic even if the circuits are implemented with standard
cells that were designed and layout without having radiation
in mind [33], [34]. This was thus the technique adopted for
the lpGBT circuits that operate with a clock frequency up
to 640 MHz. For the digital circuit components operating
with clock frequencies between 1.28 and 5.12 GHz, a custom
digital library was developed based on an enclosed layout
transistor (ELT), which was shown to have superior TID
tolerance [33]. Finally, above 2.56 GHz, some circuits (in par-
ticular, the clock generator) are implemented in current-mode
logic (CML) with ELT nMOS transistors. This offers the
ultimate TID tolerance since it avoids the use of pMOS
transistors altogether and uses polysilicon load resistors that
are virtually insensitive to TID radiation.

2) SEE Mitigation: SEEs are a major concern for reliable
data transmission in HEP experiments. The severity of an
SEE depends primarily on the role of the circuit impacted
by the SEE, the circuit cross section and the threshold LET.
Single, or even multiple, bit errors in the data payload are
typically not considered critical, and can often be dealt with
easily. However, bit flip errors that occur, for example, in a
state machine that monitors the circuit operation can lead to
wrong decisions and result in functional interrupts lasting up to
several milliseconds. The strategies used for SEE mitigation in
the lpGBT are thus multiple and reflect the level of protection
required for the specific function.

TMR for logic and clock trees is among the most robust
SEE mitigation strategies but it incurs power consumption
and speed penalties. Nonetheless, self-correcting TMR was
the chosen technique for all state machines, logic, and con-
figuration registers that operate at the LHC bunch-clock
frequency. The TMR technique was introduced at design time
with the help of the TMRG tool [35]. This was justified by
the fact that running at 40 MHz, the power overhead was
relatively small when compared with the power dissipation
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in the high-frequency circuits. TMR was also selected for the
high-frequency prescalars that are needed to generate all the
frequencies down to 40 MHz starting from the PLL clock
signal at 5.12 GHz. Given the speed penalty resulting from
TMR, as discussed above, such circuits had to be implemented
using custom logic libraries using either CMOS ELT or CML
logic.

As already mentioned, the data paths between the FEC
encoder and the uplink driver and, vice versa, between the
downlink receiver and the decoder were not triplicated since
the FEC encoding provides the error correction capability
and, additionally, sporadic transmission errors were considered
acceptable since they would not lead to system functional
interrupts.

Three FEC approaches are used in the lpGBT. Most of
the data bandwidth requirements are for the uplinks and
this is reflected in the lpGBT by the adoption of either
5.12- or 10.24-Gb/s bandwidth for the uplink while the down-
link operates at 2.56 Gb/s. The lower downlink bandwidth
requirement also meant that a significant fraction of the
bandwidth (effectively 37.5%) could be used to mitigate SEEs
in the data path without imposing an excessive penalty on the
user payload (56.25%), with the remainder of the bandwidth
taken by the frame header. The Reed–Solomon [36] code
RS(5, 3), which is a truncated version of the RS(7, 5), was
chosen for the downlink. The outputs of four encoders are
interleaved. This implementation choice allows transmitting a
frame containing a 36-bit user payload (including the EC and
ic field) while being able to correct any single random bit
error in the frame and any burst of errors with a length of up
to 10 bits (or up to 12 bits provided they are fully contained
in the boundary of four symbols).

For the uplink, where the user bandwidth is at a premium,
it was decided to allow the user to trade off error correction
capabilities for additional bandwidth. Therefore, two FEC
codes are implemented: FEC12 for high burst error protection
and FEC5 for larger user payload. The FEC12 consists of
RS(15, 13) interleaved three times for 5.12 Gb/s or six times
for 10.24 Gb/s. The code offers the potential to protect up to
156 or 312 bits for three or six times interleaving. However,
due to using a shortened RS code, the number of user bits
protected is only 102 or 206, respectively. The FEC12 can
correct up to 12 or 24 consecutive wrong bits for 5.12 or
10.24 Gb/s. Conversely, the FEC5 consists of an RS(31, 29)
implementation with no interleaving for 5.12 Gb/s or two times
interleaved for 10.24 Gb/s. Similar to the FEC12 case the code
is truncated due to the frame size and the number of protected
bits is 116 or 234. The FEC5 can correct up to five or ten
consecutive wrong bits for 5.12 or 10.24 Gb/s, respectively.
The summary of the frame format and the selected codes are
presented in Table I.

Finally, potential sensitive circuits for long-lasting func-
tional interrupts are the PLL or CDR circuits present in the
transceivers. Although PLL and CDR circuits with digital
architectures [37], [38] are becoming more common, and are
thus amenable to TMR implementations, those circuits cannot
be made fully SEE robust since they still partially rely on
analog circuits, most commonly the oscillator. In the case
of the lpGBT, an analog PLL/CDR is used thus precluding

TABLE I
SPECIFICATIONS FOR DIFFERENT BANDWIDTH CONFIGURATIONS

the use of circuit-wide TMR techniques. The approach was
to search for SEE robust circuit architectures resulting in the
adoption of an LC-voltage-controlled oscillator (VCO) that
has demonstrated to be SEE robust and to have low jitter
performance [12], [13], [39], [40]. Additionally, the TMR of
selected components, like the phase frequency detector [41]
and the feedback divider, was used.

G. Verification

The lpGBT architecture and its implementation were
verified before the submission. A verification environment
based on the universal verification methodology (UVM) was
developed to address the functional verification challenges
arising from the architecture and versatility of the chip [42].
Furthermore, the UVM environment was specifically crafted
to facilitate comprehensive verification of the robustness
against SEE. Verification activities were conducted at various
project stages, ranging from register-transfer level (RTL),
throughout triplicated RTL, and all the way to a timing-
annotated netlist of the design. The lpGBT test suite comprises
a set of heavily randomized top-level tests and several stan-
dalone tests that target specific chip functionality. These tests
simulate typical use cases of the lpGBT during boot-up and
regular actions, mimicking intended use. Additionally, the
suite exercises all recovery mechanisms, including watchdogs
and timeouts, ensuring that the chip consistently returns to
an operational state after prolonged error conditions. The
thorough simulation of SEEs was a major part of the lpGBT
verification effort.

III. EXPERIMENTAL RESULTS

This section presents the experimental methodology and the
various results with emphasis on TID and SEE experiments.

A. Experimental Setup

The lpGBT was manufactured using a commercial 65-nm
six-metal CMOS technology, and the resulting die was
flip-chip assembled in a fine-pitch BGA package. To validate
the chip’s functionality and assess its performance, a special-
ized test setup was created based on an FPGA [43]. In this
setup, a custom mezzanine card connects all the eLinks inter-
faces to an AMD Virtex 7 device, emulating a connection with
a front-end device. A high-speed port interface employs two
pairs of subminiature version A connector (SMA) connected
to two FPGA transceivers. The eClocks and digital interfaces
(general-purpose input/outputs (GPIOs) and I2C mains) are
also interfaced with the FPGA, which provides the necessary
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Fig. 6. Uplink eye diagram at the output of the lpGBT operating
in 10.24-Gb/s mode captured using a Tektronix DPO73304SX real-time
oscilloscope.

Fig. 7. Downlink eye diagram captured with the built-in EOM. The input
electrical signal with an amplitude of 800 mVpp was generated with the FPGA
test system. The lpGBT internal attenuator was bypassed and no channel
equalization was performed.

logic to exercise these functionalities. The analog channels in
the ASIC, which cannot be directly monitored by the FPGA,
are connected to ADCs or DACs. The lpGBT tester firmware is
designed for the AMD Virtex 7 FPGA on the VC707 develop-
ment kit, featuring an Ethernet interface for tester control via
the IPBus protocol [44]. The lpGBT tester has proved effective
in the characterization of the lpGBT ASIC prototypes and in
conducting the SEE and X-ray test campaigns. Furthermore,
it was also used for production testing [45] of the ASIC
(200k devices).

B. Qualification and Characterization

Comprehensive testing of the chip’s functionalities has been
conducted to ensure robust operation and adherence to the
specifications across a range of conditions. Tests were carried
out for the specified power supply voltage range, encompass-
ing variations from −10% to +10% from the nominal value,
and over a temperature range spanning from −20 ◦C to 50 ◦C.
The chosen temperature range reflects the environmental con-
ditions expected in the HEP detectors and experimental halls.

1) Data Transmission: The data transmission capabilities
of the chip were rigorously evaluated across all modes of
operation and no errors were observed. An illustrative elec-
trical eye diagram, for the chip operating at 10.24 Gb/s,
is provided in Fig. 6, demonstrating the chip’s high-speed data
transmission performance.

Correspondingly, the link operation in the downlink direc-
tion is confirmed through the recording of an eye diagram
utilizing the built-in EOM, visually represented in Fig. 7.

2) Power Consumption: The optimization of power con-
sumption stood as one of the primary considerations

throughout the design and implementation of the chip.
Given its highly versatile structure accommodating mul-
timode operation, presenting a single power consumption
figure is challenging. The ASIC power consumption varies
substantially depending on its configuration. In the min-
imal setup (after reset and with all features disabled),
at the nominal power supply voltage of 1.2 V, the power
consumption is approximately 150 mW. For most typical
transceiver configurations, the power consumption is below
300 mW. As an example, an lpGBT working in the transceiver
mode (5G FEC5), with 14 ePortRx enabled at 320 Mb/s,
four ePortTx at 320 Mb/s, four ePortClock at 320 MHz,
and two PSCLKs at 320 MHz consumes 275 mW. In its
maximal configuration, which encompasses the activation of
all features (although unlikely in practical applications), the
power consumption can reach 600 mW.

3) Clock Performance: The clock manager circuit under-
went comprehensive characterization in both PLL and CDR
modes. With a power consumption below 34 mW, the circuit
exhibited integrated jitter (100 Hz–100 MHz) levels of 1.3 and
1.6 ps in PLL and CDR modes, respectively [13], [14], [40].
Simultaneously, the phase-shifter demonstrated full function-
ality, providing adjustable phase shifts with 48.4-ps resolution
for all output frequencies. The phase-shifter’s linearity was
confirmed with integral nonlinearity (INL) below 0.61 LSB
and differential nonlinearity (DNL) below 0.44 LSB [15].

4) Analog Functions: The analog subsystem underwent a
comprehensive characterization to evaluate its performance
across various parameters. The reference voltage generator
circuit produced the specified 1 V consistently across power
supply voltage and temperature ranges. The programmable
gain amplifier demonstrated reliable performance within its
specified range and the ADC showcased excellent linearity,
yielding a static effective number of bits (ENOB) of approxi-
mately 9.6 bits. Both the current and voltage DACs performed
as designed, with INL values staying below 0.5 and 1 LSB for
the current and voltage DACs, respectively. The temperature
sensor exhibited linearity in the range from −20 ◦C to 50 ◦C,
with a measured sensitivity of 2.42 mV ◦C−1. A comprehen-
sive set of results was reported in [8] and [22].

C. SEE Test Results

The SEE tests were conducted at the heavy-ion facil-
ity (HIF) at UCL in Belgium. The beam offered by the facility
is 25 mm in diameter with homogeneity of ±10%, sufficient
for the die size of 4.5 × 4.5 mm. The test campaign consisted
of two phases: an initial phase to make sure that there were
no functional interrupts, with the chip remaining operational
even under the most stringent irradiation conditions; a sec-
ond phase dedicated to determining the cross section (σ )
and threshold LET (LETth) of various functional units in
the ASIC.

To irradiate the lpGBT, the plastic package over-mold was
removed and the die was thinned down to 50 µm which is
below the ion penetration range, allowing the ionization in
the sensitive volume. The irradiation was done through the
back side due to the need to maintain the ASIC in its BGA
package.
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Fig. 8. Individual registers (non-TMR) cross section compared to results
from [31].

The initial phase was run with Krypton (Kr) ions with LET
of 32.4 MeV cm2 mg−1 and the maximum flux provided at
HIF 1.5 × 104 s−1 cm−2. This phase extensively covered the
power-up initialization and the I2C communications with the
ASIC. During that experiment 3 × 103 complete boot cycles
were executed and more than 1 × 107 I2C transactions were
performed across an accumulated fluence of 5 × 107 cm−2.
No errors or functional interrupts were observed, resulting
in a limit cross section of 2 × 10−8 cm2 at an LET of
32.4 MeV cm2 mg−1 for both processes. Throughout the full
duration of the experiment, the lpGBT power consumption
remained stable (no latch-up events were observed).

The next phase of the experiment was dedicated to the
detailed characterization of the ASIC functions. The focus
was on monitoring data transmission errors in both simplex
modes and the transceiver mode using the different available
uplink data rates and FEC codes. To optimize the use of
time in the facility, the ePorts (ePortRx and ePortTx) were
set to operate at a combination of data rates and operation
modes. Moreover, during the experiment, the contents of all
the configuration registers, the power consumption, and the
output clock performance were regularly monitored. No TMR
registers were found to have been corrupted by SEE.

1) ASIC Configuration: The absence of single-event
upsets (SEUs) in the TMR registers confirmed the correct
implementation of the TMR protection. It should be noted,
however, that, as expected, the individual registers forming
TMR register sets were in fact upset during the experiment.
The lpGBT implements a global counter (TMR protected),
which increments each time a TMR correction is made. This
allows monitoring of the correction activity.

That counter was used to acquire statistics on the individual
flip-flops cross section, which is represented in Fig. 8.

As a cross-check, the graph displays also data from a
previous study [31] (gray points and corresponding line
for Weibull fit), which characterized foundry-provided cells,
which closely fits the data acquired during this study.
To establish a reference point for this and the following SEE
graphs, a scaled version of this curve will be used in each case.
The scaling, equivalent number of D flip-flop (DFF) counted,

will be such that the sensitive areas of the two circuits being
compared (lpGBT circuit) and N × DFF are estimated to be
the same.

Due to a low cross section of multiple circuits and the
limited experimental time available at the test facility, it was
impossible to gather sufficient statistics at lower LET. The
limited statistics are reflected in the error bars associated with
all measurement points. For the cases where no events were
observed, the data point is omitted, but an error bar indicating
the upper limit is included. Therefore, the same curve, or a
scaled version of it, is used in the following cross section
graphs as an indication of the anticipated cross section profile.
The parameters of this fit were also used to better constrain
the threshold and the shape of the Weibull fits required for
extrapolation of the results to proton environments.

2) Clock Phase Stability: Previous research had identified
PLL unlocks as a major contributor to prolonged periods of
noncorrectable errors [46]. Given the critical role of the clock-
ing subsystem in ensuring the reliability of data transmission,
emphasis was placed on evaluating its functional radiation
tolerance in both CDR and PLL modes. During the tests,
no occurrences of PLL unlocks (phase or frequency errors
leading to cycle slips) were detected in either operation mode,
even when subjected to ionizing radiation with LET values
as high as 32.4 MeV cm2 mg−1. This validates the effort put
into the SEE-robust implementation of the clock generator.
The value obtained for the limit cross section is below
2.5 × 10−8 and 1.7 × 10−7 cm2 in the CDR and PLL modes,
respectively.

The lpGBT acts at the clock reference for most of the
HL-LHC subdetectors and it was thus important to evaluate
the eClock jitter performance in radiation environments.

It has been observed that, induced by single-event tran-
sient (SET), the phase of the clock or data signals generated
by the lpGBT may experience temporary deviations from
their nominal values, particularly when operating in sim-
plex transmitter mode with an external 40-MHz reference
clock. Ionizing radiation interactions in the lpGBT clock
generator can induce a temporary shift in phase for all out-
put signals, affecting internal and external clocks, as well
as clock-synchronous input and output signals like eLinks.
This phase error was found to accumulate gradually over
a few hundred reference clock periods due to a frequency
error in the on-chip VCO. The worst case accumulated
phase error observed in the heavy-ion experiments is around
400 ps [47], [48]. The lpGBT PLL eventually corrects the
phase error and the phase returns to the lock value. The phase
transients consistently have the same sign, with the on-chip
VCO frequency temporarily increasing relative to the off-chip
reference clock. The characteristics of the phase transients
depend on the particle energy, its LET, and the PLL loop con-
figuration, resulting in a distribution of response amplitudes.
These phase transients are due to SETs in the inductor region
of the LC oscillator, as detailed in [47] and [48].2

2The authors call attention to the fact that the explanation, proposed in the
reference, for the mechanism inducing the phase-shifts was not confirmed by
further investigations. Nonetheless, the observations reported are accurate.
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Fig. 9. Clock glitches cross section for phase-shifter clocks (PCLK) and
eClocks (ECLK).

The phase error buildup is either absent or smaller when
the ASIC operates in the CDR mode, since the CDR loop
bandwidth is much higher, which allows much faster correc-
tion of the stimulated frequency error. Those observations led
to the recommendation of using the lpGBT in the CDR mode
for timing applications. Although the jitter variance is slightly
higher in the CDR mode, the probability of phase deviations
exceeding 50 ps (peak-to-peak) is substantially reduced in the
CDR mode.

Finally, the experiment searched for clock phase glitches
that were defined as phase errors exceeding 100 ps and that
could last for multiple clock cycles. Of the events detected,
all were contained within a single 25-ns clock cycle.

The cross section of the clock glitches is presented in Fig. 9.
The data show that the phase-shifter clocks are more suscep-
tible to SEE than eClocks with only one event being observed
for the eClocks during the entire run. The noticeably higher
cross section observed for the phase-shifter clocks is attributed
to the sensitivity in the full-custom part and the fact that the
highest frequency digital stages of the phase-shifter circuit
are not triplicated [15]. The higher threshold, when compared
with the reference DFF, can be explained by the use of larger
devices (e.g., ELT) in the phase-shifter circuit.

3) Data-Path Errors: As the lpGBT primarily functions as a
data transmission ASIC, it is crucial to assess its susceptibility
to data transmission errors caused by SEEs. Due to the
lpGBT’s architecture, these SEE-induced data transmission
errors can be classified into two categories: correctable and
noncorrectable errors.

Correctable errors are caused by SEEs that occur, for the
transmitter, on the data path after the encoder and do not
exceed the error correction capability of the uplink FEC
code. Similarly for the receiver, these occur in the data path
before the decoder and do not exceed the downlink FEC error
correction capability. Correctable errors do not impair data
transmission resulting in error-free communications. They can,
however, be detected by monitoring the activity of the FEC
decoders.

Noncorrectable errors are caused by SEEs that can occur
anywhere in the data path and either exceed the error

Fig. 10. Receiver and transmitter correctable errors cross sections.

correction capability of the FEC code or occur in the non-TMR
parts of the data path. Examples of blocks with non-TMR
are the very front-end logic of the ePorts and the high-speed
serializer and de-serializer circuits.

The test system allowed to feed or receive data to or
from the lpGBT through the ePorts and the high-speed links.
At any instant, it was possible to compare the received data
to that fed to the lpGBT and thus count the number of errors
occurring during data transmission. The cross section of the
data transmission errors is calculated for each LET as the
observed number of errors divided by the run fluence.

The cross section for correctable errors is collected together
for the transmitter and the receiver in Fig. 10. It should
be noted that the results presented for the transmitter were
obtained in the FEC12 mode. However, the FEC mode
has almost no influence on the results, and, therefore, the
FEC5 results were omitted for clarity. It can be observed
that the cross section for the transmitter at 5.12 Gb/s is
roughly the same as that of the receiver while that of the
transmitter at 10.24 Gb/s is twice as high as the transmitter
at 5.12 Gb/s. This correlates very well with the frame size
and therefore the number of flip-flops used in the serializer
(5.12 and 10.24 Gb/s) and the de-serializer (the de-serializer
uses additional latches to generate a phase shift). The results
confirm that correctable errors originate in the unprotected part
of the high-speed serializer and de-serializer, that is after the
FEC encoder, for the transmitter, and before the FEC decoder
for the receiver.

The cross section for noncorrectable SEE-induced down-
link errors is presented in Fig. 11. All bit errors combined
are marked with squares, per group eLink single-bit errors
are marked with circles, frame corruptions are marked with
triangles and the scaled DFF cross section (from Fig. 8) is
added for reference.

Only two single-bit errors were observed during the full
experimental run, one erroneous bit for each of the two lowest
values of LET out of 16 active channels. In those cases, the
lpGBT was set up to run the eLinks at 160 Mb/s in the mirror
function configuration. In that configuration, pairs of eLinks
are set to transmit the same data. For each single bit error
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Fig. 11. Downlink noncorrectable bit errors cross section.

detected only one eLink in the pair was observed to have
corrupted data. This means that the errors have occurred in the
nontriplicated portion of the ePortTx, that is, the output driver.
No errors have thus been detected on the ePortTx serializers
that are fully TMR protected.

Frame errors are defined as errors that upset multiple
bits in a frame and are detected as multiple eLinks having,
simultaneously, corrupted data. As mentioned before, these
occur when SEEs impact the receiver in a non-TMR part of
the circuit (in this case, the de-serializer) and the disturbance
exceeds the error correction capability of the FEC code. Given
the high LET for which these events were detected (above
15 MeV cm2 mg−1) and the circuit architecture, it is likely
that these are SETs on the clock signals of the de-serializer,
which are not protected by TMR. Only a few events were
detected during the full run of the experiment, resulting in
low statistics.

In a parallel investigation of the downlink sensitivities, the
SEE-induced uplink errors were scrutinized. No statistically
significant difference was detected in the error cross section
between transmitter and transceiver modes. Consequently,
in the subsequent analysis, errors were integrated across all
modes to enhance statistics. The intricacies of the observed
errors, coupled with the presence of multiple modes of
operation (specifically, variations in the uplink data rate), pre-
clude the presentation of a comprehensive total cross section.
Instead, the presentation of a selected set of detailed plots
follows, to capture the diverse manifestations of SEE-induced
errors in the uplink.

The cross section for SEE-induced data errors in the
ePortRxGroup is presented in Fig. 12.

The cross section of single-bit errors for 10.24 Gb/s (green
circles) is roughly twice as large as that for 5.12 Gb/s
(purple squares). Both the choice of FEC code (FEC5/FEC12)
and the transceiver mode (TX/TRX) have no (within the
experimental uncertainty) influence on the cross section. This
points to the single-bit error SEEs occurring in the ePortRx
deserializer block. That is to be contrasted with the downlink
case where no single bit SEE was attributed to the ePortTx.
This observation is consistent with the fact that the data

Fig. 12. ePortRxGroup errors cross section.

Fig. 13. Uplink frame errors cross section.

path ePortTx circuits are implemented using TMR while the
ePortRx are not (due to the higher operation frequency, the
TMR would result in a higher power penalty in the ePortRx
than for the ePortTx). This was a design decision since it
was considered more important to protect the downlink control
and timing data than the physics data sent to the off-detector
systems. Multibit errors (triangles) are errors that occur in
multiple bits associated with the same ePortRx. Their cross
section is approximately ten times lower than that of the
single-bit errors, with a higher threshold. Again, there is no
clear dependency with the FEC code used and they are likely
due to SEEs on the clock buffers within a deserializer block of
ePortRxGroup. It is important to note that no persistent errors
were identified in the data stream, confirming the efficacy of
the implemented SEE mitigation in control state machines.

Another class of uplink errors, presented in Fig. 13, are
frame errors. These errors are flagged when multiple bits
corresponding to multiple ePortRx are detected to be corrupted
simultaneously. These are thought to occur in the high-speed
serializer due to an SET on one of the clocks, leading to
multibit upsets overwhelming the correction capability of the
FEC code. The cross section for these events is minimized
by using large fan-out buffers. Moreover, it should be noted
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TABLE II
SEE ESTIMATES FOR THE HL-LHC ENVIRONMENT

that the clocks originate from the fully triplicated divider and,
therefore, no long-lasting effects are expected. This approach
enabled the optimization for the maximum timing margin
required to account for anticipated TID-induced transconduc-
tance degradation.

4) SEE Estimates for the HL-LHC Environments: The
lpGBT chip will be used across various subdetectors at the
LHC, with the radiation field characteristics—particle types,
energy, and flux—strongly dependent on each subdetector’s
position relative to the interaction point. Due to the optical
component limitations discussed earlier, the lpGBT chips will
not be operated in the innermost detector regions. Nonethe-
less, they will be exposed to significant radiation levels in
many systems. The following analysis addresses the worst
case scenario, exemplified by the CMS Outer Tracker [49].
In this subdetector, during 13-TeV p-p collisions, the inner-
most modules will be exposed to the highest particle fluxes,
potentially reaching 1.6 × 107 cm−2 s−1 for hadrons with
energy exceeding 20 MeV [50]. Given that the SEU rates in
CMS are dominated by such particles, as shown by Huhtinen
and Faccio [25], the SEE rate evaluation adopts the approach
proposed in this work. The estimated SEU cross section per
lpGBT for hadrons above 20 MeV and the corresponding
SEU rate in the hottest region of the detector are summarized
in Table II.

The anticipated operational stability is a key feature of the
lpGBT, with no expected occurrences of resets, configuration
corruptions, or clock generator unlocks in both CDR and PLL
modes. Infrequent glitches are projected, occurring approxi-
mately once every 27 days for the phase-shifter clocks and
every 193 days for the eClocks.

The potential for downlink frame corruption is estimated
to be of the order of one every 145 days. While the data
collected for single-bit errors lacks sufficient information

TABLE III
TID SAMPLES AND RESULTS

for extrapolation, the absence of events at higher LET levels
suggests a cross section below that obtained for frame corrup-
tions. Uplink bit corruptions are expected to be predominantly
influenced by SEUs in the deserializer, with errors anticipated
every several tens of hours, resulting in a bit error ratio of the
order of 1 × 10−14.

The results obtained from the heavy-ion test campaign were
not directly utilized to predict the magnitude and frequency of
phase jumps expected in the clock generator. This decision
was primarily driven by the novelty of the observed effects.
Instead, a dedicated proton campaign was organized to com-
prehensively investigate this phenomenon. Through this proton
experiment, the maximum observed phase excursion remained
below 40 ps, and the corresponding cross section was esti-
mated to be of the order of 1 × 10−13 cm2 as reported in
previous works [47], [48]. This cross section implies that,
on average, one event of such magnitude is expected to occur
once per week per ASIC in the CMS tracker environment,
while events of smaller amplitude will occur more frequently.

D. TID Results

X-ray irradiation was performed on eight samples of the
lpGBT under the conditions summarized in Table III. As dis-
played, irradiation was performed at several die temperatures
and up to several TID doses, followed by different annealing
procedures. The results, which will be discussed next, are
presented for the preproduction devices. Furthermore, ten
devices, randomly selected among the full production series,
were irradiated following the same irradiation procedure with
no significant differences found among the devices.

The results discussed below concentrate on the digital
and data transmission functionality and they either try to
establish a limit for the TID dose the ASIC can sustain while
being fault-free or address a specific HL-LHC experiment
environment. One needs, however, to consider that the TID
degradation of the CMOS process used for lpGBT manufactur-
ing is highly dependent on dose rate, die temperature, and bias
conditions. The large variability of lpGBT use cases (expected
lifetime dose, operational temperature, bias conditions) makes
a thorough qualification of the device virtually impossible.
The investigation conducted by Faccio et al. [28] revealed a
substantial shift in threshold voltage for pMOS transistors
subjected to high-temperature annealing under bias conditions.
Consequently, it is strongly recommended to avoid exposure
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Fig. 14. ASIC power consumption versus TID for various power supply
levels.

of the ASICs developed in this technology, including the
lpGBT, to elevated temperatures under bias after irradiation.

Similar to the heavy-ion irradiation, the plastic package
over-mold was removed exposing the back side of the die.
However, in this case, no thinning of the die was required but
a dose correction factor was applied to account for the die
thickness. An X-ray source at CERN was used operating at
the maximum recommended power with the ASICs irradiated
at the relatively high dose rate of 25 kGy h−1. Constant
monitoring ensured the ASIC’s correct operation during irra-
diation. The chip’s performance, assessed at power supply
voltages ranging from 1.08 to 1.32 V, underwent scrutiny
across approximately 500 metrics per test. These metrics
encompassed vital parameters such as power consumption, bit
error ratio, phase stability, PLL performance, digital functions
and interfaces, e-fuse readout, and characterization of analog
functions. This thorough evaluation provided a comprehensive
understanding of the chip’s behavior under irradiation and
different supply voltages.

1) ASIC Configuration: In all cases, and up to the maximum
dose used, no failures were detected in the configuration
memory (including its checksum verification mechanism), the
EC and IC channels, the I2C interfaces, and the power-up state
machine (chip booting procedure).

However, the e-fuses showed failures which, in some cases,
revealed themselves early on during the irradiation. As a
consequence, the use of the e-fuses to store the lpGBT
configuration is not recommended.

2) Power Consumption: Fig. 14 shows the evolution of the
power consumption with TID at the three test supply voltages.

It can be observed that for all the cases the power consump-
tion decreases with TID. This effect is, however, mild when
compared with the impact the supply voltage has on power
consumption. The decrease in power consumption is consistent
with the degradation of gm that individual transistors are
known to have with TID [29], [30] which, in the lpGBT case,
mostly impacts the power consumption of the digital gates,
I/O drivers, receivers and the CML circuits. This hypothesis
is also coherent with the decrease observed in the oscillation
frequency of the four process monitor ring oscillators included
in the lpGBT.

Fig. 15. (a) VCO tuning range. (b) Automatically selected VCO bank.
(c) eClock0 skew normalized to prerad value versus TID.

3) Clocking: The typical performance of the clocking sys-
tem is illustrated in Fig. 15.

During irradiation, a minor shift in the free-running VCO
frequency was observed. Notably, the VCO tuning range
consistently remained well-centered around the LHC ref-
erence frequency of 40 MHz, ensuring proper PLL lock.
This shift is automatically compensated for by the capaci-
tor bank selection process, occurring automatically at each
power-up [see Fig. 15(b)]. Simultaneously, the stability of
the phase for eClocks was closely monitored, as depicted
in Fig. 15(c). Gradual radiation-induced skew changes were
observed, attributed to clock buffers distributing the signal
across the chip but lying outside the PLL feedback loop. These
gradual changes are expected to be periodically calibrated
in the final experiment. The effectiveness of the proposed
source-switched charge pump [51] was validated, as no abrupt
jumps caused by VCO bank selection were detected during the
experiment.

4) Data Transmission Errors: The data transmission in
both the uplink and downlink directions was meticulously
monitored throughout the experiments. To maximize efficiency
in the facility, the ePorts (ePortRx and ePortTx) were config-
ured to operate at various data rates, coupled with different
phase selection modes per ePortRx. The first instances of
data transmission errors in the uplink were identified at a
low power supply voltage of 1.08 V. At moderately ele-
vated temperatures (around 0 ◦C), exceeding those expected
in radiation-challenging environments like trackers, errors
manifested at approximately 3.2 MGy (refer to Table III).
Notably, at the nominal power supply voltage of 1.2 V, errors
were observed over 1 MGy later. The chips irradiated at
higher temperatures exhibited earlier failures, aligning with the
transistor-level characterization findings [29]. Chips operating
at lower data rates (5.12 Gb/s) tolerated higher doses than
those at higher rates (10.24 Gb/s). No significant disparities
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were observed between FEC5 and FEC12 modes or PLL and
CDR modes. Importantly, in none of the experiments were any
data transmission errors detected in the downlink direction.

5) Analog Functions: Comprehensive monitoring of all
analog blocks was conducted throughout the irradiation pro-
cess. Detailed results regarding the irradiation of analog
functions have been extensively discussed in prior publica-
tions [8], [22] and will not be reiterated here for brevity.
For completeness, it is noteworthy that the radiation-induced
reference voltage shift remains below 18 mV (1.8%) across all
irradiation samples. The ADC and DACs maintained full func-
tionality, with most characteristic changes directly attributable
to the aforementioned reference voltage shift. However,
the temperature sensor exhibited heightened sensitivity to
radiation, rendering it unreliable for its intended purpose—
monitoring the ASIC’s operating temperature. Consequently,
its usage is recommended solely for detecting transient or
trends in temperature changes induced, for instance, by a
malfunction in the cooling system.

IV. CONCLUSION

In this work, the lpGBT, a low-power radiation-hard multi-
purpose high-speed transceiver ASIC for HEP experiments,
was presented together with the analysis of the data col-
lected during the qualifying irradiation test campaigns. The
experimental data were further used to estimate the expected
upset rates in the CMS tracker operating at HL-LHC. The
absence of configuration upsets and PLL unlock events during
testing, alongside the projected low bit error rate for the
considered HEP detector environments, validate the strategies
implemented for SEE mitigation.

The TID tolerance of the device, based on the experimental
data, is estimated to be 2 MGy and exceeds the design target
(1 MGy). Approximately 270,000 devices have now been
produced and will be installed in HL-LHC detector systems,
scheduled to take place between 2026 and 2028 at CERN.
Quality control of the radiation-hardness of the production
devices was done on a sample basis by running TID tests
on samples extracted from each wafer lot.

The lpGBT is primarily a communications ASIC but also
incorporates analog and digital functions targeted at probing
the detector environment and enabling experiment control.
Because of its versatility, it has become a fundamental building
block in the construction of all HL-LHC detectors.
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