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Abstract— Understanding and detecting smoke effectively is
crucial in emergency scenarios where traditional optical methods
may fail. This article investigates the definition of smoke and its
characterization from an electromagnetic perspective, focusing
particularly on the use of frequency-modulated continuous wave
(FMCW) radar sensors operating in the millimeter-wave range.
We explore the influence of both laminar and turbulent smoke
flows on the measurement accuracy. Our study is grounded in
dielectric models in the millimeter-wave spectrum, demonstrating
that the dielectric properties of smoke exhibit minimal variations.
Consequently, we use phase-based radar signal processing to
detect these subtle changes. Unlike previous studies that primarily
evaluate sensor performance, this article aims to use the minimal
impact on the measured signal to characterize different smoke
scenarios comprehensively. Our findings demonstrate that radar
sensors can provide valuable insights into smoke properties and
are suitable to extend material model for millimeter-wave fre-
quencies, enhancing situational awareness and response strategies
in smoke-obscured environments.

Index Terms— Combustion, frequency-modulated continuous
wave (FMCW), gas permittivity, radar measurements, smoke
meteorology, W -band.

I. INTRODUCTION

F IRE detection technologies have seen significant advance-
ments, yet the development of effective fire detection

systems remains a critical research and industrial topic due
to false alarms. A major challenge in fire detection is the
diverse range of environments and conditions where fires
can occur, such as residential buildings, industrial plants,
forests, or public buildings. This diversity makes it difficult
to develop a universal system effective in all scenarios. Con-
sequently, research focuses on creating innovative approaches
and technologies to enhance fire detection versatility and
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effectiveness. This includes early detection of potentially
dangerous situations while minimizing false alarms through
the integration of sensors, artificial intelligence, and machine
learning. Traditional smoke detectors typically use optical
sensors to detect airborne smoke particles, resulting in the
activation of an alarm when smoke particles in a certain
amount are detected. But they are prone to false alarms.
Collecting statistics on the false alarm rate of smoke detectors
is difficult, as the definition of a false alarm varies from
country to country. Generally, it is observed that in many
countries, such as Germany, Switzerland, and Sweden, false
alarm rates exceed 90%. This includes manual activation for
both good and malicious reasons. In Sweden, detailed statistics
on false alarms reveal that 20% of the false alarm were
triggered by smoke during cooking, over 6% by water vapor,
and for over 30% the reason for activation is not known [1].
Therefore, in areas with high levels of dust or humidity,
heat detectors are used that respond to an increase in room
temperature. Video-based fire detection [2] is another method,
although it may not be suitable for private households, due
to privacy concerns. If a fire needs to be extinguished in a
public place, a combination of a video surveillance system and
an infrared camera can be used to locate people or animals
and determine the temperature of the fire. However, studies
have shown that hot smoke formations make it difficult to
detect people, as the different temperatures of the smoke and
the individuals cannot be distinguished from each other [3].
This makes it difficult to obtain information about what is
happening behind the smoke. Successful firefighting requires
the protection of not only the public but also the emergency
services. For this reason, there is growing interest in the use of
reconnaissance units such as drones or robots [4]. Ideally, they
should be able to perform imaging, material characterization,
and vital signs’ detection without losing their orientation.
The successful development of such applications requires a
combination of different sensors for redundancy and diversity.
In particular, radar sensors are outstanding: when laser- and
video-based orientation systems fail in smoke environments,
radar sensors are still capable of determining the distance
to objects without notable performance degradation in harsh
environments [5], [6]. Advances in research show that radar
sensors are not only ideal for orientation but can also be
used for imaging [7], material characterization [8], [9], [10],
and life-sign detection [11]. However, the presence of smoke
plumes causes a change in the dielectric properties of the
measurement path, which affects the measurement signal. For
the overall quality and functionality of a radar sensor, the
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impact of smoke must be analyzed. As mentioned earlier
in [5] and [6], the studies [12] and [13] show that it is
possible to determine distance through fire and smoke using
millimeter-wave radar sensors. However, when switching to a
phase-based signal processing approach, there is a significant
change in the measured phase over time. These changes can
be crucial for imaging or life-sign detection. This work is an
extension on our research in [13] and attempts to improve
the understanding of the interaction between electromagnetic
waves and smoke. Therefore, smoke is described by its dielec-
tric characteristics, which is defined by a gas–particle mixture.
Hence, the changing gas state and the airborne particles must
be considered separately. The next step was the extraction of
the dielectric properties of the surrounding air mixture change
during a fire. This knowledge is then combined with the
upcoming particles of the incomplete combustion. Finally, the
additional effect of temperature on the gases was simulated.
To ensure repeatable and controllable measurements, these
were conducted in a laboratory designed in accordance with
the European Standard EN54-7. It allows for the measurement
of well-defined laminar smoke in the smoke duct and to
ignite controlled fires in a large-scale laboratory to measure
smoke plumes with a turbulent flow profile. Three different
measurement scenarios are considered here.

1) Laminar flow measurements in a smoke duct.
2) Smoke generator in an open room for turbulent flow

measurements.
3) Test fires (TFs) in a fire detection laboratory for smoke

measurements as realistic scenario.
With these three measurement scenarios, precise measure-

ments of the dielectric properties of the smoke can be made in
the smoke duct using frequency-modulated continuous-wave
(FMCW) radar sensors. To better simulate a real-life scenario
where smoke behaves unpredictably, a smoke generator is used
in an open room. Through the observation of different TFs, the
turbulent flow behavior of the ascending smoke can be mea-
sured over time by phase-based radar measurements. Although
the radar sensor measures the rising smoke clearly above the
ignited fire, the measured phase pattern over time can be used
to draw conclusions about the combustion behavior of the fire.
In summary, this article aims to provide a better understanding
of the interactions between smoke and electromagnetic waves
and how modern radar technologies can contribute to improve
smoke detection and combustion characterization. This article
is structured as follows, Section II describes the primary
mechanisms governing the dielectric properties of smoke and
their effect on radar signals. Section III provides a brief
overview of standardized laboratory setups and smoke charac-
teristics. Then, in Section IV, measurements are presented and
discussed. Finally, Section V provides concluding remarks.

II. DIELECTRIC PROPERTIES OF SMOKE

To understand the influence of smoke on electromagnetic
signals and to determine its dielectric properties, it is essential
to define smoke. Smoke is a suspension of airborne particu-
lates, such as aerosols or fine dust, and gases emitted when
material undergoes combustion or pyrolysis, together with the
surrounding air that becomes mixed into the upcoming gases.
It is apparent that describing smoke from an electromagnetic
point of view is not an easy undertaking. It is a multiphysical

process, which has various chemical components, elements of
different aggregate states, and a strong change in temperature.
However, to enable a dielectric characterization of smoke,
the complex medium of smoke is reduced to three main
aspects [14]:

1) the gas mixtures;
2) the particulates;
3) the temperature.
An all-encompassing dielectric model for smoke is difficult

to establish. Therefore, a combination of two models is used
in this work. First, the gas is considered separately and
described using the Debey equation. This model considers the
polarizability and dipole moments of the various molecules
in the gas mixture and uses these to calculate the relative
permittivity. However, this consideration is not sufficient,
as the influence of the particulates was neglected. Therefore,
electromagnetic mixing formulas are used, which define a
homogeneous surrounding material in which homogeneously
distributed spherical inclusions are located. In the case of
smoke, this means that the surrounding material is the gaseous
mixture and the particulates are the inclusions in the gaseous
mixture. The aspect of changing temperature is taken up and
explained in Section II-C.

A. Dielectric Properties of Gases at mmWave Frequencies

The propagation of electromagnetic waves is significantly
influenced by the relative permittivity of the medium through
which they propagate. The focus here is on the gas mix-
ture defined by air and gases created by the combustion,
which have a significant influence on the composition of
the surrounding medium. The interaction of electromagnetic
waves with materials can be described by numerous physical
phenomena. These mechanisms are indistinguishable from a
macroscopic point of view. Therefore, the relative permittivity
εr is used as a measure to describe these effects. In addition
to the relative permittivity, the refractive index n is used for
the dielectric analysis of gases. Theoretically, the wavelength
dependence of the refractive index can be determined via the
electrical susceptibility. As the relative permittivity is also
directly linked to the electrical susceptibility, a correlation can
be drawn with the refractive index

n =
√

εrµr (1)

with µr describing the relative permeability of materials.
In this context, µr = 1 is set, as no magnetizable gases are
considered. The refractive index of gases is generally very low.
Therefore, the refractivity N is generally used for gases

N = (n − 1) · 106. (2)

As already mentioned, the relative permittivity and thus also
the refractive index are a macroscopic description of various
polarization mechanisms [15]. From a microscopic point of
view, these occur at different frequencies to varying extents.

1) Electronic polarization, which involves the displacement
of electron clouds, is significant in the optical and
ultraviolet (UV) regions.

2) Ionic polarization, which involves the displacement of
positive and negative ions, is significant in the infrared
range.
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3) Orientation polarization, which involves the alignment
of permanent dipoles, is significant in the microwave
and lower frequency ranges.

If all the contributors are taken into account by their respective
polarizability α and added together, the refractive index can
be calculated using the so-called Debye equation [16]

n2
− 1

n2 + 2
=

εr − 1
εr + 2

=
ρ

3ε0
· (αori + αion + αele) (3)

with ρ describing the number of particles, ε0 the dielectric
constant of free space, αori the orientation polarization, αion the
ionic polarization, and αele the electronic polarization. In the
context of gases, this can be simplified to

n2
− 1 =

ρ

3ε0
· (αori + αdis). (4)

Since only temperature-dependent dipole interactions occur
in the mmWave range, only αori contributes to the refractive
index as a frequency-dependent component. The application of
molecular spectroscopic information enables the determination
of the refractive index ndp caused by the dipole interaction with
electromagnetic radiation

ndp = 1 + 2c0ρ ·

∑
j

M j

ω2
j − ω2

· fL (5)

where M j indicates the intensity of the j th spectral line of
the gas under consideration. The corresponding resonance
frequency ω j marks the transition between the rotational
energy levels and ω describing the used frequency of the elec-
tromagnetic wave. The molecular spectroscopic information
such as M j , ω j or fL can be obtained from the HITRAN [17]
database for various molecules. Under atmospheric conditions,
a Lorentzian line shape can be assumed for the course of
the refractive index. For mmWave frequencies, a van Vleck–
Weisskopf [18] line shape is advantageous

fL = 1 −
1ω2

jω

8ω2
j

 ω j + ω(
ω j − ω

)2
+

1ω2
j

4

−
ω j − ω(

ω j + ω
)2

+
1ω2

j

4


(6)

with 1ω j describing the half-width of the respective resonance
line. The total refractive index ntot can now be calculated as
follows:

ntot(ω) = 1 + (n − 1) + (ndp(ω) − 1). (7)

The total effective refractive index ntot,eff of a mixture of
different materials can be adequately described by the sum
of the refractive indices ntot,k of the constituents, weighted by
their volume fraction ζk [19]

n2
tot,eff(ω) − 1

n2
tot,eff(ω) + 2

=

∑
k

ζk
n2

tot,k(ω) − 1

n2
tot,k(ω) + 2

. (8)

In Fig. 1, the frequency dependence of the refractive index
can be seen using the example of three molecules. The values
for spectral line intensity and spectral line width were modified
to align with the temperature and pressure conditions of the
controlled room fire as presented in [20]. First, it shows the
polar components of air, oxygen (O2), and water vapor (H2O),
which exhibit different resonance lines at different frequencies.

Fig. 1. Simulation of the frequency-dependent refractivities for 325 Pa and
20 ◦C of (a) water vapor, (b) oxygen, (c) nitrogen, and (d) humid air in a
volume fraction like in Table I.

TABLE I
CALCULATED REFRACTIVITIES OF VARIOUS GASES AND SIMULATED

REFRACTIVITIES FOR DIFFERENT GAS MIXTURES

Second, it shows the nonpolar molecule nitrogen (N2), which
is almost constant over the entire simulated frequency. The
other components of the air mixtures such as argon (Ar) and
carbon dioxide (CO2) are also nonpolar and have a similar
frequency curve. Finally, the refractive index of humid air was
calculated, which has resonance lines at similar positions due
to the available polar elements O2 and H2O. A summary of
the volume fractions of dry air and humid air can be found in
Table I. It can be clearly observed that at a relative humidity
of 50%, the absolute amount of water vapor in the air is just
under 1%. However, in terms of the refractivity of air, the
percentage of water vapor is almost 20%.

The influence of combustion on the ambient air mixture will
now be discussed in more detail. From a chemical perspective,
combustion is an exothermic redox reaction in which a fuel is
oxidized by an oxidizing agent, usually atmospheric oxygen.
The reaction products are typically gaseous, but incomplete
combustion can result in aerosols and particulates. To under-
stand how the gas mixture can change during combustion,
the refractivity of a controlled room fire described in [20]
is calculated in Table II. Under controlled conditions, gas
concentrations were measured under the ceiling of a fully
equipped room. In total, 22 different gases and substances
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TABLE II
GAS CONCENTRATIONS DURING A CONTROLLED ROOM FIRE ACCORDING

TO [20] AND THE RESULTING REFRACTIVITY

Fig. 2. Simulated refractivity of a controlled room fire according to [20] for
different refractivity values for the remaining gases.

were measured. However, it turned out that the greatest change
in gas concentration was in O2, CO2 and carbon monox-
ide (CO). These are the main elements of the redox reaction.
Table II summarizes the time profile of the changing concen-
tration of O2, CO2, and CO and the combined concentration of
the 19 other gases measured. These are referred as “remaining
gases” below.

In basic terminology, O2 in the surrounding air is con-
sumed and CO2 is produced. In addition, starting from the
12th minute, other reaction products such as CO, methane,
ethylene, and other inorganic gases begin to form. For the
remaining gases, it is difficult to give an exact indication
of the refractivity, which is why three different values were
assumed for these as examples in Fig. 2. Approximately
one-third of the remaining gases consist of the 19 gases
listed in the source [20], while two-thirds are unknown.
A key aspect of combustion is the production of water vapor,
which is a common byproduct of the oxidation process.
Although the exact volume fraction of water vapor was
not measured, it is reasonable to assume that its proportion
increases during the combustion process. In the context of
Table II, the increased volume fraction of water vapor caused
by combustion is represented as part of the “remaining gases”
category. To address the uncertainty in the exact water vapor
concentration, we assumed three different refractivity values
(N = 1000, 2000, and 3000) for the remaining gases in Fig. 2
to illustrate the potential impact on the overall refractivity.
While the table shows a constant 1.15% for water vapor,
this value should be interpreted as a baseline or minimum
concentration, acknowledging that the true value might be
higher due to the combustion process. The aim here is not to
calculate an exact permittivity but to indicate trends. Literature
values show that ethane has a refractivity value of N = 712

[21] and acetylene has a value of N = 879 [21], supporting
the plausibility of these assumed values. It is clear that the
change in gas chemistry plays an important role in the change
in relative permittivity. However, the increasing temperatures
caused by the fire have not yet been addressed. These are
explained in Section II-C.

B. Dielectric Properties of Gas and Particulates
So far, pure gas permittivities have been considered and the

Debye model was sufficient enough. However, since smoke
is a gas–particle mixture, another model must be found.
Studies such as [22], [23] and [24] show that dielectric
mixture formulas represent this scenario very well. The aim
of mixing theory is to homogenize the refractive index of gas
or gas–solid mixtures as a macroscopic parameter, so that
more complicated microscopic description of individual dis-
tributions can be omitted. Sihvola [25] compiled a variety of
mixing equations for diverse applications. However, most of
these equations assume that particles of a secondary material
are embedded within a surrounding material. The following
considerations will be based on the so-called universal mixing
rule, which is expressed as follows:

neff − ne

neff +2ne + ν(neff − ne)
=

ζ · (ni − ne)

ni +2ne + ν(neff − ne)
. (9)

In (9), the parameters ne and ni represent the refractive
index of the surrounding material and the refractive index
of the inclusions, respectively. In addition, ζ denotes the
volume fraction of the inclusion material, while ν is a selection
parameter that defines various mixing models. Nevertheless,
the model has some limitations. It assumes that the wavelength
of the emitted electromagnetic wave is significantly greater
than the diameter of the particles, allowing the size and shape
of the individual particles to be neglected, as these do not
influence the electromagnetic fields. To define the parameters
of ν more precisely, for the homogenization of the smoke, the
flying particles are defined as the inclusions, which in turn
are enclosed by the gas just determined in Section II-A. With
this a piroi information, ν = 0 can be set. This results in
the Maxwell–Garnett mixing formula from the general mixing
formula, which results in neff to

neff = ne +
3 · ζ · ne · (ni − ne)

ni + 2 · ne − ζ(ni − ne)
. (10)

C. Temperature Dependence
The data in the HITRAN database were recorded for the ref-

erence temperature T = 296 K and a pressure of 101 325 Pa.
So that the data can also be used for scenarios beyond the
standard parameters, and the spectral line intensity M j and
the half-width of the resonance line 1ω j of the spectral lines
must be adapted to the new temperature and the new pressure.
M j can be adjusted using the following expression [17]:

M j = M j (Tref) ·
Q(Tref)

Q(T )
·

e
−c2 E ′′

T

e
−c2 E ′′

Tref

·
1 − e

−c2ω j
T

1 − e
−c2ω j

Tref

(11)

where Tref is the reference temperature of the database, Q is
the total partition sum, E ′′ is the energy of the lower state,
and c2 is the second radiation constant, which represents the
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Fig. 3. Simulation of the frequency- and temperature-dependent refractivities
of (a) nitrogen and (b) oxygen, all components are simulated for 101 325 Pa
at temperatures of 20 ◦C, 50 ◦C, and 100 ◦C.

relationship between Plank’s constant h, the speed of light c0,
and the Boltzmann constant kB

c2 = hc0/kB = 1.43877cmK. (12)

As before, these parameters can also be taken from the
HITRAN database. The scaling from room temperature to
higher temperatures is sufficiently accurate to estimate the
line intensity at higher temperatures. If temperatures of
over 1000 K are reached, the HITEMP [26] data should
be used. Because in case of excessively high temperatures,
there may be significantly more spectral lines, which can be
explained by an excited state of the molecules.

1ω j is not only temperature-dependent, but also pressure-
dependent. For a gas that is exposed to an ambient pressure
of p and a temperature T and has a partial pressure ppartial,
1ω j is scaled using the following equation:

1ω j (p, T ) =

(
Tref

T

)nair

(1ω j,air(pref, Tref)(p − pi,partial)

+ 1ω j (pref, Tref)pi,partial). (13)

In addition, the air-broadened half-intensity width
1ω j,air is required, which takes into account the influence
of air molecules on the width of the spectral line. The
temperature dependence of this half-width is described by the
coefficient nair.

To understand how temperature affects the refraction of gas,
the air components nitrogen and oxygen from Section II-A
were selected. The temperature was first increased to 50 ◦C
and then to 100 ◦C. As shown in (11) and (13), the intensity
and half-width of the spectral resonance lines change with
temperature. In addition, the ideal gas law, which describes
the behavior of ideal gases under varying conditions, must be
considered

p · V = ρ · R · T (14)

where V represents the volume, ρ is the number of particles,
and R corresponds to the universal gas constant. Applying this
to our case, the heat from the exothermic reaction causes the
gases to rise and expand. However, since this is not a closed
system, the existing pressure remains the same. As a result,
there are significantly fewer molecules in the volume under
consideration, leading to a decrease in the refractivity of the
gases. This can be observed for individual components such
as O2 and N2 in Fig. 3.

In the case of humid air, with a relative humidity of 50%,
there is an increase in refractivity. The ideal gas law also

Fig. 4. Simulation of the frequency- and temperature-dependent refractivities
of (a) water vapor and (b) humid air like given in Table I, all components are
simulated for 101 325 Pa at temperatures of 20 ◦C, 50 ◦C, and 100 ◦C, and
the resulting different gas fractions.

applies in this case, resulting in a decrease in density of
the gas. However, as the temperature rises, the proportion of
humidity increases. This phenomenon can be attributed to the
rising concentration of water in the air mixture. As the tem-
perature rises, the water vapor saturation pressure increases,
thereby enhancing the capacity of the air to absorb water
vapor. At a temperature of 20 ◦C, the ambient air can absorb
a maximum of 2.31% water at 101 325 Pa. However, as the
temperature rises to 50 ◦C, the maximum amount of water
vapor in the air increases to 12%. As the proportion of water
vapor increases, the reduction in refractivity caused by the gas
becoming less dense is reversed. As water vapor is the primary
contributor to the refractive index, the refractive index of
humid air increases considerably, as can be seen in Fig. 4. The
studies conducted by [27] validate the model by measuring the
air for various humidity and temperature values in the W -band
and comparing the results. As previously discussed, a portion
of the product of exothermic reactions is water, which can be
absorbed significantly more readily when the environment is
heated, thereby increasing the refractivity in the event of a fire.

III. SETUP

A. Radar-Sensor

We are using a noncommercial monostatic radar sensor
from the Ruhr University Bochum. It operates in the fre-
quency range from 70 to 90 GHz [28], [29] and it achieves
a ranges resolution of 7.5 mm. It has an integrated high-
frequency voltage-controlled oscillator (VCO), stabilized by
a high-precision external crystal reference source with a
high-precision phase locked loop. In the used monolithic
microwave integrated circuit (MMIC), the signal is fed to a
microstrip line via bonding wires, and then a coupling through
the substrate passes the signal into a rectangular waveguide.
After passing the waveguide, the signal was coupled into
a dielectric lens antenna made from polytetrafluoroethylene
(PTFE), shown in Fig. 5. The antenna excites plane wave
fronts and possesses an 3-dB opening angle of 5.5◦–6◦ in
the e-plane and the h-plane, respectively, and has a gain of
31 dBi [30]. In our monostatic setup, it is used as trans-
mitting and receiving antenna. All the properties are listed
in Table III.

The evaluation of the radar signals can be done in two ways.
The intermediate frequency signal of the received downmixed
signal at the output of the sensor can be determined either via
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Fig. 5. Side and front views of the radar sensor with fixture and dielectric
lens antenna.

TABLE III
CHARACTERISTICS OF RADAR SENSOR AND ANTENNA

the intermediate frequency fIF or via the resulting phase φIF.

fIF(τ ) =
B

Tramp
τ (15)

φIF(τ ) = 2π fminτ. (16)

Here, fmin is the start frequency of the emitted frequency
ramp, B is the bandwidth of the system, and Tramp is the
ramp duration and the time of flight (TOF), also known as
the round-trip time of the emitted signal, τ = 2Rtarget/cm,
with cm the speed of light in a specific medium and Rtarget
the distance of an object that can be determined. The reason
for higher accuracy of the phase evaluation is illustrated by
the Cramer–Rao lower bound (CRLB). The CRLB represents
the lower limit of the variance of a mean-free estimator. The
mean value becomes smaller the closer the estimator comes to
the CRLB. A In short, however, the accuracy of phase-based
signal processing depends on the starting frequency and not
the bandwidth of the system. In absolute values, a high start
frequency is much easier to achieve in terms of hardware
than a high bandwidth. As a result, the phase-based approach
allows a significantly more sensitive measurement approach,
which can measure the smallest dielectric changes on the
measurement path. A purely phase-based signal processing
results in a very small unambiguity range at a high start
frequency. Therefore, a combined signal processing consisting
of frequency-based and phase-based signal processing is used.
The frequency-based part limits the unambiguity range and
also allows measuring at a large distance. In the second
step, this unambiguity range is used to apply the phase-based
algorithm to measure the small changes in the measurement

Fig. 6. Change in phase in degrees as a function of the change in refractivity
over a measuring distance of 0.4 m.

path. An exact description of the derivation and implementa-
tion of the signal processing can be found in [32] and [33].
According to the measurement concept, a measurement is
first carried out against a fixed target, without smoke on the
measuring path. In signal processing, the phase φair of the fixed
target is evaluated as reference. In the second step, smoke
occurs in the measurement path. The relative permittivity
is the refractive index of the air on the measuring section
changes and thus also the evaluated phase of the solid target
φsmoke. By comparing the two measurements and calculating
the difference between the two measurement scenarios, it is
possible to calculate how much the dielectric properties of the
measurement section changed. With the phase difference 1φ

and the known measurement path Rfire, it can be calculated as

1φ = 360◦
fmin

c0
· (nair − nsmoke) · 2Rfire. (17)

If the difference between the two refractive indices is now
combined to 1n, the change in the refractive index can now
be determined via the phase difference

1n =
1φ · c0

360◦ · fmin · 2Rfire
. (18)

In Fig. 6, the difference in the refractive index 1n was
changed from 0.0000001 to 0.000001 or in terms of the
refractivity 1R = 1. This corresponds to a change in
a pretty early stage of the room in [20]. This means that a
change in the refractivity with 1R = 1 would result in a
phase difference of 0.78◦. A change of 0.5◦ in the measured
phase corresponds to a change in the refractive index of
0.0000065 over a measurement distance of 1 m. Investigations
in [12] show that the standard deviation (STD) of the radar
used here is significantly lower, thus enabling measurements
within the range of 0.5◦. This allows for the detection of smoke
development at its earliest stages and provides insights into the
nature of the fire based on how the phase changes over time.

B. Fire Detection Laboratory
1) Laminar Flow Measurements in a Smoke Duct: In

this scenario, well-defined laminar smoke is generated in a
controlled smoke duct environment. This setup allows for
precise measurement of the dielectric properties of smoke
using FMCW radar sensors. The controlled nature of the
laminar flow ensures consistent and repeatable conditions,
providing reliable data on how smoke affects radar signal
propagation. “EN 54 Fire detection and fire alarm systems” is
a series of European standards covering product standards and
application guidelines for fire detection, fire alarm, and voice
alarm systems. Standard EN54-7 specifies the properties for a
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smoke duct and different kinds of test fire to ensure repeatable
and reproducible measurements for testing point-type smoke
detectors. For the purpose of this work, we used the smoke
duct of the Heinz–Luck fire detection laboratory at the Uni-
versity of Duisburg-Essen, Germany. The smoke duct must
contain a working space in which the air temperature and air
flow correspond to the required test conditions. Essentially,
a laminar air flow with the required velocities of 0.2 or
1 m/s must be achieved. The turbulent air flow of the fan
is guided through an air rectifier to approximate a laminar
flow. To ensure an increasing aerosol density, a closed-circuit
setup was constructed. The flow area of the duct measures
0.4 × 0.4 m. To determine the increasing aerosol density,
an extinction measuring device MIREX, according to EN5-7,
is used in the working chamber [34]. The system operates
by emitting infrared light, which is then directed across a
distance of 2 m and reflected by a mirror. Subsequently, the
system receives and measures the light extinction at a localized
position, covering a width of 1 m. The MIREX system has
been developed for the purpose of evaluating the efficacy of
smoke detectors under a variety of controlled circumstances.
As a consequence, it represents an exacting standard against
which the performance of new sensors for smoke detection
technologies can be assessed. At the same time, a PT100
resistor is used to determine the working operating temper-
ature in the working chamber. An illustration of the entire
smoke duct and the inlet for the aerosol generator can be
found in Fig. 7. A paraffin oil aerosol generator from Lorenz
(AGW-R/BM VI) is used for aerosol production. This gener-
ator can adjust the concentration, the output volume flow, and
the particle size distribution. The radar sensor was placed at
the lower part of the duct. The measuring path passes through a
hole in the metal wall. This hole was covered with a Styrofoam
plate to protect the antenna from the smoke. The total length of
the measuring path is 45 cm. The opposite metal wall serves as
a fixed target. When aligning the radar sensor, it was ensured
that the maximum reflection strength was measured at the wall.

2) Smoke Generator in an Open Room for Turbulent Flow
Measurements: This setup involves using a smoke generator
in an open room to create turbulent smoke flow. The turbulent
flow profile better simulates real-life scenarios where smoke
behaves unpredictably. Phase-based radar measurements are
used to observe the behavior of the ascending smoke over
time, offering insights into the complex interactions between
turbulent smoke and electromagnetic waves.

3) TFs in a Fire Detection Laboratory for Smoke Mea-
surements as a Realistic Scenario: Two TFs are ignited in
a fire detection laboratory to study smoke in conditions that
closely mimic actual fire events. The radar sensor measures
the rising smoke above the fire, and the phase pattern over
time is analyzed to draw conclusions about the combustion
behavior of the fire. The TFs for turbulent flow measure-
ments were performed in a fire test room with a floor area
of 10.5 × 9.0 m and two adjacent observation rooms in which
the radar sensor was positioned in front of a dielectric window.
The ceiling of the fire test room is height-adjustable via a
spindle lifting gear and allows the room height to be set from
2.90 to 6.60 m. For this test, the ceiling was moved to a height
of 5.65 m. The fire was lit in the middle of the room. Two TFs
were ignited: TF4, in which plyurethane foam was burned,

Fig. 7. (a) Frontal view of the smoke duct. (b) Top view of the positioning
unit of the aerosol generator. (c) Feed-through of the positioning unit of the
generator.

and TF5, in which liquid n-heptane was ignited. A detailed
overview of the fire tests can be found in [12] and [13].
The TF4 and TF5 were chosen because they were open fires
with strong flame development. At the same time, both fires
produce smoke, although to different degrees. The large flame
development guarantees a turbulent thermal behavior of the air,
and at the same time it can be investigated how different strong
smoke development behaves on the measurements. The current
European standard EN54 (Part 7) provides all information
for TF4 and TF5. In all test scenarios, the fire material
was positioned centrally, approximately 45 cm above the
ground. When necessary, it was contained within designated
containers. To collect comprehensive data as a well-known
reference for these tests, we used a well-established MIREX
measurement system [34]. As a further reference parameter,
we have determined the temperature via a PT1000 measuring
resistor. The MIREX system and the PT1000 resistor are
positioned at a radius of 3 m around the fire. They are located
directly below the ceiling; more precisely, the MIREX system
is located 10 cm below the ceiling and the PT1000 resistor
is located just under 2 cm below the ceiling. From the radar
sensor’s point of view, the fire is directly in front of the radar.
The other two sensors are located approximately 1.9 m to the
left of the radar.

C. MIREX
The well-established MIREX measurement system operates

by emitting infrared light, which is then directed across a
distance of 2 m in the test fire laboratory and over 0.4 m
in the smoke duct, and then reflected by a mirror. Subse-
quently, the system receives and measures the light extinction
coefficient mext

mext =
10
l

· log10

(
I0

Ie

)
(19)

where mext is a function of the measurement length l, I0 is
the incident laser intensity measured prior to the introduction
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of the smoke flow into the duct, and Ir is the transmitted laser
intensity

Ir = I0 · e−σextl . (20)

The laser intensity Ir during the smoke measurements depends
on the number of particles ρ and the extinction coefficient σext

σext = ρ · cext. (21)

Here, cext is the cross section of the particles. Since the
diameter of the particles is in the same order of magnitude
as the wavelength of the laser, cext can be calculated using the
Mie solution [35]. Now (19) and (20) can be used to determine
the number of particles ρ in the smoke

ρ =
ln(10)

10
·

mext

cext
. (22)

Assuming spherical particles and knowing that the particle
size can be set using an adjustable aerosol generator, the Mie
scattering of the particles for the wavelength of 900 nm can be
determined using a custom-written simulation program [36].
For instance, if the measured value mext increases to 1dB/m,
it results in a number of 273046710 319 /m3 particles with
a particle diameter of 0.70295 µm, which corresponds to a
volume fraction of 0.04966 ppm.

IV. RESULTS

A. Laminar Flow Measurements
This section provides an explanation of the measurement

results obtained during the smoke duct experiment. For this
purpose, the fan was set to a speed of 0.2 m/s and the standard
particle size distribution was set. The smoke density was
increased linearly over 550 s, reaching a maximum particle
volume fraction of 0.46512 ppm. The particle density value
was measured with the MIREX at a measurement frequency
of 48 Hz. The particle density can be deduced from the
absorbed strength of the signal. Fig. 8 shows the absorption
strength in dB/m. Over the same period, 40 000 measurement
ramps of the radar sensor were emitted and received at a
measurement frequency of 100 Hz. In each measurement, the
distance to the fixed target was determined and the correspond-
ing phase was calculated.

Fig. 8 shows the determined phase values over time. The
diagram is divided into two scenarios: the first 5000 mea-
surements were taken before the generator was switched on,
where the phase values were stable at 162.25◦, with an STD
of 0.0585◦. The next 40 000 measurements were taken while
the generator was on, showing that the phase increased with
the density, but the phase fluctuations did not increase. This
indicates that the laminar gas flow in the smoke duct showed
no significant fluctuations in density, maintaining a consistent
phase measurement from the radar over time.

A laser-based system, the MIREX, was used to determine
the smoke density, and it showed a similar response to the
increasing smoke concentration. Both the sensors exhibited
analogous trends as the smoke density increased linearly.
The slopes of the measurements from both the sensors were
comparable, highlighting the consistency between the radar-
and laser-based systems.

Table IV summarizes the calculated changes for different
time frames, focusing on the changes in the measured phase

Fig. 8. Measurement of the increasing smoke density in the smoke channel,
with the phase values of the radar sensor in green and the extraction values
of the MIREX in black.

TABLE IV
CALCULATED CHANGES FOR DIFFERENT TIME FRAMES FOR THE

MEASURED PHASE, EXTRACTION VALUE mEXT , VOLUME
FRACTION ζ , AND REFRACTIVITY R

of the radar, the MIREX extraction value, the calculated vol-
ume fraction, and the calculated refractivity. The refractivity
was determined through the measured phase of the radar
sensor. For example, during the time frame of 80–180 s,
the phase change was 0.4◦, the extraction value change was
1.938 dB/m, the volume fraction change was 0.09624 ppm,
and the refractivity change was 4.9. These values indicate
that as the particle volume fraction increases, the refractivity
changes correspondingly.

B. Turbulent Flow Measurements

In this section, we focus on analyzing the phase patterns
measured over time and their application in characterizing
combustion behavior. The phase pattern of a signal can provide
insights into the presence of a flame, hot air, or rising gases.
As discussed in Section II, smoke can be described as a
changing dielectric material. Consequently, it affects the speed
of propagation and the TOF of the signal. We start with
the second measurement scenario, where an aerosol mixture
similar to that used in the smoke duct for laminar flow
measurements is used to ensure comparability. In this case,
the smoke produced by an aerosol generator is allowed to
rise naturally. Measurement series of 100 s were conducted,
with no aerosol generated for the first 12 s. After that, smoke
was released for about 3 s and then spread throughout the
room. After 100 s, the room was ventilated again. This pattern
can also be seen in the measured radar data. During the first
12 s, the measured phase is very stable, with an STD of 0.05◦

over 2000 measurement ramps. When the aerosol generator is
turned on for 3 s, the phase increases abruptly due to dense
smoke ejection, as seen in Fig. 9. Afterward, the measured
phase decreases quickly but not linearly; slight fluctuations can
be observed from 20 to 50 s. Here, the smoke expands in the
room nonlinearly and nonhomogeneously, resulting in dense
fluctuations. After 50 s, the fluctuations become smaller, and
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Fig. 9. Measured phase values of the radar sensor over a period of 100 s,
as well as three images of the smoke produced at different stages.

the phase approaches its original value as the smoke becomes
more homogeneous and loses density.

We will now take a closer look at the last measurement
scenario. As mentioned above, two TFs are ignited and the
rising smoke plumes are measured with the radar sensor.
We can now measure not only the unpredictable expansion
of the smoke as in measurement scenario two but also the
thermal effects that intensify the turbulent flows of the rising
smoke. To ensure comparability with smoke detectors, the
radar sensor is positioned just below the ceiling. A detailed
description of the measurement scenario can be found in [13].
The entire measurement sequence lasted 900 s. A pilot flame
started the fire. The TF5 fire had a combustion time of 264 s,
while the TF4 fire had a combustion time of 283 s. The room
was ventilated approximately 80 s after the fire when the fuels
were consumed. The measurement procedure was as follows:
5000 ramps were transmitted and received at a frequency
of 100 Hz. This data package was then stored, and a new
series of measurements was started with another 5000 ramps.
Consequently, 50-s segments were continuously recorded at
different time intervals. As smoke rises, the phase pattern
displays significant noise and variations. The mean value of
the measured phase sometimes increases or decreases due to
dense fluctuations and irregular smoke expansion. Over time,
as the smoke dissipates, the phase returns to its original value.

The measurement results for the TF5 fire are shown in
Fig. 10, with three photographs taken at different times
(90, 280, and 310 s). Fig. 10(a) shows the MIREX extrac-
tion values in dB/m, representing the particle density in the
room (red) and the combustible weight (black) over time.
The temperature (red) and the measured phase (multicolored)
are shown in Fig. 10(b). To emphasize measurement trends,
a moving average over 100 values is shown in black. Table V
provides an overview of time slots (TF5-1 to TF5-4), including
the time range, smallest and largest measured phase values,
mean value over 5000 measurements, and STD for the speci-
fied time range. The measurement results for the TF4 fire are
presented and discussed in Fig. 11 and Table VI, following
the same structure as the TF5 measurements. Fig. 11 features
photographs of the flame at different times (100, 180, 220,
and 280 s). These photographs suggest a different combustion
process for TF4 compared with TF5. Initially, the pilot flame
in the right front corner of the container ignites the PU foam.
Over time, the flame spreads until the entire foam is on fire.
After the peak, the flame gradually moves to the right side
of the mat, eventually extinguishing in the rear right-hand
corner. Considering the individual time slots, it is easy to

Fig. 10. TF5—Fire. (a) Comparison of the fuel weight (black) and the
MIREX optical absorption measurements (red). (b) Comparison of the radar
measurements (black) and the PT1000 temperature measurements (red).

Fig. 11. TF4—Fire. (a) Comparison of the fuel weight (black) and the
MIREX optical absorption measurements (red). (b) Comparison of the radar
measurements (black) and the PT1000 temperature measurements (red).

observe in TF5-1 how the smoke detection starts, with the
phase increasing significantly after 61 s. In TF5-2 and TF4-2,
it is evident that the underlying fire exhibits very fluctuating
behavior, leading to increased phase fluctuation. This not only
indicates the presence of smoke but also provides valuable
information on the dynamics of the fire. Even though the
flames or fire are not directly within the radar sensor’s field
of view, the radar can detect changes in the smoke patterns.
A comparison of the measured values shows that the phase of
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TABLE V
MEASURED VALUES OF THE RADAR SENSOR FOR THE TF5

TABLE VI
MEASURED VALUES OF THE RADAR SENSOR FOR THE TF4

the TF5 fire increases from a minimum value of −50.43◦ to a
maximum of 11.57◦, resulting in a phase difference of 62◦. The
TF4 fire reaches a difference of 45.55◦, which is significantly
smaller compared with TF5. Comparing this with the values
of the other sensors, this behavior correlates strongly with
the heat output of the combustion [37]. The phase patterns
measured during these tests were analyzed to characterize the
smoke behavior. Variations in the phase patterns correspond
to different stages of smoke emission and the associated
combustion process, such as the presence of a flame or the
emission of hot gases. By comparing the phase patterns over
time, it is possible to distinguish between different behaviors
of the smoke and assess the stability and intensity of the fire.
This article [38] shows similar measurements on a smaller
scale by performing fixed target measurements using FMCW
radar sensors through an ethanol fire. A series of measurement
runs were conducted with the flame being repeatedly relit.
The FMCW radar sensors demonstrated consistent and reliable
performance. The results indicate that phase pattern analysis
can be a valuable tool in smoke detection, providing insights
into the presence and nature of smoke, hot air, and rising
gases. Unlike traditional smoke detectors that simply signal the
presence of smoke, phase pattern analysis can offer detailed
information about the fire scenario. This includes whether
the fire is spreading or diminishing, which can significantly
improve the accuracy of fire alarms and reduce false alarm
rates. In time slot TF4-4, a sudden change in the measured
phase is observed, which is caused by the activation of the
ventilation system. The ventilation process plays a critical role
in influencing smoke distribution and the particle mixture in
the air. When the ventilation system is activated, it circulates
the air, leading to a new mixture of particles, which is reflected
in the phase pattern. Similarly, in time slot TF4-6, a rising
phase change is observed. This change is attributable to the
changes in the ventilation properties, which, at this point,
caused a significant amount of material from the burning
polyurethane foam to be introduced into the air. The increase
in airborne combustion products altered the refractive index of
the air, resulting in the observed phase shift. This behavior is
consistent with the influence of the ventilation system observed

in TF4-4, although the exact distribution and composition of
particles at TF4-6 differed, leading to a phase change opposite
to that seen in TF4-3 and TF4-5.

C. Sensor Position

The methodology for measuring and the insights gained
from the measurement data demonstrate that the measurement
principle used is an integral method. As the dimensions of
the smoke increase, the variation in the measured phase also
increases. This indicates that the positioning of the radar is
of considerable consequence and necessitates further investi-
gation. First, the height of the sensor should be addressed. For
further context, see [3], in which TF4 and TF5 were ignited
under identical conditions. The sensor was now situated at
the same height as the flame and thus almost 2.5 m lower
than in this work. A comparison of the measurement data
from the two studies reveals a notable discrepancy in the
observed phase patterns over time. The data indicate that
the measurement path may traverse either a region of smoke
situated just below the ceiling or the direct path through
the flame. In this scenario, these represent the two potential
extremes, yet the optimal height is dependent on the intended
application. In the context of smoke detection, it is reasonable
to conduct measurements at a height just below ceiling level,
as this is where the majority of smoke accumulates and strong
phase differences can be anticipated. Similarly, the measuring
position must be adjusted depending on the specific area of
application. Finally, we will address the issue of the measuring
angle. Given that the measurement principle is dependent on
a fixed target, the objective of the alignment process should
be to achieve maximum reflection, which is accomplished
when the measured reflection peak is at its maximum intensity.
In the event of a slight tilt angle resulting from inaccuracy,
a defined spot size of the measuring beam guarantees that
the beam passes through the observed smoke. Concurrently,
there is a minimal extension of the measuring distance, which
nevertheless exerts only a minimal influence on the phase
difference and is lost in the phase fluctuation.

V. CONCLUSION

In this study, we explored the use of FMCW radar sensors
operating in the 70–90-GHz range for smoke detection and fire
characterization. Our research demonstrated that radar-based
systems could effectively operate in smoke-filled environments
where traditional optical methods often fail. By conduct-
ing controlled experiments in a smoke duct compliant with
the EN54-7 standard, we precisely measured the dielectric
properties of smoke and analyzed its impact on radar signal
performance. While commercial smoke detectors on the mar-
ket will always be more effective for the primary detection
of smoke, radar-based systems offer significant advantages
beyond detection. Specifically, radar can continue to provide
valuable information in environments where smoke density
reaches levels that would limit the effectiveness of optical
sensors. The key findings from our experiments with laminar
flow in a smoke duct, turbulent flow from a smoke generator,
and real TFs demonstrated the versatility and effectiveness
of radar sensors. Unlike conventional smoke detectors, radar-
based measurements can go beyond simple detection by
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providing real-time insights into the fire’s dynamics, such as
whether it is spreading or diminishing. Furthermore, the phase
pattern analysis can significantly improve the accuracy of fire
alarms and reduce false alarm rates, leading to more informed
and timely decision-making in emergency situations. The
activation of ventilation systems and their impact on smoke
dispersion were also examined, revealing how changes in the
particle mixture could be monitored through phase pattern
shifts. By combining radar technology with traditional smoke
detectors, emergency response teams could receive not only
an initial fire alarm but also continuous, detailed information
about the fire’s progression. Overall, our findings suggest that
millimeter-wave radar technology holds great potential for
enhancing smoke detection and fire characterization. Future
work should focus on integrating radar-based systems with
other sensory technologies to develop comprehensive solutions
for real-time smoke detection and monitoring. In addition, fur-
ther research is needed to refine these technologies for broader
application in various fire scenarios, ultimately improving
safety and effectiveness in emergency management. In con-
clusion, while radar technology is not intended to replace
existing smoke detectors, it provides an invaluable tool for
collecting additional information in situations where smoke
density inhibits optical sensors. This makes radar an ideal
complement to traditional systems, offering a diverse and
redundant solution for improved fire detection and character-
ization.
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