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Despite the immense potential of artificial intelligence (AI)-

powered medical devices to revolutionize health care, concerns 

regarding their safety in life-critical applications remain. This 

article proposes extending the general idea of AI lifecycle with 

regulatory activities relevant to AI-enabled medical systems. 

Medical device manufacturing is a highly regu-
lated industry, and manufacturers must con-
form to the regulatory requirements of the 
region where a medical device is being mar-

keted for use. From the European regulatory perspective, 
the requirements do not distinguish between physical 
devices or stand-alone software with a medical purpose, 
which is, therefore, classified as a medical device in its 

own right. At the same time, artificial-intelligence (AI)- 
and machine-learning (ML)-based systems permeate 
nearly every aspect of health care, revolutionizing how 
health is being diagnosed, treated, and managed. How-
ever, the unique aspects of AI-based medical systems 
can also bring new risks or consequences for health-care 
professionals and patients.

To answer these challenges, the European Union (EU) 
Commission is currently formulating an industry- 
independent regulatory approach and legislation that 
governs AI.5 Parallel to this, the regulatory framework in 
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the medical device sector is also evolv-
ing accordingly. Despite the contin-
uous development of the framework, 
organizations that develop AI-enabled 
medical devices cannot afford to pas-
sively wait for regulatory guidance to 
ensure the safety and effectiveness of 
their life-critical systems. Instead, a 
proactive and comprehensive approach 
is imperative, encompassing the entire 
medical product lifecycle, from initial 
research to postmarket surveillance 
and eventual retirement.

This article explores the regulatory 
implications of AI-enabled medical 
devices, highlighting the key charac-
teristics and the related challenges for 
demonstrating conformity and product 
safety. Understanding these aspects is 
essential for successfully bringing such 
devices to market seamlessly. More-
over, to address the aforementioned 
challenges, the article presents a life-
cycle model that integrates established 

elements of the compliant medical soft-
ware development model and the cru-
cial lifecycle management aspects for 
AI systems. The approach is explicitly 
process oriented rather than prod-
uct oriented to guarantee applicability 
across various applications.

This article is structured as follows. 
First, we provide an overview of the 
EU regulatory framework that gov-
erns medical devices. Next, we exam-
ine the fundamentals of medical soft-
ware product development. Building 
on this foundation, we delve into the 
complexities of incorporating AI tech-
nology into medical devices, high-
lighting the specific challenges faced 
by manufacturers. We then introduce 
our AI-specific medical device lifecy-
cle approach, demonstrating how it 
addresses these challenges. Finally, we 
conclude by discussing the practical 
benefits of aligning development and 
compliance activities, along with the 

potential for applying our approach to 
other regulated industries.

THE EU REGULATORY 
FRAMEWORK
The regulatory landscape for product 
safety in the EU can be interpreted as 
consisting of several layers (see Figure 1).  
The top layer, the regulatory frame-
work, includes legal acts of directives 
and regulations. There is a significant 
difference between the two: regula-
tions will enter into force directly in 
all member states, whereas directives 
leave a certain amount of leeway to 
members and may result in variations 
in different national practices. How-
ever, it is also possible to supplement 
EU regulations with national laws. 
In the context of medical devices, the 
applicable EU regulatory requirements 
are established by Medical Device Reg-
ulation (MDR) and In Vitro Diagnostic 
Medical Device Regulation.

FIGURE 1. The regulatory landscape in the medical domain. IVDR: In Vitro Diagnostic Medical Device Regulation; ISO: International 
Organization for Standardization; IEC: International Electrotechnical Commission; MDCG: Medical Device Coordination Group.

1. Regulatory Framework 
(EU Legislation)
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 Regulations
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A fundamental characteristic of a 
large part of EU harmonization legisla-
tion is its limited focus on product-spe-
cific essential requirements that safe-
guard the health and safety of users 
and stakeholders.6 The essential prod-
uct requirements do not impose the 
precise technical solutions required, 
specifying only high-level protection 
outcomes to address the potential haz-

ards related to use and ensure appropri-
ate performance of the product. In the 
context of medical devices, safety, secu-
rity, and state-of-the-art clinical perfor-
mance are the most critical features.

In contrast to essential requirements 
in legislation, technical standards that 
have been harmonized with the leg-
islation include a certain number of 
technical details, taking into account 
more specific characteristics of a prod-
uct type. Although using a standard is 
voluntary, it is highly recommended as 
it provides a presumption of conformity 
to those essential requirements that the 
standard aims to cover. Furthermore, 
standards are a ready-made and effec-
tive tool to address the requirements 
and are generally expected by the regu-
latory authorities.

The core standards applicable to all 
medical software products are 1) IEC 
82304-1, Health Software–Part 1: General 
Requirements for Product Safety;11 2) IEC 
62304, Medical Device Software—Soft-
ware Life Cycle Processes;9 3) ISO 14971, 

Medical Devices—Application of Risk 
Management to Medical Devices;13 and 4) 
IEC 62366-1, Medical Devices Part 1: Appli-
cation of Usability Engineering to Medical 
Devices Usability Engineering.10 Further-
more, manufacturers are expected to 
have a quality management system that 
must comply with further associated 
regulations: requirements of ISO 13485, 
Quality Management Systems—Require-

ments for Regulatory Purposes.12 These 
standards aim to cover every phase 
within the product lifecycle: risk man-
agement, design, development, manu-
facturing, and postmarket processes, 
including maintenance. It is important 
to note that additional standards may 
apply based on specific product char-
acteristics. Although the total page 
count of the list of standards described 
previously is not extensive as such, the 
requirements included can feel over-
whelming as the standards come with 
rich, sometimes heavy information.

Specifically related to MDRs, the EU 
Commission provides guidance docu-
ments to help manufacturers and other 
economic operators with meeting the 
requirements. These guidance docu-
ments are adopted by the Medical Device 
Coordination Group (MDCG), which was 
created by the Commission to ensure a 
harmonized implementation of the reg-
ulations across the member states. The 
MDCG guidance documents are usually 
developed in active conjunction with 

the industry stakeholders. Although 
the guidance documents are not legally 
binding, they provide advice and sup-
port for manufacturers and, at the same 
time, contribute to the expectation of 
the regulatory authorities.

All the layers mentioned previously 
provide a general framework for med-
ical device development. They also 
leave the responsibility for tailoring 
the exact details of the development 
process to the manufacturers.

MEDICAL SOFTWARE 
PRODUCT DEVELOPMENT

Design controls
As discussed earlier, the regulatory frame-
work for medical devices aims at ensur-
ing that a medical device is safe to use 
and clinically effective for its intended 
medical purpose. To ensure that the 
goal is achieved, manufacturers have 
to follow certain mandatory processes 
that include control mechanisms for the 
whole software lifecycle, including the 
design, development, and manufactur-
ing of the product. In regulatory terms, 
these processes are referred to as design 
controls and promote a well-designed 
development process that includes trace-
ability between process inputs and out-
puts at every stage of the process.

For software medical devices, the design 
control is implemented in two layers, as 
depicted in Figure 2: the system devel-
opment activities (IEC 82304-1)11 and 
the software development activities (IEC 
62304).9 At the system level, the identi-
fied user needs are converted into sys-
tem requirements that serve as design 
inputs for the software development 
process. During software development, 
the system requirements are trans-
formed into high-level software require-
ments that cover the software system 
and architectural concerns. Later on, 

IN THE CONTEXT OF MEDICAL DEVICES, 
SAFETY, SECURITY, AND STATE-OF-THE-
ART CLINICAL PERFORMANCE ARE THE 

MOST CRITICAL FEATURES.
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the high-level software requirements 
are further distilled into low-level soft-
ware requirements that serve as design 
input for implementation.

The architectural design activity 
defines the major structural compo-
nents of the software, known as software 
items. It identifies their key responsibil-
ities, their externally visible properties, 
and the relationship between them. The 
resulting software architecture artifact 
facilitates the correct implementation 
of the software requirements and is 
complete when all the software require-
ments can be implemented by the iden-
tified software items. The architectural 
decisions are extremely important for 
implementing effective risk control 

measures. The proper understanding 
and accurate documentation of soft-
ware items’ behavior is essential for 
ensuring that the software system is 
safe. Detailed design activities refine 
the identified software items during 
architecture design into smaller soft-
ware items. When a software item is not 
decomposed further, it is called a soft-
ware unit. In the end, the manufacturer 
is responsible for the granularity of the 
software decomposition and should 
ensure that the activity is performed 
to the appropriate detail to allow a safe 
and effective implementation.

The resulting code, test cases, and 
other artifacts, including architecture and 
detailed module design documentation, 

are design outputs. A review of the arti-
facts and the test results acts as an effec-
tive verification process at the unit, inte-
gration, and system levels. Acceptance 
tests, together with the clinical trial result 
reports, act as the validation procedure.

From plan-driven to 
continuous engineering
Although the design control process 
for medical software is well defined, 
the regulatory framework is less opin-
ionated on the actual software devel-
opment lifecycle that should be used, 
leaving the freedom to select the best 
model with the device manufacturers 
to determine which one best suits their 
products. This flexibility is essential as 

FIGURE 2. System and software (SW) development design control activities.18
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the regulatory framework (for exam-
ple, IEC 62304) has separate require-
ments for the development activities 
performed before the product is placed 
on the market and the maintenance 
activities conducted when the prod-
uct is already on the market. As a 
result, manufacturers may employ dif-
ferent software development models 
for these two phases.

Traditionally, manufacturers have 
adopted plan-driven development 
methodologies, which were well suited 
for developing stand-alone hardware- 
driven products characterized by long 

lifespans and a yearly release lifecy-
cle,15 that were intended to be used pri-
marily in hospitals. In general, these 
products tend to be optimized for a sin-
gle clinically relevant function, resulting 
in systems that have lower complexity 
and reduced dependence and connec-
tivity with third-party systems. Imple-
menting design control activities in 
this setup is relatively well understood 
as the relevant standards can be mapped 
directly to the product and software 
development stages.

As medical devices became more 
connected and innovation was delivered 
at an increasing pace via software, man-
ufacturers started to adopt incremental 
and iterative software development pro-
cesses and continuous software engi-
neering practices [for example, devel-
opment operations (DevOps)], which 

proved successful for mainstream soft-
ware development. However, imple-
menting the design control activities in 
an agile process is not straightforward 
despite attempts to crystallize the expe-
riences of early adopters into formal 
guidelines, for example, TIR45.3 A key 
challenge is bridging the cultural gap 
between software development teams, 
who often embrace agile methodolo-
gies, and regulatory professionals, who 
may be accustomed to more traditional 
processes. Although software devel-
opers are used to working in a highly 
automated streamlined environment 

that is optimized for delivering new 
features to the end users as soon as 
they have been developed, regulatory 
professionals are still accustomed to a 
document-centered workflow in which 
changes must be approved by a change 
control board, often employing their 
own tools for controlling processes and 
managing the documents. As such, 
the interactions between the two disci-
plines are seen as brittle, with software 
developers perceiving the regulatory 
professionals as a slowdown factor, and 
regulatory professionals perceiving the 
software developers as undisciplined.14

Regulatory operations—RegOps
To alleviate the challenges mentioned in 
the previous section, the emerging reg-
ulatory operations (RegOps) methodol-
ogy proposes a set of practices and tools 

that aim to integrate regulatory compli-
ance into DevOps to shorten the develop-
ment lifecycle and continuously deliver 
high-quality software that meets reg-
ulatory standards.1 The goal is to auto-
mate and streamline compliance prac-
tices, making them efficient, consistent, 
and integrated into the overall devel-
opment and operations workflows. As 
such, RegOps involves the use of aligned 
change management practices at code 
and iteration levels, relying extensively 
on automation tools, compliance as code, 
and other practices that ensure that 
software development and deployment 
adhere to regulatory requirements. By 
embedding the necessary compliance 
checks and design controls into the 
development pipeline, medical device 
manufacturers can reduce the risk of 
noncompliance and improve their read-
iness to deliver software.

REGULATORY CHALLENGES 
FOR MEDICAL AI SYSTEMS

Regulatory landscape for 
medical AI systems
Although the existing medical device 
regulatory framework provides a foun-
dation, the rapidly evolving landscape 
for AI-enabled medical device soft-
ware systems necessitates tailored 
approaches to ensure their safety and 
effectiveness. AI-based systems intro-
duce unique challenges and complex-
ities that are not currently addressed 
explicitly within the regulatory frame-
work.8 For example, AI systems capa-
ble of continuous learning and adapta-
tion can pose challenges for traditional 
risk assessment methodologies of the 
regulatory framework. This is because 
their risk profiles may evolve postde-
ployment, which can break the tradi-
tional design control paradigm of val-
idating changes before deployment. 

THE ARCHITECTURAL DESIGN ACTIVITY 
DEFINES THE MAJOR STRUCTURAL 
COMPONENTS OF THE SOFTWARE, 

KNOWN AS SOFTWARE ITEMS.
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Additionally, the performance and safety 
of AI models are heavily dependent on 
the quality and quantity of their train-
ing data. Hidden biases and errors in 
the data, along with model overfitting 
or underfitting, can lead to unpredict-
able system behavior.

The lack of precise, AI-related reg-
ulatory requirements leads to a lack 
of common understanding within the 
sector, an increased ambiguity of exist-
ing requirements, and unclear expec-
tations of the regulatory authorities, 
thereby increasing regulatory uncer-
tainty. These factors create potential 
challenges in achieving compliance and 
preparing for regulatory submissions. 
Therefore, the unique aspects of AI-
enabled product development require 
tailored approaches that streamline 
compliance efforts, ensuring the safety, 
security, clinical effectiveness, and timely 
approval of these applications.

Other legislation
A typical characteristic of the legal 
landscape in the EU is that it is an inher-
ently complicated entity. In addition to 
the regulatory framework specific to 
the medical device sector, there is forth-
coming horizontal legislation, the AI 
Act, that will contain AI-specific rules 
and requirements that will be applied 
across different sectors. At the time of 
this writing, EU legislative bodies have 
just reached a provisional agreement on 
the AI Act proposal, whereas the exact 
details of the new regulation are still in 
the works.5

Furthermore, medical devices that 
incorporate AI may be subject to sev-
eral other directives and regulations. 
As AI-enabled medical devices are 
often data-intensive systems that han-
dle highly sensitive health data, their 
design, development, maintenance, and 
operation processes must also consider 

data- and cybersecurity-related legisla-
tion. Depending on the type of AI appli-
cation, the data laws to consider include 
the General Data Protection Regulation, 
the Data Governance Act, and Data Act. 
Finally, the cybersecurity laws to con-
sider include the NIS2 Directive and the 
Cybersecurity Act.4

Design control challenges 
of AI-based systems
As outlined in the previous section, 
addressing AI-specific particularities 
requires tailored design control approaches 
to ensure regulatory compliance, safety, 

and effectiveness. Despite the AI tech-
nology presenting itself as software 
artifacts akin to traditional code, it 
possesses a unique ability to introduce 
risks that are not apparent at the code 
level.17 The reliance on data for clinical 
decision making necessitates specific 
design control measures that must con-
sider the entire system, not just individ-
ual software components. Addressing 
these challenges requires, for exam-
ple, a comprehensive understanding of 
ethical considerations, systematic prac-
tices for transparent data collection, and 
ongoing bias-mitigation efforts. These 
additional measures become appar-
ent at the surface level of AI-based sys-
tems, where the footprint of AI-specific 
software components remains small. 

Additionally, although general-purpose 
AI systems might learn and optimize 
their performance in real time, this abil-
ity to evolve fundamentally challenges 
the established design control expec-
tations for regulated medical devices, 
which assume a fairly static risk profile.

As an example design control chal-
lenge, an AI-based diagnostic tool ini-
tially trained on a dataset that primarily 
represents a specific demographic group 
might exhibit decreased performance 
or unintended bias when deployed in 
a more diverse patient population. To 
address these challenges, questions 

regarding data-driven design controls, 
ethical considerations in AI design, 
and dynamic risk assessment need to 
be considered throughout the product 
development lifecycle.

TOWARD A COMPLIANT 
LIFECYCLE MODEL FOR 
MEDICAL AI SYSTEMS

Building on state-of-the-art 
and established processes
Due to the lack of explicit requirements 
or harmonized standards that spe-
cifically address AI-enabled medical 
devices, manufacturers should proac-
tively adopt a comprehensive approach 
to ensure product compliance and 
safety. This approach should encompass 

THE RELIANCE ON DATA FOR CLINICAL 
DECISION MAKING NECESSITATES 

SPECIFIC DESIGN CONTROL MEASURES 
THAT MUST CONSIDER THE ENTIRE 

SYSTEM, NOT JUST INDIVIDUAL 
SOFTWARE COMPONENTS.
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all stages of the AI system lifecycle, 
including design, development, verifica-
tion, validation, deployment, operation, 
monitoring, and retirement. To achieve 
a generally acknowledged state-of-the-
art implementation, as required by regu-
latory requirements, a suitable strategy 
is to utilize a widely recognized, sector- 
independent standard, supplementing 
its practices with medical device-spe-
cific requirements. Such a proactive 
approach demonstrates the manufac-
turer’s commitment to conformity and 
safety, ultimately reducing regulatory 
uncertainty.

As discussed previously, manufac-
turers have the flexibility to choose a 
software development model that best 
aligns with their needs.3 Modern agile 
practices like RegOps offer significant 
advantages for product development 
in terms of efficiency and consistency, 
making them a natural foundation 
for AI-related extensions. Utilizing an 
existing, compliant, and comprehensive 
development model is beneficial as AI 
systems naturally integrate both tradi-
tional and AI-driven software compo-
nents,7 requiring adaptable processes. 
Additionally, AI components adhere 
to the same overarching design con-
trols as traditional medical software; 
therefore, leveraging proven practices 
within an established model aids in 
effectively implementing these regula-
tory requirements.

The proposed AI lifecycle model, 
described in Figure 3, was originally 
developed by Solita in the Agile and 
Holistic Medical Software Develop-
ment project.1 The model is built on 
top of a RegOps methodology used by 
Solita for its Oravizio product devel-
opment,8 and the lifecycle stages have 
been adapted from the AI system life-
cycle model presented in the ISO/IEC 
5338:2023 standard.7

Lifecycle stages
As depicted in Figure 3, the AI-specific 
lifecycle model consists of several 
stages designed to highlight key AI 
activities from a medical device reg-
ulatory perspective and group them 
into the most meaningful phases. It 
should be noted that although the 
stages follow a general chronological 
order, the activities have cross-stage 
dependencies and are not completely 
separated in time. For example, ver-
ification activities are often already 
carried out parallel to development 
work, and similarly, monitoring capa-
bilities are designed into the system’s 
predeployment. More generally, the 
activities in later stages build upon 
the outcomes of earlier ones. Further-
more, the lifecycle allows moving back 
to earlier stages as needed, and, at any 
given time, there could be multiple 
versions of a product, each at its own 
stage. Finally, certain activities, such 
as performance monitoring, are con-
tinuous by nature—at least until the 
AI system is retired.

While the model outlines essential 
medical device regulatory activities 
for AI systems, complementing gen-
eral AI best practices, manufacturers 
are strongly advised to consult ISO/
IEC 5338:2023 and implement all rele-
vant processes and technical practices 
for their specific product.

The research and feasibility study 
stage aims to validate the use of AI-
enabled technology in relation to the 
intended medical purpose, clinical risk 
profile, stakeholder requirements, avail-
able resources (for example, access to 
high-quality data), and the overall fea-
sibility of the product development proj-
ect. The intended purpose of the medi-
cal device is the single most important 
aspect to consider at the beginning of 
the development project as it determines 

the qualification and classification of 
the device.16 In addition, the intended 
purpose dictates the clinical benefit 
the system must deliver, which should 
exceed the associated risks. As AI sys-
tems may be more complex than tradi-
tional software products, and they may 
include specific additional risks, the fea-
sibility study should thoroughly assess 
the potential for AI-enabled technology 
to be safe, clinically effective, and secure 
within the scope of the intended medi-
cal purpose.

The design and development stage 
aims to capture all AI system require-
ments and transform them into a 
functional technical solution. The 
increased complexity related to the use 
of advanced technology requires care-
ful consideration of the audit strategy 
to allow the conformity of the final 
product to be assessed. One of the most 
important elements, from a compli-
ance perspective, is establishing the 
AI model performance requirements 
to support the specified intended pur-
pose of the system. The intended pur-
pose and the expected level of clinical 
performance are closely intertwined 
with the risks associated with clinical 
use, and also, the specific risks unique 
to AI technology must be addressed 
under formal risk management proce-
dures. For data-intensive applications, 
such as models based on ML, particu-
lar attention must be paid to data man-
agement practices as the data can be 
interpreted as being raw materials for 
the manufacture of the product. More 
specifically, the data used in AI module 
development must be of high quality, 
traceable to the source, and representa-
tive of the intended patient population 
to ensure the generalizability of results 
to the population of interest.2

The verification and validation stage 
aims to produce objective evidence that 
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the AI module fulfills the specified sys-
tem and stakeholder requirements and 
is able to achieve its intended purpose. 
In comparison to traditional software 
systems, which are deterministic by 
nature, certain AI models may behave 
in a probabilistic fashion. Therefore, 
models of this kind require statistical 
verification techniques to ensure the 
required correctness and robustness.7 
In accordance to high-quality data man-
agement practices, the datasets used 
for verification must be kept separate 
from training data.2 Code reviews are 
an important method used to verify the 

source code specifically written during 
development. However, for certain AI 
models, such as ML ones, traditional 
code reviews may not fully assess func-
tionality. As algorithms follow steps 
not directly implemented by humans 
and depend on dynamic parameters, 
additional measures are necessary. 
To mitigate this, regular peer reviews 
of model architecture, training data, 
and validation processes should sup-
plement code reviews at appropriate 
stages throughout development. These 
reviews offer a fresh perspective, help-
ing to uncover hidden errors, ensure 
robust testing, address potential biases, 
and promote transparency. By incor-
porating peer reviews, the verification 
activities are strengthened, leading 
to a more reliable and trustworthy AI 
system. Finally, an assessment needs 

to be performed to prove that the sys-
tem is able to deliver the intended 
medical benefits in its intended oper-
ational environment.

The deployment stage aims to make 
the system available for use in its intended 
operational environment. In the context 
of medical device software develop-
ment, there are certain constraints on 
how and when the product can be deliv-
ered and made available for end use, 
that is, clinical use. These constraints 
are not of a technical nature8 but must 
be adhered to through established pro-
cess policy practices. It is essential that 

the exact intended software artifact is 
distributed and installed in a controlled 
manner and that the installation is ver-
ified according to the predefined plan. 
An important objective of the regu-
latory framework is to also ensure 
patient safety after the application has 
been made available for real-world use. 
To support this goal, manufacturers are 
required to systematically and proac-
tively collect and analyze data on the 
clinical performance of the system.16 
Because AI systems can exhibit per-
formance changes over time, and these 
changes can vary depending on the spe-
cific operational environment, manu-
facturers need to determine the appro-
priate monitoring metrics,2,7 tailored 
to each deployment context to effec-
tively track and evaluate these shifts 
throughout the system’s lifecycle.

The operation and real-world perfor-
mance monitoring stage aims to keep 
the delivered system running and, at 
the same time, sustain the required 
performance level. The main focus of 
monitoring is on the safety and clini-
cal performance of the system.2 Cer-
tain AI systems may require significant 
computing resources, and in addition, 
the operation environments may differ 
from the development environments. 
Therefore, the requirements related 
to the operation environment need to 
be addressed and appropriately moni-
tored. Furthermore, data management 
practices must address the specific 
requirements related to production 
data utilized and created by the sys-
tem, including appropriate production 
data metrics. For example, the ability to 
identify unexpected changes in relevant 
data over time (for example, data drift) 
is very important for detecting possible 
changes in performance. To comprehen-
sively assess the notion of performance 
degradation, metrics that can effectively 
identify the influence of extrinsic fac-
tors, such as modifications to clinical 
processes, are essential for promptly 
detecting potential concept drifts. To 
counteract any potential performance 
variations and maintain the intended 
performance level, the AI system may 
require relearning or other modifica-
tions. When new data are incorporated 
for retraining, the corresponding test 
datasets may also necessitate revisions.

The continuous validation and reeval-
uation stage aims to continuously assess 
the AI system’s clinical performance 
and ensure that it meets the intended 
level over time. It draws upon the 
technical performance monitoring data 
from the operation stage and expands the 
scope to encompass quality assurance 
processes. This multifaceted approach 
involves evaluating both the AI system 

BY INCORPORATING PEER REVIEWS, 
THE VERIFICATION ACTIVITIES ARE 

STRENGTHENED, LEADING TO A MORE 
RELIABLE AND TRUSTWORTHY AI SYSTEM.
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itself and the supporting processes, 
including development, operation, 
and maintenance. Although technical 
quality factors are primarily addressed 
in earlier stages, this stage focuses on 
aspects related to the quality manage-
ment system and regulatory compli-
ance. The stage facilitates the creation 
of comprehensive documentation that 
serves as objective evidence to support 
decisions regarding the need for main-
tenance activities.

The retirement stage aims to oversee 
the AI system’s planned decommission-
ing, ensuring a controlled and system-
atic approach to fulfill all the necessary 
requirements, including informing stake-
holders, identifying suitable replacements, 
archiving relevant data, and responsibly 
disposing of residual components. Similar 
to traditional software products, data dis-
posal requires meticulous attention, con-
sidering both data security and privacy 
aspects. However, due to the nature of the 
data in health-care systems, data deletion 
must be carefully coordinated with data 
retention policies to avoid unintentional 
compliance violations.

A I systems have the potential to 
fundamentally change health 
care by enabling advanced 

capabilities for a wide variety of clini-
cal use cases. However, when used in a 
safety-critical setting where errors may 
have serious consequences, it is cru-
cial to ensure that medical applications 
remain continuously safe and effective 
in operational use. Although the AI gap 
in the current medical device regulatory 
framework creates certain uncertain-
ties related to the interpretation of the 
requirements and expectation level of 
regulatory authorities, it is of the utmost 
importance for manufacturers to take 
a proactive approach to ensure product 

safety throughout the whole lifetime 
of the product. The lifecycle model for 
medical device AI systems introduced 
in this article aims to address this gap.

The lifecycle model aligns both prod-
uct development and compliance activi-
ties. Following the stages and activities 
gives a realistic picture of resources (for 
example, personnel and time) that must 
be allocated to build and maintain a 
compliant medical AI system effectively.  
The activities require a multidisci-
plinary team that performs cross-func-
tional activities. With this complex tech-
nology and the regulatory requirements, 
leveraging the established and con-
trolled processes in each discipline is the 
key to achieving an effective and com-
pliant cooperation model that brings 
together all the development team dis-
ciplines into a single track. The lifecycle 
model follows the RegOps philosophy of 
shifting the regulatory activities left by 
performing them at the time of change. 
As a result, compliance becomes every-
one’s concern, and the friction identified 
between the regulatory and develop-
ment activities is eliminated.

Although a formal evaluation of the 
model is beyond the scope of this arti-
cle, it’s important to note that the pro-
posed model and its activities have been 
successfully implemented in real-world 
settings.1 During the incorporation of 
AI-based components into a medical 
device software, the model streamlined 
the development process, ensuring align-
ment with regulatory requirements. It 
provided a clear structure that facilitated, 
for example, the identification and mit-
igation of AI-specific risks, enhancing 
patient safety. Additionally, the model’s 
emphasis on documentation and trans-
parency aided in preparing for regula-
tory submissions.

Although the AI lifecycle model pre-
sented in this article focuses specifically 

on the requirements related to medical 
products, we believe that it serves as 
a solid foundation that allows it to be 
applied with other regulatory frame-
works. For example, the AI Act, devel-
oped under the EU’s New Legislative 
Framework approach, is consistent with 
the MDRs, suggesting compatibility 
with our model’s structure. We plan to 
map the requirements of the forthcom-
ing AI Act to this model once the legisla-
tive process is complete. 

REFERENCES
	 1.	 P. Ahola et al., “Agile and holistic 

medical software development: Final 
report of AHMED project,” in Number 
VTT-R-01079-22 in VTT Research Report. 
Espoo, Finland: VTT Technical Research 
Centre of Finland, Feb. 2023, pp.12–17. 

	 2.	 The U.S. Food Drug Administration 
(FDA), Health Canada, United King-
dom’s Medicines, and Healthcare 
Products Regulatory Agency (MHRA). 
Good machine learning practice for 
medical device development: Guiding 
principles, Oct. 2021. Accessed: Jun. 
29, 2024. [Online]. Available: https://
www.fda.gov/medical-devices/
software-medical-device-samd/
good-machine-learning-practice 
-medical-device-development- 
guiding-principles

	 3.	 Association for the Advancement 
of Medical Instrumentation. AAMI 
TIR45:2012 (R2018). “Guidance on the 
Use of AGILE Practices in the Devel-
opment of Medical Device Software,” 
2018. Accessed: Jun. 29, 2024. [Online]. 
Available: https://webstore.ansi.org/
standards/aami/aamitir452012r2018

	 4.	 E. Biasin, B. Yaşar, and E. Kamen-
jašević, “New cybersecurity require-
ments for medical devices in the EU: 
The forthcoming European health 
data space, data act, and artifi-
cial intelligence act,” Law Technol. 

https://single-market-economy.ec.europa.eu/news/blue-guide-implementation-product-rules-2022-published-2022-06-29_en
https://www.fda.gov/medical-devices/software-medical-device-samd/good-machine-learning-practice-medical-device-development-guiding-principles
https://www.fda.gov/medical-devices/software-medical-device-samd/good-machine-learning-practice-medical-device-development-guiding-principles
https://www.fda.gov/medical-devices/software-medical-device-samd/good-machine-learning-practice-medical-device-development-guiding-principles
https://www.fda.gov/medical-devices/software-medical-device-samd/good-machine-learning-practice-medical-device-development-guiding-principles
https://www.fda.gov/medical-devices/software-medical-device-samd/good-machine-learning-practice-medical-device-development-guiding-principles
https://www.fda.gov/medical-devices/software-medical-device-samd/good-machine-learning-practice-medical-device-development-guiding-principles
https://webstore.ansi.org/standards/aami/aamitir452012r2018
https://webstore.ansi.org/standards/aami/aamitir452012r2018


CERTIFYING AND REGULATING AI/ML-CENTRIC APPLICATIONS

34	 C O M P U T E R   � W W W . C O M P U T E R . O R G / C O M P U T E R

Humans, vol. 5, no. 2, pp. 43–58, Nov. 
2023, doi: 10.5204/lthj.3068.

	 5.	 Council of the EU. “Press release: Arti-
ficial intelligence act: Council and par-
liament strike a deal on the first rules 
for AI in the world.” Accessed: May 1, 
2024. [Online]. Available: https:// 
www.consilium.europa.eu/en/press/ 
press-releases/2023/12/09/artificial 
-intelligence-act-council-and 
-parliament-strike-a-deal-on-the
-first-worldwide-rules-for-ai/#:~:text= 
The%20provisional%20agreement% 
20bans%2C%20for,such%20as%20
sexual%20orientation%20or

	 6.	 European Commission, “COMMISSION  
NOTICE—The ‘Blue Guide’ on the imple-
mentation of EU product rules 2022,” 
European Commission, Brussels, Bel-
gium, 2022. [Online]. Available: https://

single-market-economy.ec.europa. 
eu/news/blue-guide-implementation 
-product-rules-2022-published-2022 
-06-29_en

	 7.	 International Organization for Standard-
ization and International Electrotechnical 
Commission, Information Technology – 
Artificial Intelligence – AI System Life Cycle 
Processes, ISO/IEC Standard 5338:2023.

	 8.	 T. Granlund, V. Stirbu, and T. Mik-
konen, “Towards regulatory-compli-
ant MLOps: Oravizio’s journey from 
a machine learning experiment to a 
deployed certified medical product,” SN 
Comput. Sci., vol. 2, no. 5, p. 342, Jun. 
2021, doi: 10.1007/s42979-021-00726-1.

	 9.	 International Electrotechnical Com-
mission. Medical Device software 
- Software Life-Cycle Processes., IEC 
Standard 62304:2006/A1:2015.

	10.	 International Electrotechnical Commis-
sion. Medical Devices – Part 1: Applica-
tion of Usability Engineering to Medical 
Devices, IEC Standard 62366-1:2015.

	11.	 International Electrotechnical Commis-
sion. Health Software – Part 1: General 
Requirements for Product Safety, IEC 
Standard 82304-1:2016.

	12.	 International Organization for Standard-
ization. Medical Devices – Quality Manage-
ment Systems – Requirements for Regula-
tory Purposes, ISO Standard 13485:2016. 

	13.	 International Organization for Standard-
ization. Medical Devices – Application 
of Risk Management to Medical Devices, 
ISO Standard 14971:2019.

	14.	 M. McHugh, F. McCaffery, and V. Casey, 
“Barriers to adopting agile practices 
when developing medical device soft-
ware,” in Software Process Improvement 
and Capability Determination, A. Mas, 
A. Mesquida, T. Rout, R. V. O’Connor, 
and A. Dorling, Eds., Berlin, Germany: 
Springer-Verlag, 2012, pp. 141–147.

	15.	 Canadian Association of Radiolo-
gists. “Lifecycle Guidance for Medical 
Imaging Equipment in Canada,” 2013. 
Accessed: Jun. 29, 2024. [Online]. 
Available: https://car.ca/wp-content/ 
uploads/LIFECYCLE-GUIDANCE 
-MAIN-REPORT.pdf

	16.	 H. Pitkänen and L. Raunio, “Ilona 
Santavaara, and Tom Ståhlberg,” in 
Eurpean Medical Device Regulations 
MDR & IVDR - A Guide to Market, Hel-
sinki, Finland: Business Finland, 2020.

	 17.	 D. Sculley et al., “Hidden technical 
debt in machine learning systems,” in 
Proc. 28th Int. Conf. Neural Inf. Process. 
Syst. (NIPS), vol. 2, Cambridge, MA, 
USA: MIT Press, 2015, pp. 2503–2511.

	18.	 V. Stirbu, T. Granlund, and T. Mik-
konen, “Continuous design control 
for machine learning in certified med-
ical systems,” Softw. Qual. J., vol. 31, 
no. 2, pp. 307–333, Jun. 2023, doi: 
10.1007/s11219-022-09601-5

ABOUT THE AUTHORS
TUOMAS GRANLUND is a development director and a regulatory compliance 
specialist at Solita Oy, 33014 Tampere, Finland, and a doctoral student at Tampere 
University, Finland. His research interests encompass the application of modern 
software development practices and technologies within regulated domains, with 
a particular emphasis on streamlining software product development processes 
for the medical device industry. Granlund received his M.Sc. in computer science 
from Tampere University. Contact him at tuomas.granlund@solita.fi.

VLAD STIRBU is the founder of CompliancePal, Finland, and a postdoctoral 
researcher at University of Jyväskylä, 40014 Jyväskylä, Finland. His research 
interests include software development in regulation-intensive industries and 
quantum computing. Stirbu received his Ph.D. in software engineering from 
Tampere University of Technology. He is a Member of IEEE. Contact him at 
vlad.stirbu@compliancepal.eu or vlad.a.stirbu@jyu.fi.

TOMMI MIKKONEN is a professor of software engineering at the University of 
Jyväskylä, 40014 Jyväskylä, Finland. His research interests include continuous 
software engineering and quantum software. Mikkonen received his Dr. Tech. 
in software engineering from Tampere University of Technology. Contact him 
at tommi.j.mikkonen@jyu.fi.

https://car.ca/wp-content/uploads/LIFECYCLE-GUIDANCE-MAIN-REPORT.pdf
https://www.consilium.europa.eu/en/press/press-releases/2023/12/09/artificial-intelligence-act-council-and-parliament-strike-a-deal-on-the-first-worldwide-rules-for-ai/#:~:text=The%20provisional%20agreement%20bans%2C%20for,such%20as%20sexual%20orientation%20or
https://www.consilium.europa.eu/en/press/press-releases/2023/12/09/artificial-intelligence-act-council-and-parliament-strike-a-deal-on-the-first-worldwide-rules-for-ai/#:~:text=The%20provisional%20agreement%20bans%2C%20for,such%20as%20sexual%20orientation%20or
https://www.consilium.europa.eu/en/press/press-releases/2023/12/09/artificial-intelligence-act-council-and-parliament-strike-a-deal-on-the-first-worldwide-rules-for-ai/#:~:text=The%20provisional%20agreement%20bans%2C%20for,such%20as%20sexual%20orientation%20or
https://www.consilium.europa.eu/en/press/press-releases/2023/12/09/artificial-intelligence-act-council-and-parliament-strike-a-deal-on-the-first-worldwide-rules-for-ai/#:~:text=The%20provisional%20agreement%20bans%2C%20for,such%20as%20sexual%20orientation%20or
https://www.consilium.europa.eu/en/press/press-releases/2023/12/09/artificial-intelligence-act-council-and-parliament-strike-a-deal-on-the-first-worldwide-rules-for-ai/#:~:text=The%20provisional%20agreement%20bans%2C%20for,such%20as%20sexual%20orientation%20or
https://www.consilium.europa.eu/en/press/press-releases/2023/12/09/artificial-intelligence-act-council-and-parliament-strike-a-deal-on-the-first-worldwide-rules-for-ai/#:~:text=The%20provisional%20agreement%20bans%2C%20for,such%20as%20sexual%20orientation%20or
https://www.consilium.europa.eu/en/press/press-releases/2023/12/09/artificial-intelligence-act-council-and-parliament-strike-a-deal-on-the-first-worldwide-rules-for-ai/#:~:text=The%20provisional%20agreement%20bans%2C%20for,such%20as%20sexual%20orientation%20or
https://www.consilium.europa.eu/en/press/press-releases/2023/12/09/artificial-intelligence-act-council-and-parliament-strike-a-deal-on-the-first-worldwide-rules-for-ai/#:~:text=The%20provisional%20agreement%20bans%2C%20for,such%20as%20sexual%20orientation%20or
https://www.consilium.europa.eu/en/press/press-releases/2023/12/09/artificial-intelligence-act-council-and-parliament-strike-a-deal-on-the-first-worldwide-rules-for-ai/#:~:text=The%20provisional%20agreement%20bans%2C%20for,such%20as%20sexual%20orientation%20or
https://single-market-economy.ec.europa.eu/news/blue-guide-implementation-product-rules-2022-published-2022-06-29_en
https://single-market-economy.ec.europa.eu/news/blue-guide-implementation-product-rules-2022-published-2022-06-29_en
https://single-market-economy.ec.europa.eu/news/blue-guide-implementation-product-rules-2022-published-2022-06-29_en
https://single-market-economy.ec.europa.eu/news/blue-guide-implementation-product-rules-2022-published-2022-06-29_en
https://single-market-economy.ec.europa.eu/news/blue-guide-implementation-product-rules-2022-published-2022-06-29_en
https://www.consilium.europa.eu/en/press/press-releases/2023/12/09/artificial-intelligence-act-council-and-parliament-strike-a-deal-on-the-first-worldwide-rules-for-ai/#:~:text=The%20provisional%20agreement%20bans%2C%20for,such%20as%20sexual%20orientation%20or
https://car.ca/wp-content/uploads/LIFECYCLE-GUIDANCE-MAIN-REPORT.pdf
https://car.ca/wp-content/uploads/LIFECYCLE-GUIDANCE-MAIN-REPORT.pdf
https://car.ca/wp-content/uploads/LIFECYCLE-GUIDANCE-MAIN-REPORT.pdf
https://webstore.ansi.org/standards/aami/aamitir452012r2018
mailto:tuomas.granlund@solita.fi
mailto:vlad.stirbu@compliancepal.eu
http://vlad.a.stirbu@jyu.fi
http://tommi.j.mikkonen@jyu.fi

	024_57mc09-granlund-3414368

