
Seventy-plus years ago, the word algorithm was 
probably only known to mathematicians, pro-
grammers, and engineers. Today it is a common 
word, and often associated with black boxes, 

whose inner workings are mysterious and may even be 
malicious. We ponder what can be legally done now (and 
in the future) to algorithms when they misbehave and cre-
ate problems for the humans they were designed to serve. 
And perhaps you have similar questions.

As we know, when people are harmed, sooner or 
later someone may get sued (pretty likely in the United 
States). But lately, the “someone” might turn out to be sil-
icon-based instead of a human or a corporation. In this 
short message, we will take a quick look at whether you 
can sue an algorithm (for now the answer is no), and we 
will also comment on whether or not you should be able to 

sue an algorithm (if that were to be-
come possible in the future).

At this writing, people are going 
to court because they think they (or 
someone they care about) has been 
treated badly because of an algo-
rithm. For example, a group of web 
content providers are suing genera-
tive artificial intelligence (AI) com-

panies because their algorithms harvest the providers’ 
content without compensation.1 Patients are suing their 
health insurer because they contend an algorithm un-
fairly denied the patients’ claims.2 In two criminal cases, 
judges have ordered its developers to reveal the inner 
workings of software used to supposedly identify min-
ute DNA samples.3 (Readers wanting more information 
about that last example can read about it in an earlier is-
sue of Computer.4)

Many more examples exist, but you may have noticed 
something: People are upset with the algorithms in ques-
tion, but it is not the algorithms themselves that are being 
sued or are being ordered about by judges. Corporations 
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and organizations that deploy and use 
the algorithms are being sued, not the 
algorithms themselves. This seems 
straightforward at first glance; an al-
gorithm is an abstract notion, perhaps 
even just a thought. It is only when an 
algorithm is implemented in a partic-
ular computing machine that it be-
comes a concrete entity.

Further, an algorithm does not have 
deep pockets, so it is likely to be use-
less as a target in a lawsuit. And an al-
gorithm does not fear incarceration or 
a fine, so criminal proceedings against 
it are unlikely to be effective. How-
ever, corporations often do have deep 
pockets, and the humans who develop 
and deploy systems that implement 
algorithms do have something to fear 
from criminal proceedings. Thus, it 
is not surprising that companies and 
humans are bearing the brunt of legal 
actions that target the consequences 
of algorithms.

But is that fair? Especially as algo-
rithms becoming increasingly sophis-
ticated, and particularly when they 
are designed to learn (and thus change 
their behavior after deployment), is it 
fair to demand accountability from 
developers long after deployment, or 
should we shift our focus to the arti-
fact that has been deployed? An in-
creasingly important example of this 
question is found in medical ethics. 
Duffourc writes about the potential le-
gal liability of an “autonomous AI phy-
sician.”5 If not with the artifact, where 
does the responsibility for the effects 
of AI algorithms properly reside?

As a legal question, determining 
responsibility for the effects of AI al-
gorithms is not a settled question, al-
though there is quite a bit of discussion 
about it. (We cannot go into details 
about legal wranglings in this short 
message. For more information, see 
recent articles that describe proposed 

legislation in the European Union6 and 
in the United States.7)

In addition to the legal questions, 
the issue of responsibility for the ef-
fects of AI algorithms is also a hot 
topic among ethics scholars. Writers 
interested in computer ethics have 
been working on this issue for years. 
For example, 30 years ago, a paper 
suggested the possibility that sophisti-
cated machines could someday be rec-
ognized as “electronic personae” who 
would have both accountability and 
some well-defined rights.8 Other writ-
ers insist that artificial intelligence 
artifacts should never be regarded as 
persons9 and should not be thought of 
as targets of accountability. Instead, 
the humans who design, deploy, and 
use the artifacts should be held ac-
countable for the consequences of the 
AI artifacts’ use.10,11,12

Most scholars and most AI prac-
titioners think that AI artifacts are 

users, identifies challenges, and provides recommendations 

for improving the adoption of NDIDs.

In summary, I hope you enjoy this issue, and I thank the authors 

for their patience in waiting for their accepted articles to be pub-

lished. Computer has seen an uptick in the number of submissions, 

and we have a backlog of accepted articles. Feel free to write to me 

about this issue or any others at j.voas@ieee.org.

—Jeffrey Voas , Editor in Chief
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currently not sophisticated enough 
to be considered as truly autonomous 
entities. Philosophers think that you 
need autonomy if you are to be held ac-
countable for your actions. However, 
when thinking ahead to machines 
that are more advanced than today’s 
machines, future machines that can 
learn after deployment, people are less 
sure that AI artifacts will not become 
fully autonomous “moral agents.” 
Some oppose that idea, but others em-
brace it.13

The issue of accountability for algo-
rithms, especially for AI algorithms, is 
likely to remain a hot topic for the fore-
seeable future. Computing profession-
als are on the front line of designing 
and developing these algorithms. It 
seems prudent that they pay attention 
to the legal and ethical ramifications 
of that work, even though some people 
are dubious about the progress being 
made so far. (We are not convinced 
that Munn is correct when he writes 
that “AI ethics are useless.”14)

And remember that IEEE publica-
tions are a good source of information 
about attempts to better understand 
this question. For example, see Huang 
et al.15 and De Franco at al.16 and the 
February 2024 Computer special issue 
on ethics. We invite you to stay tuned 
to Computer for additional thoughts 
about this question. 
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