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Comparison of FGO and KF for PDR-GNSS Fusion
Under Different PDR Errors
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Abstract— Smartphone-based positioning, heralded for its
widespread accessibility, encounters challenges due to its reliance
on global navigation satellite systems (GNSSs) in unfavorable
conditions such as urban canyons, tunnels, and indoor areas.
Even in clear-sky conditions, signal distortions, interruptions,
and the limitations of cost-effective smartphone GNSS prompt
researchers to explore alternative positioning methods. This has
led to the adoption of sensor fusion techniques, often integrating
the inertial measurement unit (IMU) for its complementary
features with GNSS. In pedestrian localization, the fusion
of pedestrian dead reckoning (PDR) and GNSS, traditionally
employing the Kalman filter (KF) as the main fusion algorithm,
has been standard practice. The emerging factor graph
optimization (FGO) algorithm has recently gained attention
for its better accuracy for inertial navigation system (INS)-
GNSS fusion architectures, especially under GNSS outliers.
However, the FGO implementation for PDR-GNSS fusion
architecture has been less investigated, and little is known
about its performance under different PDR outliers. As the
different gait dynamics of humans and transient variations
in the way the smartphone is carried, the PDR system can
generate short and high errors (SHEs) or continuous and low
errors (CLEs). We analyze the improvement of FGO over
KF in mitigating these PDR errors in the PDR-GNSS fusion
architectures for smartphone-based positioning. Since FGO is
a smoothing technique and KF is a filtering method, for a
fairer comparison, we also implemented a smoothed KF (SKF)
using the Rauch–Tung–Striebel smoother (RTSS) technique. Our
investigation, involving ten individuals with diverse heights,
genders, and gait patterns in walking and running motions,
underscores FGO’s superior performance in the presence of
PDR errors and across various pedestrian and motion scenarios,
achieving a stable 25% improvement for the mean position
error and 30% for the median position error in comparison
to KF, 24% mean improvement, and 32% median improvement
in comparison to SKF. Furthermore, the convergence time for
FGO after the SHE PDR errors is comparably shorter than
SKF and KF.

Index Terms— Factor graph optimization (FGO), fusion, global
navigation satellite system (GNSS), Kalman filter (KF), outliers,
pedestrian, pedestrian dead reckoning (PDR), smartphone.

I. INTRODUCTION

WITH the prevalence and accessibility of smartphones
in today’s digital age, pedestrian positioning has
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Fig. 1. Inertial-GNSS fusion architecture mechanism.

witnessed a substantial increase. Smartphones have become
the predominant tools for individuals relying on positioning
and localization services, with the global navigation satellite
system (GNSS) playing a pivotal role in smartphone-based
positioning, especially optimized for outdoor environments
characterized by unobstructed views of the sky and direct
satellite reception [1]. However, the performance of GNSS
deteriorates in indoor environments such as tunnels and
buildings, as well as in densely urban outdoor areas.
In these scenarios, GNSS signals become weaker and
susceptible to multipath interference and non-line-of-sight
(NLOS) conditions, leading to noise issues and occasional data
gaps in smartphone GNSS chips [2], [3], [4], [5]. To address
this issue, researchers have focused more on alternative
positioning solutions and have come up with the multisensor
fusion concept in order to boost the performance of GNSS-
based positioning in smartphones. Modern smartphones are
equipped with a range of sensors that can serve as alternative
positioning. These sensors include the camera, inertial sensors,
barometer, light sensors, BLE, Wi-Fi, and even LiDAR.
Among them, inertial sensors hold greater importance due
to their complementary features with GNSS. They offer low
short-term errors and are not susceptible to signal blockage
caused by multipath interference or NLOS conditions.
Furthermore, they do not necessitate additional infrastructure.
This makes inertial + GNSS a well-known and popular
fusion architecture [6], [7], [8]. However, this fusion can
be implemented in several ways, depending on the different
types of inertial navigation, GNSS processing techniques,
the utilization of multiple constellations and frequencies,
fusion algorithms, and integration levels, as depicted in the
accompanying Fig. 1.

The high noise of the microelectromechanical systems
(MEMSs) inertial measurement unit (IMU) present in
smartphones makes the strapdown inertial navigation system
(SINS) impractical due to the fast error accumulation over
time. In addition, smartphone carrying modes do not allow
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for the implementation of techniques such as zero velocity
update (ZUPT) for reducing the error rate [9]. Pedestrian dead
reckoning (PDR) is an alternative navigation method based
on integrating each step displacement, reducing the error rate
this way compared to pure inertial navigation system (INS).
Consequently, the fusion of PDR and GNSS is a common
architecture for pedestrian positioning using smartphones,
which is still an open research topic [10], [11], [12], [13],
[14]. In order to alleviate the errors of low-cost IMUs,
PDR is based on detecting steps, estimating their length and
direction, and then integrating the associated displacements to
update the user’s position. We can divide the errors associated
with such detection and estimation processes into two
types.

1) Short and High Errors (SHEs): Situations such as
transient variations in the way the smartphone is carried
can generate brief but large errors (outliers).

2) Continuous and Low Errors (CLEs): Human gait
dynamics vary due to changes in walking pattern,
gender, and height, and these factors influence the
performance of individual PDR blocks, making it
difficult to develop methods that generalize PDR
performance for any user. This leads to CLEs in the
PDR block.

To address this challenge, fusion algorithms play a crucial
role in mitigating the impact of PDR errors for such fusion
architectures. Historically, the Kalman filter (KF) has served
as the primary fusion algorithm for the PDR-GNSS fusion
architecture. However, achieving high accuracy using KF
and its variant models has been challenging due to the
linear first-order Markov dynamic model, Gaussian noise
assumptions, and the fact that it considers only the latest
available measurement. Instead, the newly proposed factor
graph optimization (FGO) [15] is a well-liked approach for
the multisensor fusion concept. Factor graphs are graphical
models used to effectively address complex estimation
problems such as simultaneous localization and mapping
(SLAM) [16]. FGO optimizes state estimates through iterative
solutions, treating state estimation as a nonlinear least-squares
problem. It employs historical measurements and iterative
solvers such as Gauss–Newton or Levenberg–Marquardt to
minimize the cost function, achieving optimal estimations.
Consequently, there is a growing trend to utilize FGO
as an alternative to KF for both GNSS processing and
inertial-GNSS fusion. Researchers [17], [18], [19], [20],
[21], [22], [23] fused INS and GNSS using FGO and
compared its performance against the traditional KF. Their
findings highlighted FGO’s notable capability to mitigate
GNSS outliers, particularly in scenarios characterized by urban
canyons or limited visibility of satellites during vehicular
testing.

Up until now, there has been limited research on PDR-
GNSS using FGO on smartphones. Past studies mainly focused
on such fusion architectures for walking with smartphones
and found that FGO outperformed traditional KF [10],
[11], [12], [24], [25]. In the same way that some studies
have explored the impact of GNSS outliers on FGO in
INS-GNSS fusion, we believe that it is equally important
to examine FGO’s effect on PDR outliers, which occur

more frequently than INS outliers. To the best of our
knowledge, no one has yet investigated the impact of PDR
errors on FGO performance. We compared FGO and KF
in PDR-GNSS fusion for walking and running motions
using a single dataset. Results showed that FGO performed
better overall though its effectiveness slightly decreased
during running compared to walking. In the running motion,
the PDR’s accuracy was affected due to misleading step
detections and step length estimation compared to walking.
This highlights a significant research gap in evaluating
FGO against KF for various PDR errors stemming from
diverse smartphone disturbances, multiple pedestrians with
differing heights, genders, walking patterns, and distinct
motions. In this extended version of our previous article [26],
we highlight a deeper understanding of FGO’s capabilities and
limitations.

It is usually hard to generalize PDR performance to different
users and motion modes. We aim to provide valuable insights
into the effectiveness of fusion algorithms within the PDR-
GNSS architecture, with a specific focus on their performance
in PDR errors, i.e., various pedestrians, motions (CLE),
and outliers (SHE). Since FGO is a smoothing technique
and KF is a filtering method, for a fairer comparison,
we also implemented a smoothed version of KF (SKF) using
the Rauch–Tung–Striebel smoother (RTSS) technique [27].
We hypothesize that FGO deals with that better than KF and
SKF.

The main contributions of this research are given
as follows.

1) Exploration of PDR Outliers: We examined how FGO,
SKF, and KF performed under various PDR outliers
(SHEs), which are caused by different disturbances to
smartphone carrying, which produce a negative influence
on the PDR accuracy. FGO’s effectiveness in handling
these PDR outliers is analyzed, as it has been done
similarly in the literature to assess the impact of GNSS
outliers for INS-GNSS.

2) Analysis of Different Pedestrians and Motions With
FGO: The performance of the PDR block is impacted
by pedestrians with varying heights, walking patterns,
and genders. To scrutinize the associated PDR errors
(continuous and long errors) stemming from diverse
pedestrian characteristics and movements, we examined
multiple individuals of varying heights and genders
engaged in both running and walking activities.
Our analysis aimed to evaluate the effectiveness of
FGO compared to KF in mitigating these PDR
errors associated with the lack of generalization
ability.

The remaining article is structured as follows. Section II
provides an overview of the related work. Section III presents
the proposed methodology, which includes the development of
the PDR mechanism and the development of KF- and FGO-
based PDR-GNSS fusion architectures. Section IV describes
the experimental evaluation and setup. Section V details the
results. Finally, Section VI concludes this article, summarizing
the findings and future work.
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II. RELATED WORK

A. Traditional PDR-GNSS Fusion Approaches

PDR is a widely recognized inertial navigation algorithm
designed for pedestrians that works on three fundamental
aspects: step detection, step length estimation, and step
heading estimation. These displacement-related parameters
are usually obtained from data provided by inertial sensors
such as accelerometers and gyroscopes. PDR, on its own,
tends to accumulate position errors over time, mainly due to
variations in pedestrian walking patterns. Therefore, enhancing
localization accuracy necessitates integration with GNSS.
Many researchers have already explored PDR-GNSS fusion
architectures [13], [28], [29], [30]. [28] proposed the PDR-
GNSS fusion method by jointly estimating the heading angle
and step length. However, they did not account for the
negative influence of GNSS MP and NLOS signal reception.
Therefore, later on, Rehman et al. [13] focused on the MP
and NLOS conditions, and with this, they addressed the
issue of cumulative errors stemming from the estimation
of heading and step size. They mitigate these errors by
implementing metrics for mean cumulative heading error and
cumulative step length error, respectively. Following this error
reduction process, they integrate PDR with GNSS to enhance
the overall performance. Another study [29] introduced a
precise displacement estimation method by integrating PDR
and GNSS using a time-differenced carrier phase (TDCP).
The TDCP-PDR-GNSS integration approach demonstrated a
significant reduction in position errors, thereby improving the
accuracy of the estimated displacements. The optimization-
based PDR (OBPDR) was proposed [30] through an improved
finite state machine (IFSM) gait detection method. Then, they
fused this OBPDR with GNSS for better results.

B. FGO-Based PDR-GNSS Fusion Architecture

The traditional fusion approaches have several issues that
have been highlighted by [31]. These issues are summarized
as follows.

1) Traditional single-source navigation methods lack effi-
ciency, while integrated systems, which emphasize
specific sensors and measurements, limit adaptability
and precision.

2) System miniaturization and clustering introduce non-
linear and non-Gaussian challenges in navigation,
exceeding traditional filtering methods’ precision capa-
bilities.

3) The navigation system faces sensor data synchronization
challenges, held back by sensor heterogeneity and vary-
ing working conditions, making traditional alignment
methods inadequate.

To address these issues, the USA-based Advanced Defense
Research Project Agency (DARPA) introduced the concept of
all-source positioning and navigation (ASPN) in November
2010. ASPN proposes to merge data sources for versatile
navigation, featuring quick integration and adaptability. How-
ever, practical implementation remains challenging. Georgia
Institute of Technology came up with the concept of factor
graph-based methods and made early attempts with this for
ASPN. Factor graph-based methods, known for plug-and-play

functionality and the ability to handle complex, asynchronous
data, have gained recent attention [32].

The introduction of the FGO formulation by Indel-
man et al. [33] has paved the way for a fresh perspective on
multisensor integration, as further explored by [34] and [35].
The factor graph improves state estimation by considering
past measurements and system updates. Unlike the KF,
FGO iteratively adjusts the measurement model, enhancing
accuracy. Factor graphs efficiently use time correlations
between past and present data through batch-style processing.
In this mode, a factor graph acts as both a forward filter and
a backward smoother after each measurement update. Thus,
FGO is applied in demanding GNSS situations, as highlighted
in works by [36], [37], [38], [39], and [40]. Furthermore,
Pfeifer and Protzel [41] illustrated FGO’s significant promise
in sensor fusion, even when dealing with non-Gaussian noise
models. Researchers have recently worked on the fusion of
INS and GNSS for vehicular navigation systems, in which
they fused the professional inertial and GNSS devices [18],
[19], [42], [43], [44].

In the context of pedestrian navigation using a smartphone,
a relatively limited body of research exists. Only a handful of
researchers have explored the fusion of PDR and GNSS for
smartphones. Jiang et al.’s [10], [11] research team was the
first one proposing FGO-based PDR-GNSS fusion: In [10],
they delved into the performance and implementation of FGO
compared to KF for single-user and walking motion data only,
in which they showed that FGO is better than KF. Later,
in [11], they proposed two modifications by introducing two
constraints (position and distance) in the factor graph and
evaluated the performance against KF using multiple datasets
collected in open sky and partially open sky conditions by
placing the smartphone handheld and in a backpack and pocket
for only walking motion. They also proposed a cooperative
positioning system based on FGO PDR-GNSS fusion [24].
More recently, they proposed a tight-coupled FGO PDR-
GNSS fusion-based [25]. They employed fuzzy adaptive
FGO to further enhance accuracy and suppress pseudorange
outliers. In a similar work, Zhong et al. [12] investigated
the tightly coupled FGO-based PDR-GNSS fusion for urban
canyons in which they created the factor graph constraints
from raw GNSS pseudorange, Doppler measurements, and
raw accelerometer-based PDR algorithm. They also proposed
smoothness-driven motion model-based pedestrian navigation
with a small acceleration for trajectory smoothing and
increased resilience to potential GNSS outliers in standalone
positioning.

In the above studies, the authors have primarily focused on
the quality of the fused solution and the impact of the GNSS
outliers, considering only walking motion. However, to the
best of our knowledge, no one has yet examined the impact of
PDR errors caused by various human motions, different gait
patterns, and transient variations in smartphone positioning.
In our previous article [26], we highlighted the performance of
FGO for walking and running motion using a single user. Each
pedestrian has a unique walking style, influenced by factors
such as height, gender, body posture, and dynamics. The
results revealed FGO’s superiority in both motions, but, still,
there is a need to investigate FGO’s performance with different



8506312 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 73, 2024

Fig. 2. PDR mechanism.

Fig. 3. Smartphone-based PDR.

aspects of PDR errors. Second, due to transient variations
in smartphone position from normal placement to sudden,
rapid changes that can lead to misdetected steps and heading
errors, this article aims to analyze the FGO performance under
PDR outliers (SHEs), in the same fashion as other works
studied the impact of GNSS outliers for both PDR-GNSS and
INS-GNSS [19].

III. METHODOLOGY

In this section of this article, we elaborate on the
methodological approach adopted in this study, which includes
the development of PDR and its fusion with GNSS through
both the KF and FGO techniques.

A. Development of PDR
PDR estimates pedestrian movements based on the detection

of steps, step length, and heading estimation. The PDR
working mechanism shown in Fig. 2 can be mathematically
written as follows:

Posk+1 = Posk + 1Posk|k+1 (1)

where Posk+1 and Posk represent the position at steps
k+1 and k, respectively, and 1Posk|k+1 represents the position
increment from step k to k +1 that, expressed in the east north
up (ENU) reference system [9], can be written as

1Posk|k+1 =

[
1PosE

k|k+1
1PosN

k|k+1

]
=

[
SLk|k+1 · cos(φ)

SLk|k+1 · sin(φ)

]
(2)

where the heading angle is indicated by φ and the step length
from step k to step k + 1 is shown by SLk|k+1.

A schematic illustration of the PDR system from the
smartphone is presented in Fig. 3. For step detection,

we utilized the magnitude of the triaxial accelerometer
[see (3)] as an input signal. To detect steps, we used the code
provided by [10], and we modified some threshold values to
adapt the step detector to different motion modes

|Acck | =

√
Acc2

xk + Acc2
yk + Acc2

zk . (3)

For step length estimation, we employed Weinberg’s
algorithm [45]; within each detected step, the step length
is determined from the range of the acceleration magnitude
values and a scaling constant factor

SLk|k+1 = C · [max(|Acck |) − min(|Acck |)]1/4 (4)

where SLk|k+1 represents the estimated step length between
two consecutive acceleration peaks and C is a constant factor
used to scale the estimated step length.

For step heading estimation, we employed the heading
angle obtained from the attitude and heading reference system
(AHRS) integrated into the smartphone at each detected step
epoch.

B. KF-Based PDR-GNSS Fusion Architecture in Smartphone
The KF operates through two steps: the prediction step and

the correction step. In the prediction step, the state of the
system at the next time step is estimated by using a dynamic
model and the current state of the system. The correction step,
on the other hand, involves refining the estimated state by
incorporating measurements from sensors. This allows for an
update of the estimated state, resulting in a more accurate
position estimation. The state vector, represented as X, serves
as the fundamental element for the state transformation in
PDR-GNSS integration, which is the position errors of PDR
in x- and y-coordinates. Therefore, we have implemented a
KF-based fusion using an error state approach instead of a
position state, which is based on a linear dynamic model as
outlined by [10] and [11]

X =

(
1PDRx
1PDRy

)
.

The formulation of this transformation is expressed as
follows:

Xk+1 = Fk|k+1 · Xk + Wk+1 (5)

where Xk+1 and Xk indicate the state vector at k + 1 and k
epochs, respectively; Wk+1 is a process noise vector, which
is assumed to be subject to a standard Gaussian distribution,
expressed as Wk+1 ∼ N (0, Qk), where Qk represents the
covariance matrix of the process noise and Fk|k+1 refers to
the transformation matrix at epochs k + 1 and k

Fk|k+1 =

[
1 0
0 1

]
. (6)

The measurement model is

Zk+1 = Hk+1 · Xk+1 + Vk+1. (7)

Equation (7) represents the general measurement model,
combining the state vector Xk+1, observation matrix Hk+1,
and measurement noise vector Vk+1 to calculate the predicted
measurement Zk+1. The actual observations are calculated
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differently in the following equation, specifically tailored for
our PDR-GNSS fusion approach:

Zk+1 = PosGNSS
k+1 − PosPDR

k+1 . (8)

In this equation, the actual observations Zk+1 are derived as
the difference between the GNSS position estimate PosGNSS

k+1
and the PDR position estimate PosPDR

k+1 at time k +1. Also, the
Hk+1 observation matrix can be written as follows:

Hk+1 =

[
1 0
0 1

]
. (9)

The prediction step of KF can be mathematically written as
follows:

X−

k+1 = Fk|k+1 · Xk (10)

P−

k+1 = Fk|k+1 · Pk ·
(
Fk|k+1

)T
+ Qk . (11)

In these equations, X−

k+1 and P−

k+1 are the a priori estimated
state vector and covariance matrix, respectively, obtained by
applying the dynamic model to the previous estimation. Then,
the correction step for KF updates the state estimation as
follows:

X̂k+1 = X−

k+1 + Kk+1 ·
(
Zk+1 − Hk+1 · X−

k+1

)
(12)

Kk+1 = P−

k+1 · (Hk+1)
T

·
[
Hk+1 · P−

k+1 · (Hk+1)
T

+ Rk+1
]−1

(13)
Pk+1 = (I2×2 − Kk+1 · Hk+1) · P−

k+1 (14)

where X̂k+1 is the updated state estimation at k + 1, Kk+1
represents the Kalman gain matrix at k+1, and I2×2 represents
the identity matrix of size 2 × 2.

C. Implementation of the SKF Using RTSS
As the KF is a forward filtering method that does not

consider historical measurements, we employed the RTSS
technique to implement the SKF [27]. This allows for a
more equitable comparison with FGO, which is inherently a
smoothing technique. The SKF implementation involved the
following steps.

1) Forward Pass (KF): Estimation of the state variables
using the standard KF equations, as described above.

2) Backward Pass (RTSS): Smoothing the state estimates
using the RTSS equations. The RTSS algorithm involves a
backward recursion that refines the forward pass estimates
by considering future measurements, leading to more accurate
state estimates.

The RTSS equations are given as follows.
Smoothing Gain:

Gk = Pk|k AT P−1
k+1|k . (15)

Smoothed State:

x̂k|N = x̂k|k + Gk
(
x̂k+1|N − x̂k+1|k

)
. (16)

Smoothed Covariance:

Pk|N = Pk|k + Gk
(
Pk+1|N − Pk+1|k

)
GT

k . (17)

In these equations, x̂k|N represents the smoothed state
estimate at time k given all measurements up to time N , Pk|N is
the smoothed covariance matrix, and Gk is the smoothing gain
that adjusts the state estimate based on future observations.

3) Smoothing Factor: The term “smoothing factor” refers
to the parameters influencing the RTSS process. In our
implementation, these include the following.

1) Process Noise Covariance (Qk): Tuned to reflect the
variability and dynamics of pedestrian movement.

2) Measurement Noise Covariance (Rk): Determined
based on the expected accuracy of GNSS and PDR
measurements.

3) State Initialization: Initial state estimates and their
covariances were carefully chosen to ensure stability
and convergence of the smoother. These factors
collectively determine the effectiveness of the smoothing
process. For pedestrian navigation, the process and
measurement of noise covariances were specifically
tuned through empirical analysis to handle the variations
in human gait and smartphone handling. Moreover,
these noise covariances are listed under fusion method
parameterization in Section IV.

D. FGO-Based PDR-GNSS Fusion Architecture in
Smartphone

A factor graph is a probability model that utilizes a graph
to represent the probability dependence of different variables.
Specifically, a factor graph is a bipartite graph composed of
two types of nodes: the unknown state variables and the factor
nodes, which represent the conditional probabilities of some
set of state variables. The undirected edges connect the state
variable nodes and corresponding factor nodes. There is an
edge between the two nodes only when the variable node and
the factor node have a functional relationship. A factor graph
allows the decomposition of a global probability function into
the product of multiple local probability functions, reducing
the complexity of solving the global function.

In sensor integration, we are usually interested in estimating
a set of state variables X from a set of given measurements
Z . Assuming a Markov model, that conditional probability
density function can be formulated

P(X |Z) =

k∏
i=1

P(zi |xi )P(xi |xi−1, ui )

P(zi )
P(x0) (18)

where zi represents the measurements observed at epoch i
(e.g., GNSS measurements), xi represents the system state at
i , and ui denotes the control input (e.g., PDR measurements).

The most often used estimator for these unknown state
variables X is the maximum a posteriori or MAP estimate

X̂ = arg max P(X |Z) = arg max
k∏

i=1

P(zi |xi )P(xi |xi−1, ui ).

(19)

In FGO-based integration, all these likelihood and transition
probabilities are treated as the factorization of the global
probability

X̂ = arg max
n∏

j=1

f
(
x j
)
. (20)
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Fig. 4. Formation of PDR and GNSS factors within FGO mechanism.

Each factor models a constraint and must include a
measure of uncertainty. The most common model is Gaussian
noise

P(zi |xi ) ∝ exp
(

−
1
2
∥hi (xi − zi )∥

2▽i

)
(21)

P(xi |xi−1) ∝ exp
(

−
1
2
∥8i (xi−1 − xi )∥

2�i

)
(22)

where the function 8i (·) describes the relationship between
the preceding states xi−1 and xi , the function hi (·)

represents the relationship between the state xi and the
measurement zi , and the covariance matrices are denoted
by ▽i and �i .

Taking the negative log and dropping the factor 1/2 trans-
form the problem into the minimization of an error function,
that is, a nonlinear least-squares problem

X̂ = arg min

(
k∑

i=1

∥8i (xi−1) − xi∥
2
�i

+

k∑
i=1

∥hi (xi ) − zi∥
2
▽i

)
.

(23)

In our case, as shown in Fig. 4, the factors represent the
GNSS measurements and the transition between states due to
the motion model and PDR measurements.

1) PDR Factor: This factor signifies the constraint enforced
by the motion model derived from the PDR system. As can
be seen, the PDR factor is modeled using the true-state
nonlinear dynamic model, in contrast to the error-state
linear dynamic model used in the KF implementation. This
way, the potential advantage of the FGO dealing with
nonlinear models is counteracted. This strategy was also
followed by [10], [11], and [12]∥∥ePDR

k+1

∥∥2∑PDR
k+1

= ∥Xk+1 − f (Xk)∥
2∑PDR

k+1

=

∥∥∥∥xk+1 −

(
xk +

[
SLt,t+1 · cos(φ)

SLt,t+1 · sin(φ)

])∥∥∥∥2

∑PDR
k+1

.

(24)

2) GNSS Factor: Similarly, this factor represents the
constraint imposed by the GNSS measurements∥∥eGNSS

k+1

∥∥2∑GNSS
k+1

= ∥Xk+1 − GNSSk+1∥
2∑GNSS

k+1
. (25)

Therefore,

X̂ = arg min

(
k∑

i=1

[∥∥ePDR
i+1

∥∥2∑PDR
i+1

+
∥∥eGNSS

i+1

∥∥2∑GNSS
i+1

])
. (26)

We utilized the Georgia Tech Smoothing and Map-
ping (GTSAM) library, an open-source tool developed
by researchers at the Georgia Institute of Technology,
to implement FGO [32]. This library is well-known for its
effectiveness in solving problems related to SLAM, factor
graphs, and pose graph-based optimization, making it user-
friendly for FGO implementation in various applications.
As mentioned before, the graph consists of PDR and GNSS
factors. Whenever a new GNSS measurement is available, new
PDR and GNSS factors are appended to the graph. After that,
the Levenberg–Marquardt optimizer [46] is used to optimize
the completely new graph, and this process is repeated after
each new GNSS measurement. It is important to mention that
other optimizers such as Newton–Gaussian, iSAM, and iSAM2
are also viable alternatives.

IV. EXPERIMENTAL EVALUATION

A. Experimental Description
It is challenging to develop a flexible PDR for different

pedestrian walking patterns and various carrying modes of
smartphones. We conducted two different experiments for SHE
and CLE analyses.

For the SHE analysis, the experiment was conducted in an
outdoor area with enough satellite visibility. The pedestrian
held the smartphone initially aligned with its body and just
walked at a normal pace for about 52 m on a predefined
straight path, but while walking, the pedestrian moved his
smartphone to generate short unexpected dynamics (outliers)
as follows.

1) Swinging of a Smartphone (Case I): The smartphone
briefly entered a swinging mode for a few seconds before
returning to its original position.

2) Changing the Heading of a Smartphone (Case II):
When changing the smartphone’s heading, it was rotated
counterclockwise for a few seconds twice along the
entire path to observe outliers more clearly.

3) Shaking of Smartphone (Case III): Similarly, the
smartphone was shaken in an upright position for a brief
duration.

In another experiment aimed at observing CLE analysis
across various pedestrians and motions (walking and running),
participants completed a full lap along a predefined trajectory
outdoors. Throughout the entire duration, each pedestrian
held the smartphone in front of their chest. Participants were
instructed to walk and run at their own natural pace while
maintaining the same position of the smartphone.

B. Data Collection and Processing
The Huawei Y8P smartphone was used for inertial sensors

and GNSS data. For reference, the Ublox ANN-MB-00-00
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Fig. 5. Data collection and experimental setup.

TABLE I
DIFFERENT PEDESTRIANS FOR DATA COLLECTION

L1/L2 multiband GNSS antenna, which has a C099 F9P
application processing board, has been used. Data collection
took place outdoors in the open sky at the football field of
the University of Deusto, Bilbao, Spain. We selected a small
section of a straight-line path, spanning over 52 m. Refer to
Fig. 5 for a visual representation of the data collection and
experimental setup.

1) Smartphone Data: The GetSensorsData app [47] was
used to collect inertial sensors and GNSS data from the
smartphone.

The SHE analysis experiment involved three datasets,
including smartphone swinging, heading change, and shaking.
For the CLE analysis experiment, 40 datasets were collected
from ten pedestrians with diverse heights, walking patterns,
and genders, as detailed in Table I, encompassing both walking
and running motions. Pedestrians had the flexibility to choose
their own walking pace during the experiments. However,
we set the upper threshold values for walking and running
motions in the step detector.

2) Reference Data: The data were collected using U-Center
23.08 software provided by Ublox. The GPS, GLONASS,
Galileo, and BeiDou satellite constellations were used to

ensure the accuracy of the reference. The combined use of
these satellite constellations resulted in a horizontal position
accuracy of 2.5 cm.

3) Timely Synchronization of Reference and Smartphone
Data: Every pedestrian, motion, and PDR outliers experiment
has its own reference data, which has been synchronized with
the smartphone via GPS time. We placed the Huawei Y8P
smartphone’s GNSS receiver right next to the reference data
source (Ublox GNSS receiver), keeping the distance between
them at 0 m. This proximity minimized any potential delays
in the signals’ travel, ensuring that our data were as precise
as possible.

4) Fusion Methods’ Parameterization: The efficacy of
the FGO and KF fusion algorithms hinges on their adept
utilization of parameter covariance settings. Throughout
this study, we preserved uniform parameter settings for
all pedestrian motions across the comprehensive dataset
comprising 40 instances. Regarding the KF, we set the KF
parameters as follows when we parameterize it in our case:

P =

[
0 0
0 0

]
, Qk =

[
1 0
0 1

]
, R =

[
2 0
0 2

]
where P is the initial state covariance matrix, Qk is the process
noise covariance matrix, and R is the measurement noise
covariance matrix.

In the domain of FGO, our approach involves two factors:
PDR and GNSS. It is important to recognize that both of
these factors come with uncertainties and noise. To handle
these uncertainties, we have used GTSAM’s odometry and
prior noise model classes. We set the same values for both
KF and FGO

odometryNoise
= noiseModel.Diagonal.Sigmas([2; 2; 0.1])

priorNoise = noiseModel.Diagonal.Sigmas([1.4; 1.4; 0.1]).

V. RESULTS

A. Analysis of Improvement in FGO Versus PDR Outliers
To characterize FGO performance over KF and SKF with

transient variations in the way the smartphone is carried while
walking, we fluctuated the smartphone during carrying in
three different ways: swinging, changing the heading, and
shaking the smartphone. From Figs. 6–8, it can be seen that
with little disturbance, smartphone placement produces short-
term high errors in the PDR models. We fused these PDR’s
displacements with GNSS using FGO and KF. In addition,
we used SKF to make the comparison with FGO fair. The
results indicated that FGO performed better than KF and SKF
in all three cases.

Case I: In the case of smartphone swinging, Fig. 6(a)
illustrates the noticeable impact on PDR output, evident in
red as the PDR trajectory. The swinging of the smartphone not
only produced general positional error but also the heading of
the smartphone was changed, and the misdetection of the steps
generated outliers in the PDR output, as visualized in Fig. 6(a).
As a result, the PDR trajectory lost its path during swinging,
leading to heightened positional errors over time, as portrayed
in Fig. 6(c) and highlighted in purple. In comparison, the
smartphone’s GNSS remained stable, offering a contrast to
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Fig. 6. (a) Reference, PDR output and GNSS trajectories are shown along with the effect of smartphone swinging on PDR’s output highlighted in red.
(b) Fused trajectories from KF and FGO, showing FGO’s superior performance during smartphone swinging, outperforming KF. (c) Visualizes the horizontal
position errors over time and reveals FGO’s ability to mitigate PDR errors during smartphone swinging.

Fig. 7. (a) Rapid changes in the angular velocity when the smartphone was rotated. (b) Comparison of horizontal position errors from PDR, KF, SKF, and
FGO with smartphone heading change (highlighted in purple).

the PDR’s fluctuations. The fused trajectories from KF and
FGO are shown in Fig. 6(b). It can be also seen that FGO is
more robust to such high PDR error and produces better output
especially when the PDR errors become so high. We computed
the stable convergence time for these fusion techniques by
setting the PDR error threshold at 10 m, which is when the
errors peaked. We then observed how FGO, KF, and SKF
responded to these outliers. The convergence time for FGO
was 1.45 s compared to 3.78 s for KF and 5.36 s for SKF.
This is due to the nature of FGO using historical measurements
in an iterative process that helps it mitigate the impact of
PDR errors in PDR-GNSS fusion architecture. Besides this,
we set a fair comparison and implemented the SKF for fusion
and compared it to FGO, which still shows the FGO superior
to SKF, as well as emphasizing its enhanced performance in
challenging conditions that can be seen in the comparison of
SKF, KF, and FGO horizontal position errors over time [see
Fig. 6(c)].

Case II: Similarly, we checked the FGO improvement when
the smartphone heading changes during the walking motion.
In Fig. 7, we present the horizontal position errors over time
for PDR, KF, SKF, and FGO, as well as the angular rate over
time. From Fig. 7(a), it can be seen that the angular rate was
rapidly disturbed twice, and as a result, the effect in the PDR
model can be seen in Fig. 7(b) highlighted in purple color.

Moreover, the improvement in FGO performance is greater
compared to the first outlier, as FGO considers the historical
measurements in the graph and then optimizes the whole
graph. After the first PDR outlier, we set the PDR error
threshold at 5 m, the point of peak error, to evaluate the
convergence time for FGO, KF, and SKF. In this window,
FGO took 1.90 s, KF 1.68 s, and SKF 1.70 s to converge
post the first outlier. In the second outlier, FGO’s convergence
was slightly faster than SKF and KF. With a 7-m PDR error
threshold, FGO converged in 3.14 s, KF in 4.20 s, and SKF in
4.24 s. It becomes more stable when it utilizes more historical
measurements and optimizes the trajectory compared to KF
and SKF, which works only on the last measurement and
whose performance has degraded in the presence of second
PDR outliers.

Case III: Similarly, in Fig. 8, when the smartphone
experienced shaking, both step detection and heading were
adversely affected, leading to inaccurate readings and high
PDR horizontal errors over time. Following the smartphone
shake, the PDR lost its trajectory and produced elevated errors
that can be easily seen in Fig. 8(b). Despite encountering these
challenges in the PDR block, the fused output generated by
FGO demonstrated significantly improved results, effectively
reducing errors and mitigating the impact of PDR errors.
As highlighted in Fig. 8 with a purple color, it is noteworthy
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Fig. 8. (a) Rapid change in acceleration when the smartphone was shaken. (b) Comparison of horizontal position errors from PDR, KF, SKF, and FGO with
smartphone shaking (highlighted in purple).

that during the shaking event, FGO’s errors initially increased.
However, immediately after the shaking, FGO swiftly reduced
the errors, surpassing KF in error reduction. To determine the
stable convergence time for FGO, KF, and SKF following
the PDR outlier, we set the PDR error threshold at 11 m,
which is when the errors peaked. Within this time window,
the convergence time for FGO to address the PDR effect was
2.57 s, while, for KF, it was 5.58 s, and for SKF, it was 3.63 s.
This observation underscores FGO’s superiority over KF and
SKF, even in the face of PDR errors.

The general implementation of the PDR model does not
fit well with different carrying modes of smartphones. From
the results, it can be seen that a disturbance of short duration
in the smartphone’s carrying style while walking produces a
short-term and higher error in the PDR output, and eventually,
the fusion methods produce lower errors while mitigating the
bad performance of PDR models. However, the FGO seems
like a better option compared to KF because it has fewer
errors. Moreover, we have seen that FGO is more robust in
mitigating the effect of PDR outliers in the same way as it has
been analyzed that it mitigates the impact of GNSS outliers
in the INS-GNSS fusion by [19]. Since FGO utilizes both
current and previous measurements iteratively, each time a new
measurement becomes available, FGO optimizes the entire
factor graph. Therefore, it produces better output than SKF
and KF. On the other hand, SKF also incorporates historical
measurements. However, it is less robust compared to FGO
due to its noniterative optimization approach, whereas KF
only estimates based on the current and last measurements.
To check the overall performance of FGO under the SHE PDR
errors, the cumulative distribution function (cdf) and box plots
of horizontal positioning errors obtained from three methods
have been computed, and based on these analyses, FGO seems
to be a better option than SKF and KF, which can be seen in
Figs. 9 and 10. Moreover, from all three cases, it can be noted
that FGO has a quicker convergence time to stability compared
to KF and SKF.

B. Analysis of Improvement in FGO Versus Different
Pedestrians and Motions

1) FGO Improvement Over Motions: It becomes necessary
to assess the impact of these types of motions on the
performance of FGO. The positioning performance of FGO

Fig. 9. Overall cdf of horizontal positioning errors from all three cases.

Fig. 10. Overall box plots from three cases.

over these two motions of the different pedestrians is detailed
in Table II and visually represented in the box-and-whisker
plot in Fig. 11. From the results, it can be noted that, overall,
the performance of FGO is better than that of KF. In both
motions, FGO gets lower errors compared to KF. We can also
see that the results of walking motion are better compared to
running motion, and this is because the PDR model is better
adapted to that type of motion. The improvement of FGO is
quite consistent over the two motions and different statistics
Table II: around 25% for the mean error, around 30% for
the median error, and around 25% for the 90th percentiles.
However, there is an improvement in the standard deviation
for walking motion of only around 6%, but we can see a
negative improvement in running motion, which means that
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Fig. 11. Box plots illustrating the performance distribution of FGO (green
box), SKF (magenta box), and KF (blue box) in PDR-GNSS fusion for
walking and running motions.

Fig. 12. Comparative analysis of 2-D mean position error via FGO versus
KF for walking and running for different pedestrians (A-J).

the dispersion of the errors seems similar for both fusion
methods. This is due to the diverse involvement of pedestrians,
variations in gait cycles, and differing heights, all of which
contribute to the variability observed in the FGO standard
deviation for running motion.

2) FGO Improvement Over Users: Human gait dynamics
differ due to differences in walking pattern, gender, and
height, and the performance of individual PDR blocks is
influenced by these aspects. As mentioned earlier, developing
a flexible step detector, step length estimator, and heading
estimator for diverse pedestrians poses a significant challenge.
Consequently, no matter how diverse users’ walking patterns
and attributes align with the implemented PDR models, the
standard deviation in the preceding boxplot did not improve
for running motion. We can see in Fig. 12 that the actual
improvement of FGO varies a lot for different users.

3) General FGO Improvement: To characterize the overall
improvement of FGO over KF, we compare their 2-D mean
position errors while taking into consideration the performance
of PDR for each individual and motion type. However,
the PDR’s performance is determined by the individual
performance of its main components: the step detector, the
step length estimator, and the step heading estimator. Since we

Fig. 13. Comparison of 2-D mean positioning errors between KF, SKF, and
FGO with PDR travel distance error. The KF performance is depicted by the
blue trend line and SKF by the magenta line, while the FGO performance is
represented by the green trend line.

do not have the ground truth of these individual components,
we considered the PDR travel distance as a proxy of it. It can
be seen the individual mean error points and two regression
lines from both fusion algorithms in Fig. 13. These mean
error points are categorized by the type of motion and fusion
algorithm.

From Fig. 13, it can be observed that FGO consistently
shows lower mean error values compared to KF for each
pedestrian and both motion types, regardless of the PDR
performance value. Moreover, it can also be seen that the FGO
regression line is more flatter than KF. However, the difference
between the two regression lines increases as the PDR
performance gets worse. We can measure that with the slope
of the lines by y = mx + b, which gives us the slope for the
KF regression line, which is 0.27823, and the FGO trend line
is 0.22964. These results highlight that FGO gets lower errors
and is somewhat more robust against bad PDR performances.

It is difficult to compare the obtained results to the
ones reported by prior studies because of the different
types of experiments. The study in [10] evaluated FGO for
PDR-GNSS fusion with single walking motion data in the
open sky environment. Meanwhile, a study [11] examined
nine different datasets in urban environments with different
smartphone positionings, such as box, pocket, and handheld.
Our experiments are different from those presented in these
studies as we analyzed the performance of FGO against KF
and SKF under different PDR errors arising from transient
variations in the way a smartphone is carried and due to
different motions, heights, and gender (walking and running,
and ten different pedestrians). Nevertheless, the trends and
behaviors of FGO are coherent in all articles.

In FGO, all historical information is considered during
the optimization, and the overall performances are improved
gradually, exhibiting the capability to effectively mitigate
errors associated with PDR data. As a result, despite the
bad performance of the PDR block, FGO consistently
outperformed KF. Implementing real PDR systems that
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TABLE II
FGO IMPROVEMENT AGAINST KF AND SKF FOR PDR-GNSS FUSION ARCHITECTURE

generalize well over different pedestrians, FGO appears to be
a superior choice compared to KF.

VI. CONCLUSION AND FUTURE WORK

The performance of FGO has been investigated for the
GNSS outliers in INS-GNSS fusion systems. However, its
performance in the PDR + GNSS fusion architecture in
a pedestrian navigation context was not investigated under
the different PDR outliers. Therefore, this article provides
a thorough comparison of FGO over KF for PDR-GNSS
fusion in smartphones, taking into account the impact of PDR
performance in the fusion using a real dataset collected at
the football field. In this research, PDR errors are comprised
of two main sources: on the one hand, the transients in
the way the smartphone is carried; on the other hand, the
different gait dynamics of pedestrians. Since FGO is well
known for mitigating the impact of GNSS outliers in INS-
GNSS fusion architectures, similarly, it has been observed
that FGO mitigates the impact of the PDR errors formed by
SHEs and CLEs in the PDR-GNSS fusion architectures. Based
on the analysis findings, the enhanced performance of FGO
compared to KF can be attributed to multiple iterations and
the utilization of historical measurements. Opting for FGO
seems more favorable when deploying practical PDR systems
designed to work effectively across diverse pedestrians.

Despite FGO’s effective performance in mitigating the
impact of PDR errors in smartphone-based PDR-GNSS fusion,
its batch-style fusion is impractical for real-time applications.
Incorporating historical measurements raises computation
costs, and considering that pedestrians have a limited pace,
there is no necessity to involve all measurements in the fusion
process. Instead, it can be implemented with a window of a
few previous measurements. Future work could focus on the
following aspects:

1) impact of different window sizes on the improvements
of FGO over traditional fusion algorithms;

2) the tradeoff between the accuracy and computational
load of FGO.

Overall, our assessment leads us to conclude that FGO-
based sensor fusion holds significant promise as a prospective
alternative to KF-based approaches in the forthcoming
decades.
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