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Abstract—Contribution: This research explores the benefits
and challenges of developing, deploying, and evaluating a large
language model (LLM) chatbot, MoodleBot, in computer science
classroom settings. It highlights the potential of integrating LLMs
into LMSs like Moodle to support self-regulated learning (SRL)
and help-seeking behavior.

Background: Computer science educators face immense chal-
lenges incorporating novel tools into LMSs to create a supportive
and engaging learning environment. MoodleBot addresses this
challenge by offering an interactive platform for both students
and teachers.

Research Questions: Despite issues like bias, hallucinations,
and teachers’ and educators’ resistance to embracing new (AI)
technologies, this research investigates two questions: (RQ1) To
what extent do students accept MoodleBot as a valuable tool for
learning support? (RQ2) How accurately does MoodleBot churn
out responses, and how congruent are these with the established
course content?

Methodology: This study reviews pedagogical literature on AI-
driven chatbots and adopts the retrieval-augmented generation
(RAG) approach for MoodleBot’s design and data processing. The
technology acceptance model (TAM) evaluates user acceptance
through constructs like perceived usefulness (PU) and Ease of
Use. Forty-six students participated, with 30 completing the TAM
questionnaire.

Findings: LLM-based chatbots like MoodleBot can signifi-
cantly improve the teaching and learning process. This study
revealed a high accuracy rate (88%) in providing course-related
assistance. Positive responses from students attest to the efficacy
and applicability of AI-driven educational tools. These findings
indicate that educational chatbots are suitable for integration
into courses to improve personalized learning and reduce teacher
administrative burden, although improvements in automated
fact-checking are needed.
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I. INTRODUCTION

IN THE rapidly evolving technological landscape, Artificial
Intelligence (AI) has carved a niche in various sectors,

including education. Chatbots, especially AI-driven chatbots,
have become a prominent educational tool [1], [2]. They are
software applications designed to simulate human conversation
through predetermined scripts or, increasingly, more sophis-
ticated natural language processing (NLP) algorithms [3].
Their capacity to generate human-like responses showcases
the influence AI on the broader educational paradigm. The
growing complexity and diversity of data within learning man-
agement systems (LMS) present unique challenges, hindering
their effectiveness. Former iterations of AI-driven chatbots
face challenges, gaining acceptance and achieving widespread
success in educational settings. These challenges primarily
revolve around their limited understanding of context, rigid
script-based interactions, and suboptimal user experiences [2].
However, the advent of large language models (LLMs),
including technologies, such as ChatGPT, marks a signifi-
cant evolution from these earlier AI-driven bots [4]. This is
where LLM-driven solutions promise transformative change.
Throughout this article, AI-driven chatbots are defined as the
AI solutions for chatbots before the advent of LLM, which are
characterized as LLM-driven chatbots enabling more dynamic
and contextually aware interactions. LLM-driven chatbots can
fill information gaps and significantly improve user experi-
ences in such environments. For instance, chatbots can serve
as relentless academic aides when integrated into an LMS [5].
They can help students find pertinent course materials or
resolve organizational issues by employing similarity searches
over the course content. Their unique capacity to provide on-
demand explanations and entertain follow-up queries positions
them as virtual tutors. With rapid, anytime-available support,
these systems potentially eliminate the need for students
to repeatedly reinforce already understood materials, thus
enhancing their learning progress and overall motivation [6].

This article presents MoodleBot, an open-source chatbot
designed to provide feedback on lecture content and tasks tai-
lored for self-regulated learning (SRL). Moodle,1 the platform
for which MoodleBot is developed, is a widely used LMS in
higher education and used by the RWTH Aachen University.

1https://moodle.org
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The study focuses on its deployment among students from the
lecture on “Databases and Information Systems” at the RWTH
Aachen University, a mandatory bachelor’s computer science
lecture with over 700 participants. With its human-like con-
versational process, MoodleBot offers students an experience
similar to interacting with a real tutor but with the advantages
of immediate responses and round-the-clock availability. This
article addresses the following research questions.

RQ1: To what extent do students accept MoodleBot as a
valuable tool for learning support?

RQ2: How accurately does MoodleBot churn out responses,
and how congruent are these with the established course
content?

The implications of the findings extend beyond academic
discourse, holding value for educators, administrators, and
software developers by shedding light on the dynamics and
potential of LLM-augmented tools in educational settings.

II. BACKGROUND AND RELATED WORK

AI-driven chatbots in educational contexts have seen
significant advances in their application within academia.
These chatbots fulfill diverse functions, including providing
instant feedback on assignments [2], [7], [8], assisting
with course-related queries [2], [9], [10], streamlining
enrollment processes [10], [11], and disseminating campus
information [10], [12], [13]. Mentoring bots, a specialized
subset, offer 24/7 instructional and support services [6],
notably easing the workload of teachers and teaching assistant
(TA) [14]. Conversational agents show promise for delivering
personalized tutoring in educational contexts [15], [16]. Some
studies demonstrate the efficacy of mentoring chatbots in
providing individualized learning support [17]. Recent work
explores using chatbots to tailor tutoring to each learner’s
needs and characteristics [18]. Such bots can be seamlessly
integrated into online courses [5], [6]. They can enhance
student engagement within the learning community [19]. The
output accuracy of most educational chatbots highly depends
on the input data [20]. Personalized hybrid e-learning models
are suggested to consider a student’s personality, tailoring the
chatbot’s interactions accordingly [21]. Another application of
chatbots is in teaching programming languages, with findings
indicating a significant uptick in user satisfaction when social
dialogue is incorporated [22].

A. Self-Regulated Learning

SRL is a paradigm that enables learners to enhance their
education by setting specific goals, monitoring performance,
and adjusting behaviors through cognitive, metacognitive,
and motivational strategies to optimize outcomes [23]. The
three-layer model of SRL includes the regulation of pro-
cessing modes, learning processes, and the self, emphasizing
the dynamic interplay between these elements [24]. Self-
regulation enhances academic performance by integrating
cognitive strategies and metacognition [25], as well as motiva-
tion, engagement, and social support [26]. Integrating chatbots
in e-learning platforms can reduce feelings of isolation and
detachment while boosting intrinsic motivation and perceived
competence [27], especially when combined with traditional

teacher support [28]. Deploying AI-driven chatbots, guided
by pedagogical strategies, such as goal setting and personal-
ized feedback, can enhance learners’ SRL skills [29]. These
chatbots can support goal articulation [30] and pose strategic
questions to facilitate SRL [31]. The application of LLM
exemplifies this dynamic, as these tools deliver immediate,
contextually appropriate information and support learners in
reflective and self-regulatory practices [32]. LLM can simulta-
neously challenge and support the development of SRL skills.
Learners can benefit from receiving alternative solutions,
being exposed to diverse perspectives, and encouraging critical
thinking. However, it is important to note that excessive
use of LLM may diminish the learner’s capacity for SRL.
Therefore, educators must design interventions that balance
the facilitation and disruption of self-regulation [33].

B. Students’ Help-Seeking Behaviors

While engaging in SRL, students may encounter challenges
or identify gaps in their knowledge and skills. Help-seeking
is an essential academic strategy for self-regulation that
facilitates learning [34]. It is considered an important form
of behavioral self-regulation that can cognitively, behav-
iorally, and emotionally engage learners [35]. However, many
students, particularly adolescents, avoid seeking help even
when they need it [36]. This help avoidance behavior can
be attributed to various factors, including competence con-
cerns (fear of appearing incompetent) and autonomy concerns
(desire to work independently) [36]. Students with low self-
efficacy (SE) or those focused on performance goals are
particularly prone to avoiding help-seeking due to con-
cerns about negative judgments from teachers or peers [36].
Effective help-seeking is timely and context-dependent, with
early help-seeking in problem-solving associated with better
learning outcomes [37]. In online environments, it is ben-
eficial to seek help on challenging steps; however, overuse
can reduce learning outcomes [38]. Effective help-seeking
behaviors include asking precise questions and persisting in
seeking help, while effective help-giving involves providing
detailed explanations and monitoring student understand-
ing [39]. Chatbots, as AI-driven educational tools, have the
potential to address these concerns and alleviate help avoid-
ance behavior. They provide a private, nonjudgmental space
for students to ask questions without fear of embarrassment
in front of peers or teachers [36]. Regarding accessibility,
office hours are essential for addressing students’ queries about
assignments [40], course content, and administrative issues.
Integrating LLM can enhance these interactions by offering
real-time, accessible solutions and promoting more proactive
and effective engagement with learning resources.

C. LLM-Driven Education

In the domain of natural language generation (NLG), LLM
represent a significant advancement, particularly those founded
on the transformer architecture with self-attention mecha-
nisms [41]. These models are distinguished by their capability
to produce contextually relevant and coherent human-like
text [42]. The generative pretrained transformer (GPT) series,
a family of models, has gained recognition in this space.
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Among these, ChatGPT, a specialized chat model developed
by OpenAI, is built on the architecture of specific GPT
versions and tailored for interactive applications.2 OpenAI
offers specialized fine-tuning for the GPT models, facilitating
deployment across diverse domains and applications.

LLM offer versatile support in education, facilitating tasks,
such as providing comprehensive feedback on assignments,
discussing intricate concepts, annotating code to highlight
errors, and generating exercises along with sample solu-
tions [43]. The research presented in this article builds upon
these capabilities, providing comprehensive mentoring support
to students, addressing their needs ranging from organizational
queries to conceptual discussions and exercise generation for
exam preparation. This holistic approach sets the presented
work in this article apart from studies [44], [45], which focus
primarily on content support and administrative queries.

However, challenges remain, including control over its
responses [44], [46] and occasional “hallucinations,” where
it produces incorrect content [47], [48], [49], [50]. The
presented solution in this article adopts an retrieval-augmented
generation (RAG) approach [51] that can enhance the accuracy
and correctness of responses [44], [52]. Similar works offer
either administrative and content support [45], [52], exercise
support [53], [54], [55] or exercise generation [56], [57], but
not both in one package. Furthermore, instead of using a
pool of tasks only [44], [50], this approach involves assessing
students’ acceptance of the tool using technology acceptance
model (TAM). While existing studies often discuss the accu-
racy of such models [44], [45], [48], [52], [54], [56], [57], none
of them conduct a TAM analysis. Despite students’ awareness
of these models [58], only a few explored their willingness to
adopt them in their current state [52], [59]. Moreover, while
the technical scalability is frequently mentioned [46], [50],
[52], [60], [61], only one examined the associated costs [52].
Among the reviewed studies, one notable paper addresses
a similar database course utilizing an RAG approach [44].
However, their validation process is limited to the course
instructor’s assessment, omitting a comprehensive evaluation
of student acceptance and feedback. In contrast, the approach
presented in this article extends the validation to include
studies on student engagement and acceptance, providing a
more holistic understanding of the educational impact and
practical efficacy of integrating chatbots in academic settings.

III. MOODLEBOT

MoodleBot was developed by the authors as part of the
tech4compKI project,3 a German research project aimed
at supporting personalized learning and skill development
through hybrid AI mentoring. MoodleBot represents a pio-
neering effort in integrating an advanced LLM-driven chatbot
into the RWTH academic course framework. The open-source
integration4 of the chatbot MoodleBot into Moodle targets
two interrelated use cases relevant to enhancing pedagogical
and operational support for academic environments. Today’s

2https://chat.openai.com/
3https://tech4comp.de
4https://github.com/rwth-acis/LMS-chatbot-service

academic courses often overwhelm students with a vast
amount of information [62], sometimes causing them to lose
track of essential organizational details [5], [63]. MoodleBot
is a reference point that helps learners to find and rec-
oncile this information quickly. Beyond this organizational
assistance, the chatbot’s pedagogical role is to serve as an
always-available tutor [7], particularly during intense peri-
ods, such as exam preparation [63]. The primary goal of
MoodleBot is to dynamically generate exercises and solve
questions by deploying these chains and using Python-based
functions. The bot aids students in clarifying doubts and com-
prehending complex lecture content. MoodleBot’s response
accuracy is paramount, as misinformation can significantly
affect the learner’s progress [64]. Concurrently, the benefits
of MoodleBot extend to educators. Traditional Q&A forums,
while beneficial, often become overloaded with repetitive and
basic inquiries [5]. Educators can focus on more complicated,
content-related questions by delegating most of these routine
questions to MoodleBot. This enhances efficiency and elevates
the quality of discourse within these forums. It is important
to mention MoodleBot’s fallibility. Traditional forums remain
crucial, as they serve as channels for substantive discussions
that may be beyond the scope of the chatbot and ensure a
holistic educational experience.

A. Architecture

MoodleBot’s design is not a generic, one-size-fits-all solu-
tion. Instead, it is a specialized, adaptive system engineered to
meet a single course’s specific needs and learning objectives.
This approach requires an own instance of MoodleBot with
its personalized agent for each course. It is fed with tailored
materials, such as lecture slides, supplementary resources, and
course-specific lecture notes. The architecture of MoodleBot,
as illustrated in Fig. 1, integrates various tools and frame-
works. OpenAI’s pretrained models are utilized for optimal
performance. They can be enhanced by compatible frame-
works, such as LangChain5 and LlamaIndex.6 The following
describes the core components and their functionalities:

Data Acquisition: MoodleBot can source its data from PDFs,
including lecture notes, lecture slides, and exercise sheets.

Data Vectorization: Once acquired, the raw data undergoes
a transformation process where it is converted into vectors.
These vectors are then stored in a Weaviate database.7

Moodle Integration: MoodleBot seamlessly integrates with
Moodle’s native chat interface and forums. This ensures users
experience a consistent interface while benefiting from the
enhanced capabilities of MoodleBot.

LangChain Agent: MoodleBot utilizes LangChain agents
equipped with modular tools to improve functionality. Initially,
the chatbot uses two tools, a Question Generator and a Answer
Generator. The Question Generator assists in formulating
relevant questions based on the content. In contrast, the

5LangChain is an open-source framework for developing LLM-based
applications. https://www.langchain.com/.

6LlamaIndex is a data framework for connecting external data to LLMs.
https://www.llamaindex.ai/.

7Weaviate is a cloud-native vector database for AI applications to store and
search vector embeddings of data. https://weaviate.io/.
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Answer Generator provides accurate answers to user queries
by tapping into the stored vectorized data. The LangChain
agent is backed by advanced LLMs, specifically GPT-4 [4].

Cost and Chat History: A MongoDB8 instance stores all
associated costs and chat histories with MoodleBot to maintain
transparency and aid in future optimizations.

B. Data Ingestion and Retrieval

The chatbot needs knowledge from a lecture to provide
support. A Weaviate vector database is created with LangChain
and LlamaIndex to take documents from various sources in
various formats. A document loader transfers lecture notes to
the vector database. This ensures systematic indexing of the
information and its subsequent retrievability. The application
utilizes LangChain’s text splitter to break down longer text
into manageable chunks. Each piece of text is then processed
by the OpenAI Embedding model, which is accessible through
LlamaIndex. This model converts the content into high-
dimensional vectors, an essential step for efficient similarity
search and information extraction.

C. Langchain Agent

The LangChain agent is a mediator bridging the gap
between user input and the sophisticated functionalities of the
LLM. Its role is to determine the actions following a user’s
interaction. The agent formulates a request that bundles the
agent’s prompt and the given user input, subsequently sending
it to the LLM. The LLM then evaluates the information pro-
vided and checks whether the user’s input, in conjunction with
the agent’s prompt, is sufficient for an immediate response. If
it determines that it is sufficient, it returns a final response.
If, on the other hand, it determines that additional context or
data is required, the LLM responds with further instructions
for the agent. Typically, these instructions cause the agent to
leverage various tools to extract or derive additional context.
After this information retrieval process, the LLM is invoked
again with a more extensive dataset. At this point, the LLM
will either generate a comprehensive response for the user or
conclude that the existing context remains insufficient, thereby
instructing the agent to utilize the tools again.

1) Agent Prompt: To ensure optimal results, effective
prompts are needed. A prompt should clearly and con-
cisely convey knowledge, incorporating four key components:
1) instruction; 2) context; 3) input data; and 4) output
indicator [65]. Together, these components ensure that the
LLM understands and processes the request to deliver optimal
results. Below, more details are provided about these compo-
nents’ nuances and how they were integrated into the Moodle
LangChain agent. The instructions should be expressed clearly
and comprehensibly so that the LLM can provide accurate
responses. The context, which should be brief and directly
relevant to the task at hand, is shaped by the agent’s role and
goal. The agent is tailored to specific use cases, increasing its
efficiency and relevance [65].

8MongoDB is a NoSQL document-oriented database management system.
https://www.mongodb.com/.

A LangChain agent prompt consists of multiple compo-
nents, including the agent’s instruction, background context,
user input, and an output indicator. It already adheres to
the suggested prompt pattern. The instruction consists of
the personality, the goal of the agent/tool, its tasks and
the limitations . The background context is an additional
source of information that can be manually inserted into the
prompt or retrieved from the vector database. User input
is a query submitted by the user, and the output indicator
marks the beginning of the generated text. LangChain provides
various prompt templates to use. The ChatPromptTemplate
is tailored to the conversational context and is divided into
four parts: 1) System Prompt; 2) Chat History; 3)
User Input; and 4) Agent Scratchpad. The System
Prompt section specifies the agent’s personality and must
be tailored to the specific case. For MoodleBot, the System
Prompt is as follows.

Prompt 1: System Prompt

You are a tutor for the lecture Databases and
Information Systems at RWTH Aachen University.
Your goal is to support the students during the lecture
and to answer questions about the lecture by having
a conversation with them. You can generate exercises
for the students and correct their answers. Since the
lecture is held in German, you should also answer
in German. You can only answer questions about the
lecture. You should refuse to answer any content not
part of the lecture. Always be friendly, and if you
cannot answer a question, admit it. In summary, the
tutor is a powerful system that can help with various
tasks and provide valuable insight and information on
various topics. Whether you need help with a specific
question or just want to have a conversation about a
particular topic, Tutor is here to help.

The agent acts as a tool during a lecture, facilitating
answering questions and automatically generating exercises.
Therefore, the agent focuses on the lecture’s content and
is designed to ignore irrelevant or off-topic queries. Each
sentence is tested for optimal outcomes using contextual
information and a chain of thought [66]. User input is treated
as an input variable, and the LLM temperature determines the
randomness of the outputs. The temperature is set to zero to
avoid incorrect terms in an educational context.

2) Agent Type: BaseMultiActionAgent was chosen
as the most appropriate agent type for MoodleBot. This
choice derives from the requirements that the bot should be
able to use multiple tools with different functionalities and
have interactive dialogues with students. Since the purpose
is to chat, a chat model is necessary. During the imple-
mentation phase, two leading LLMs: 1) gpt-3.5-turbo
and 2) gpt-4 were tested. After manually comparing some
generated answers, gpt-4 showed superior ability in for-
mulating answers and explaining lecture material. Unlike
gpt-3.5-turbo, gpt-4 can identify the need for a tool
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Fig. 1. System overview of MoodleBot’s architecture.

with ease. Therefore, the chat model for the agent uses gpt-4
as its LLM.

3) Tools: An agent uses tools to perform specific tasks
efficiently. These tools can range from simple utilities to more
complex entities, such as the composition of multiple chains.

a) Answer generation based on context: LangChain’s
create-stuff-documents-chain was adopted to gen-
erate answers in a particular lecture context. The retrieval
mechanism relies on the Weaviate vector index containing
embedded lecture data. The system searches the database
using similarity and retrieves the most relevant documents.
This search is facilitated using the same embedding model
used when the database was initially set up. LangChain
provides multiple chain types: stuff , refine, reduce, map-reduce
and map-rerank. The stuff chain is designed to accept a
list of collected documents, integrate them into a provided
prompt, and then forward them to the target LLM. It is
also faster in processing than its counterparts. However, to
ensure both efficiency in similarity search and low costs, the
number of documents fed into the process is limited to five.9

The following custom prompt is configured to ensure that
the create-stuff-documents-chain returns the best
possible response.

Prompt 2: Answer Generation Tool

As a tutor for the lecture databases and information
systems, your goal is to provide accurate and helpful
information about the lecture. You should answer the
user’s inquiries as best as possible based on the con-
text and chat history provided and avoid making up
answers. If you do not know the answer, simply state
that you do not know. Answer the question in German.

The LLM tool generates results derived from concise
prompts and the context of data retrieval. It is capable of
answering both organizational and content questions about
lectures. The scenario depicted in Fig. 2 exemplifies the
answering of an organizational question.

9https://python.langchain.com/docs/modules/chains/document/stuff

Fig. 2. User is inquiring about the process for obtaining admission to take
an exam.

b) Question generation: To act like a tutor and support
learners, the QAGeneration-Chain is used to generate
rudimentary practice exercises for students. These can be
useful to review the lecture content and have a similar effect
as flashcards. The MongoDB database contains 170 question-
answer pairs. Within this dataset, repetitions were identified,
with ten pairs flagged as organizational and 20 as inaccurate.
These incorrect entries were manually removed from the
database. This tool is programmed to retrieve questions at a
faster rate than generating them at runtime. As shown in Fig. 3,
it responds with random exercise questions, which are helpful
for students to learn from, and helps them comprehend the
topic by providing an answer. While it ensures prompt delivery
of answers, the basic nature of the generated questions could
limit their applicability in advanced practice sheets or other
specialized scenarios.

c) Specific question generation: The Question Generation
tool can only generate random questions, and the quality
of the generated questions is inferior to that produced by
the creates-stuff-documents-chain using a cus-
tomized prompt to generate specific questions. The prompt for
the Specific Question Generation tool looks as follows.
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Fig. 3. User has requested an exercise question, and MoodleBot is assisting
with the solution.

Prompt 3: Question Generation Tool

You will assist students with practice tasks as a tutor
for databases and information systems. The student
will request a practice exercise on a particular subject.
You will come up with a question that is pertinent to
the subject. The questions should be in German.

Although the generation takes longer, the results are supe-
rior to those of the Question Generation tool mentioned above.

IV. EVALUATION

In this section, the technology acceptance model (TAM) was
utilized to assess how effectively the chatbot addresses the
acceptance of MoodleBot as a valuable tool for learning sup-
port among students [67]. This is accomplished by examining
hypotheses H1–H10 in Tables IV and V as part of answering
RQ1. The technical evaluation focuses on output precision and
a token-generation cost analysis for API calls to analyze the
accuracy of MoodleBot’s responses and its congruency with
the established course content as stated in RQ2.

A. Conceptual Framework

The TAM, proposed by Davis [67], is a widely used theoret-
ical framework for predicting users’ acceptance and adoption
of new technology. The individual’s technology acceptance
is determined by two variables, perceived usefulness (PU)
and perceived ease of use (PEOU). PU is defined as the
extent to which the user believes a particular system would
enhance their job performance, and PEOU refers to the
degree to which the user acknowledges that using a specific
system would be free of effort [67]. Both affect the user’s

Attitude (AT) toward the technology directly and indirectly
affect their behavioral intention (BI) [67], [68]. As external
variables, SE refers to the individual’s perception of their
ability to fulfill a particular task and system accessibility (SA)
to the perceived ease of accessibility and interaction with
the specific system [67], [68]. TAM is a valuable tool for
researchers and practitioners interested in studying students’
acceptance of learning technologies [69], [70], [71]. It helps
educators gain insights into improving the effectiveness of
technology-based learning environments. This study assesses
the users’ perceptions of the usefulness and ease of use of
MoodleBot. Measuring the six key areas, PU, PEOU, AT
toward the MoodleBot, BI, SE, and SA, provide insights into
the likelihood of adoption and potential areas for improvement
to enhance users’ acceptance toward LLM-driven chatbots in
higher education. The validity of the constructs was assessed
through an explorative factor analysis utilizing principal com-
ponent analysis (PCA), reducing the dimensionality of the
dataset while preserving the variance and ensuring that the
constructs measured what they were intended to. The reliabil-
ity of the constructs was evaluated using Cronbach’s alpha,
confirming the internal consistency of the measurement items.

B. Evaluation Setup

Since students may accept the answers of these tools
as a general truth, leading to the propagation of misinfor-
mation [48], 46 students who already passed the course
participated voluntarily in this study. The participants, ranging
in age from 20 to 31, were granted access to a live system
within a controlled environment and were supervised through-
out the study to ensure high-quality feedback. Of these, 30
answered the questionnaire, and 28 identified as male, while
one preferred not to disclose their gender. All participants
are either enrolled in or have completed a computer science
program. The selection criterion emphasized that students
should be familiar with the chatbot’s content, ensuring their
capability to evaluate its content accuracy. Having undergone
the lecture titled Databases and Information Systems, they
possess the requisite background to evaluate the chatbot’s
content accuracy. While 28 of the participants had previous
interactions with chatbots, only 17 have used them in an
educational setting. Despite their familiarity, they were initially
unaware of MoodleBot’s capabilities. After a brief orientation
to MoodleBot’s functionalities, they navigated the chatbot
interactions more confidently. Ultimately, they were asked to
complete the TAM questionnaire.

C. Evaluation Results

Table I illustrates the average responses and standard devi-
ations from participants (N = 30) based on a Likert scale
of 1–5, with 1 being “Strongly Disagree” and 5 as “Strongly
Agree.” In general, participants indicated a favorable perspec-
tive toward interacting with the MoodleBot. From the PEOU
category, the statement with the highest average score, 4.6, was
PEOU3, indicating participants found its operation straightfor-
ward. In terms of PU, the statement “The MoodleBot could
make it easier to study course content” (PU7) recorded the
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TABLE I
RESULTS OF THE TAM QUESTIONNAIRE BASED ON PREVIOUS EDUCATIONAL CHATBOT EXPERIENCE. (N=30; LIKERT SCALE: 1 = “STRONGLY

DISAGREE,” 5 = “STRONGLY AGREE”)

highest mean of 4.46, while “The learning questions asked by
the MoodleBot were always good” (PU5) received the lowest
mean of 3.93. Within the AT section, participants expressed the
most positive sentiment with the statement “The bot is a good
complement to traditional learning methods” (AT2), yielding
an average of 4.73. When discussing BI to use MoodleBot,
the statement “I would continue to use the MoodleBot in the
future as part of other courses” (BI3) garnered a high score of
4.23. However, the average score for participants’ preference
for interacting with the MoodleBot instead of a real tutor was
only 2.7 (BI1). SE contained items with averages around the
mid-range, suggesting that while participants generally felt
confident using the MoodleBot and saw its societal value, there
were still some reservations. Lastly, the SA category had a
high mean value of 4.3 for SA1, indicating that participants did
not find difficulty accessing and using the MoodleBot within
the Moodle course. Since no other factors affect the bot’s
accessibility, this single question captures the key aspect of
SA and accurately reflects users’ experience.

1) Reliability and Validity: The reliability of the variables
gauged on a Likert scale was determined using Cronbach’s
alpha, and the results are presented in Table II. The Cronbach’s
alpha values range from 0.688 (for BI) to 0.802 (for PU) which
can be described as reasonable [72]. Notably, the Cronbach’s
Alpha for AT was 0.800. Only the coefficients that exceed the
0.6 threshold were considered, suggesting that the question-
naire items for these coefficients present satisfactory reliability
since values below are questionable [72]. Furthermore, the
Kaiser–Meyer–Olkin (KMO) measure verified the good sam-
pling adequacy for the analysis, with a KMO of 0.7041 [73].
It is noteworthy that values closer to 1 are more suitable for
factor analysis. The Bartlett’s test of sphericity was significant

TABLE II
CRONBACH’S ALPHA VALUES

with χ2 = 227.780, df = 13, and p = 0.000. This indicates
that the correlations between items were sufficiently large for
factor analysis.

Table III presents the outcomes of the explorative factor
analysis, revealing the necessity to remove specific items
based on a threshold of 0.6, which is acceptable for samples
less than 100 [74]. Selecting components with eigenvalues
greater than 1 resulted in three components with eigenvalues of
5.625, 1.72, and 1.469, explaining 67% of total variance [75].
The Cronbach’s alpha coefficients for these components were
0.864, 0.806, and 0.751, suggesting satisfactory reliability. In
terms of communalities, the items PU1, PU4, PU6, PU7, AT3,
and BI3 were greater than 0.6 and the items AT2 and BI1
were slightly below the threshold. This indicates that most
items retained in the components have a moderate degree of
variance, underlining the trustworthiness of the measurement
model.

2) Regression Analysis: Multiple linear regression analyses
were conducted as shown in Fig. 4. This aimed to determine
the strength and direction of the relationships between various
internal and external variables and their impact on user
behavior and perceptions. Tables IV and V summarize the
tested hypotheses and their outcomes.
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TABLE III
RESULTS OF THE EXPLORATIVE FACTOR ANALYSIS: LOADINGS,

COMMUNALITIES, AND VARIANCES FOR VARIABLES

TABLE IV
RESEARCH HYPOTHESIS FOR THE INTERNAL VARIABLES

a) Internal variables: Table IV presents the internal vari-
ables and their correlation with user attitudes and behaviors.
Among the variables assessed, AT and PU proved to be a
significant predictor of BI, with an R2 value of 1.0699 and a
standard error of 0.245. The hypothesized relationship between
PU and BI could be confirmed, as evidenced by a R2 value of
0.6678 and a standard error of 0.247. A statistical correlation
was noticed between PEOU and PU with p-values below the
threshold of 0.05. Furthermore, the derived R2 value of 0.4636
and the associated standard error (σx = 0.140) underlines
the positive effect of PU to AT. This is consistent with the
expected influence of PEOU on AT as evidenced by an R2

value of 0.3384 and an standard error σx of 0.152. The
acceptable range for the t-value depends on both the p-value
and the degrees of freedom [76].

b) External variables: In the context of the TAM, the PU
and PEOU may be influenced by various external variables,
including age, gender, academic degree, prior experience with
educational chatbots, SE, and system accessibility, SA [77].
Due to the homogeneous nature of responses in the dataset,
factors like age, gender, and academic degree were excluded
from the analysis. From an in-depth examination of the data
in Tablet V and as visualized in Fig. 4, it is evident that SA
is a significant predictor of PEOU, registering an R2 value of

TABLE V
RESEARCH HYPOTHESIS FOR THE EXTERNAL VARIABLES

0.3333 and a standard error of 0.095. Conversely, experience
with educational chatbots showed no observable influence on
either PU or PEOU. SE exhibited a positive correlation with
PU (with R2 = 0.4052 and σx = 0.136) and PEOU (with
R2 = 0.3506 and σx = 0.141). While SA had an impact on
PEOU, it did not show a significant correlation with PU, as
indicated by an R2 value of 0.1723 and a standard error of
0.109. Interestingly, prior experience with educational chatbots
provided minimal explanatory power for both PU (with R2 =
−0.1658 and σx = 0.196) and PEOU (with R2 = −0.1220
and σx = 0.197).

D. Correctness and Fact-Checking

Following the evaluation of the acceptance and utility of
MoodleBot, the accuracy of its responses emerges as a critical
factor. To scrutinize the congruence of MoodleBot’s responses
with the established course content, the results were manually
verified by a TA and subjected to a LangChain-based fact-
checker chain, the LLMSummarization-CheckerChain.

1) Correctness of Generated Outputs: To evaluate the user-
perceived accuracy of MoodleBot’s generated outputs, manual
evaluations and student feedback were employed to assess
the quality. Content answers were scrutinized for factual
accuracy by the TA, while students provided feedback on each
answer’s utility and perceived correctness. It is important to
note that feedback from students who completed the lecture
over a year prior was excluded, particularly for answers
they could not verify or those irrelevant to the lecture con-
tent. Of the total evaluations, a TA manually reviewed 65
responses and obtained feedback for each of them from the
students. A confusion matrix, detailed in Table VI, classifies
the results (including accuracy, precision, sensitivity, and
specificity [78]). Using the confusion matrix, 53 out of 65
responses were accurate. However, some users were unhappy
with the answers when looking at feedback from 17 chatbot
responses. They said MoodleBot sometimes gave repetitive,
unhelpful, or too much confusing information.
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Fig. 4. Analysis result model of the hypothesis test (β = Standardized Coefficients; t = Test Statistics; p = Significance Probability (p-value)).

TABLE VI
USER-PERCEIVED ACCURACY: CONFUSION MATRIX OF MANUALLY

EVALUATED CORRECTNESS OF GENERATED OUTPUTS

To assess the congruency of MoodleBot’s responses, the
TA conducted a thorough evaluation to verify the factual
accuracy and relevance of the generated outputs. This process
involved cross-referencing MoodleBot’s responses with the
course materials, including the syllabus and lecture notes, to
ensure that the answers provided aligned with the course’s
intended content. The TA also examined the contextual appro-
priateness of MoodleBot’s responses, ensuring they maintained
consistency with the ongoing lecture topics and reflected the
expected depth of understanding. A part of this evaluation
included documenting any errors or discrepancies found in
MoodleBot’s responses. This documentation identifies com-
mon issues, such as the mix-up of terms like “Wertebereich
(Domäne, Domain)” and “Wertedomäne,” highlighting the
need for more precise handling of specific terminology. In
addition, student feedback played a crucial role in assessing
congruency. Feedback from recent course completers was
analyzed to understand areas where MoodleBot’s responses
might have been repetitive, overly complex, or unhelpful.

Another aspect of the evaluation involved assessing how
MoodleBot handled incorrect student input. While MoodleBot
sometimes missed specific errors, its feedback was still useful,

as it often pointed out other mistakes, helping students learn
through iterative feedback. For example, in an SQL task,
MoodleBot caught a keyword error but missed an ID number
mistake.

Upon examination, no further significant discrepancies or
issues were found. As a result, the responses generated by
MoodleBot can be inferred to be congruent with the course
content. While MoodleBot is right about 81% of the time,
there is still room for improvement.

2) Automated Fact-Checking: In the implementation phase,
to avoid disrupting interaction flow, responses from the LMS
Chatbot Service were stored in a MongoDB database for sub-
sequent review. In addressing RQ2, the aim was to determine
whether the quality and congruence of MoodleBot’s responses
could be measured automatically rather than relying solely
on manual verification. Therefore, each was manually verified
by a TA to ensure accuracy, with 88% of 100 responses
deemed correct. Redundant answers, such as greetings and
organizational queries, were excluded, resulting in approx-
imately 160 content-specific questions. Each response was
passed through a fact-checker chain to automate this process
using the gpt-3.5-turbo model. The outputs of this fact-
checker were compared against the TA‘s manual evaluations
to assess the tool’s utility and accuracy. Only the first 100
responses, which were also previously checked by the TA,
underwent the fact-checker chain to maintain cost efficiency,
detailed further in Section IV-E. As seen in Table VII similar
to Section IV-D1, a confusion matrix was established to
evaluate the bot’s performance.

In the evaluation, the model achieved an accuracy of 82%,
a precision of 88.04%, and high sensitivity values, suggesting
proficient identification of true assertions while minimizing
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TABLE VII
AUTOMATED CONGRUENCE ASSESSMENT: CONFUSION MATRIX OF

TEACHING ASSISTANT VERSUS FACT-CHECKER CHAIN

false positives. It should be noted that the same LLM handles
both fact-checking and answer generation, which might bias
it against detecting false statements, as evidenced by the
Negative Predictive Value of 12.5%. The specificity, which
measures the ratio of correctly identified negative instances to
all negative instances, stands at 8%, indicating a deficiency
in detecting negative instances. Moreover, the evaluation does
not account for instances where the agent’s generated answers
deviate from lecture content, such as verbose responses to
queries about briefly mentioned topics. While this could assist
students in understanding broader content, it might also lead to
misconceptions about exam relevance or misuse. Despite the
88% accuracy in generating correct answers, the fact-checking
service falls short in identifying erroneous responses, which
is crucial for a checker. Thus, the performance of the fact-
checker chain combined with LLM is suboptimal, and relying
on LLM for accuracy verification to produce precise responses
is not recommended.

3) Summary of Fact-Checking: In relation to RQ2, the
analysis indicates that 88 out of 100 GPT-generated responses,
when measured against a predetermined confusion matrix,
were accurate. Despite this significant accuracy rate, there
is an evident need for refinement. Feedback from student
evaluations provides valuable insight into GPT’s reliability
and user satisfaction. Notably, GPT exhibits limitations in
identifying false assertions. The current fact-checking system,
relying exclusively on LLMChain from LangChain, lacks inte-
gration with lecture slide data, potentially affecting response
accuracy. In the educational domain, ensuring the integrity
of information is paramount. Fact-checking enhancement
could benefit from integrating LLMs trained in educational
content or refining the overarching answer-generation pro-
cess. Considering precision, employing multiple LLM agents
and cross-referencing their outputs might optimize response
accuracy.

E. Cost Calculation

OpenAI’s API platform offers a suite of LLMs, each
designed for specific tasks and associated with distinct pricing.
The API usage fees can be calculated with the processed token
amount and the selected model version.10 Standard models can
process up to 4096 tokens, which is approximately equivalent
to 3000 words11 (costs are assessed per 1000 tokens). For the

10https://openai.com/pricing
11https://platform.openai.com/tokenizer

cost calculation, the following equation is utilized:

C(nτ , cm) = nτ ∗ cm

1000
. (1)

where C is the total cost, nτ is the number of tokens, and cm

is the cost for the chosen model.
1) Database Setup: The text-embedding-ada-002

model from OpenAI was employed for the Weaviate database
setup. It required approximately 280 000 tokens to embed
lecture slides and exercise texts

CEmbedding = C(280000, $0.0001) = $0.028. (2)

2) Similarity Search Embeddings: A similarity search to
retrieve information from the vector database requires embed-
dings for each query, which adds computational cost. During
the evaluation phase, embeddings did not surpass 1000 tokens
per query. Utilizing the text-embedding-ada-002
model this results in $0.0001 per query

C(1000, $0.0001) = $0.0001. (3)

3) Chat: Answer generation based on context is similar to
forwarding a prompt to the LLM, implying that costs involve
more than just the embedding. During the evaluation, the
token count per chat message ranged from 327 (319 In and 8
Out) to 71 981 (66 187 In and 5794 Out) tokens per student.
Since only a limited student cohort was present, the GPT-4
model with an 8K context was employed for the best user
experience.12 It is important to highlight that when using GPT
models for conversations, both input and output tokens must
be considered, which results in the following cost calculation
per chat message:

C(319, $0.03) + C(8, $0.06) ≈ $0.01

≤ Cmessage (4)

≤ C(66187, $0.03) + C(5794, $0.06) ≈ $2.33.

The upper token bound for chat messages stems from the
fact that, in such a conversational scenario, up to four prior
turns (equating to 8 messages) were used to be retained
for context. This history storage, the current message, and
its corresponding response can lead to higher token values.
Post-evaluation, the aggregate expenses were approximately
$41.15, averaging to ≈ $1.65 per participant. The observed
post-evaluation costs are notably lower than the projected
range. This discrepancy can be attributed to the fact that,
during the evaluation phase, most students did not fully
utilize the stipulated 100-message cap with MoodleBot. Only
a restricted amount of lecture questions were asked, and a
specific number of exercises were generated, with a maximum
of 34 conversation turns. For subsequent courses, employing a
self-hosted LLM or utilizing a more cost-effective LLM, such
as GPT-3.5-turbo, within a 16K context is recommended.

F. Discussion and Implications

This study aimed to investigate the effectiveness of a
Moodle-integrated chatbot in an academic setting tailored

12https://openai.com/gpt-4
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explicitly for students enrolled in a course on databases and
information systems. While other studies have effectively
encouraged the use of similar tools by embedding them
within course policies, thus indirectly increasing participation
rates [52], the presented approach in this article was voluntary
and contained only students who had completed the course.
This decision prevented unforeseen misuse or misinformation
propagation, as related studies highlighted [48], [58]. In con-
trast to the study by [57], this research utilized the TAM to
assess student perceptions. The evaluation encompassed an in-
depth questionnaire to gauge the quality, utility, and suitability
of MoodleBot’s responses while examining students’ AT and
BI. A comprehensive analysis of the quantitative feedback
obtained from participants showcased high average scores
across the assessed metrics, indicating a favorable acceptance
of MoodleBot. As hypothesized in RQ1, students viewed
MoodleBot as a helpful tool enhancing their educational
journey. Nonetheless, certain constraints were evident. Despite
MoodleBot’s natural communication, students still prefer a
human tutor when choosing, as reflected in the modest BI
scores, indicating that chatbots should be used to complement
rather than replace traditional teaching methods. Evaluation
of the external variables revealed unexpected insights. While
prior experience with chatbots had minimal impact on PU
and PEOU, SA of the system and SE proved to be relevant
factors for PEOU. This underscores the importance of easy
access to LMS in shaping students’ academic interactions. As
outline in TAM [67], a positive correlation exists between PU,
PEOU and AT. For users with technical expertise, PU and
PEOU are not always the most important factors for adoption,
as the significance of these factors can vary depending on
the nature of the task [79]. Factors, such as SE, subjective
norm, enjoyment, computer anxiety, and experience often
shape students’ PEOU, and PU, particularly in e-learning
contexts [80]. The high acceptance rates and positive stu-
dent perceptions of MoodleBot demonstrate the readiness
to use LLM-based chatbot technologies. This suggests that
integrating these technologies within educational platforms
can increase student engagement by providing timely and
accessible support outside regular instructional hours.

In efforts to affirm MoodleBot’s accuracy (RQ2), the fact-
checker chain function showed an accuracy rate of 88%,
aligning with the results reported by other studies [52]. The
accuracy evaluated in this study depends on both the context
and usefulness of the answer, supporting the findings of similar
research that focused solely on the answer’s context [44]. TAs
may consider the generated output more accurate and valuable.
However, some students may be dissatisfied with the answer
and require a more detailed explanation or description of the
solution, resulting in a lower accuracy value of 69.23% in
the assessment of both the TA and the students. However,
it became clear that detecting inaccurate statements gener-
ated during the answer formulation requires improvement.
Certain discrepancies where MoodleBot’s responses differed
from lecture notes underscored this requirement. Therefore,
introducing a more sophisticated fact-checking mechanism
may further optimize accuracy. When integrating chatbots
into learning environments, educators should ensure accurate

responses and contextually relevant information to maintain
educational integrity. They should encourage students to verify
information and critically assess the generated responses,
emphasizing the role of chatbots as supplementary tools rather
than definitive sources of knowledge.

Another consideration is the cumulative cost associated with
using the API for MoodleBot responses increases with long-
term use. The direct integration into an educational course
should consider integrating a self-hosted LLM or exploring
cost-effective alternatives that maintain high performance. It is
noteworthy that the presented approach has demonstrated com-
parable cost-efficiency ($1.65 per student) to those reported
by others ($1.90 per student) and is quite fair regarding
costs per student [52]. A more extended observation period
could offer deeper insights into users’ perceptions. In addition,
expanding the sample to include a broader range of genders
and demographic backgrounds would provide a more holistic
view of MoodleBot’s utility.

Overall, this approach holds promise in addressing the
shortage of specialists in higher education and providing
valuable support. Both pupils and students will increasingly
engage with chatbots, and the prevalence of pilot projects
utilizing LLM for learning support is expected to rise.13

V. LIMITATIONS

These constraints imposed by course policies and German
GDPR likely contributed to the lower participation rate.
Consequently, the sample size was relatively small, with 46
students, out of which 30 participated in the survey, leading to
a small number of responses for which feedback was received.
The voluntary nature of participation may have introduced
a selection bias, as those who chose to participate might
have had a predisposition toward the technology, affecting
the generalization of the results. Voluntary participation is a
common challenge [81], yet it remains a significant limitation
in drawing broad conclusions. Furthermore, as the students
who have completed the course are already acquainted with
the course content, they will likely possess a more profound
grasp of the course material and terminology, enabling them to
pose more precise and targeted questions. Conversely, students
who have yet to complete the course may require assistance
employing the correct terminology, which could potentially
result in more general and ambiguous prompts, thus yielding
less informative responses. These disparities bear substantial
implications for educational chatbots’ design and operational
effectiveness, such as adaptive responses with learner stage
recognition. Regarding feedback, the manual evaluation is
done by a sole TA, which could lead to incorrect feedback for
complex responses.

Another limitation of the study is using the gpt-4 model
for the chatbot implementation. The presented study does
not compare its performance with other contemporary LLMs.
While gpt-4 demonstrated a high accuracy rate and pro-
vided valuable support to students, other models might offer
different advantages regarding response accuracy, processing

13The Sabrewing Progamme. https://www.davidgamecollege.com/courses/
courses-overview/item/102/gcse-ai-adaptive-learning-programme
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speed, or cost-effectiveness. Future research should explore
and compare various LLMs to determine the most effective
and efficient options for educational chatbots.

VI. CONCLUSION

The pervasiveness of AI tools and associated technologies
like LLMs continues to revolutionize how tutors teach and
support students in their SRL and help-seeking behavior. The
promise is to usher in an AI-enabled instructional environment
and make serendipitous learning more enjoyable for students.
However, the complicated setup of many modern LMSs in
higher education, increasing student numbers, the size and
variety of educational material, information overload, and the
problems of recruiting competent teachers or lecturers present
fundamental challenges when developing and deploying AI
tools, especially in computer science education settings.

This article addressed some of these challenges by present-
ing an LLM-driven chatbot called MoodleBot. A discussion
on the pedagogical justification for the development of
MoodleBot was followed by the architectural design and the
integration of MoodleBot into the Moodle LMS of RWTH
Aachen University. Two research questions concerning the
acceptance and efficacy of MoodleBot as a learning support
tool (RQ1), and the accuracy of MoodleBot’s responses con-
cerning the established coursework (RQ2) were addressed.

Regarding RQ1, six measures of the TAM were used to
evaluate the MoodleBot. These measures are PU, PEOU,
users’ Attitude (AT), BI, SE, and SA. The evaluation shed
light on the beneficial impact of MoodleBot on the student’s
learning process, with the chatbot receiving favorable PU
and PEOU feedback from the students. These results confirm
MoodleBot’s potential to enhance learning by providing imme-
diate assistance and enabling SRL.

However, despite the natural-language communication
offered by MoodleBot, students still preferred a human
tutor, indicating room for enhancing MoodleBot’s human-like
interaction and tutoring capability. The results also emphasize
the positive influence of LLMs on students’ academic engage-
ment. The overall student acceptance of MoodleBot signifies
the potential of AI-driven chatbots in educational settings.

As for RQ2, while MoodleBot demonstrated an accuracy
rate of 88% when using the fact-checker function and proven
congruent to the course materials by TAs, it is challenging for
MoodleBot to detect inaccurate statements generated during
the answer formulation process.

Despite the limitations (course or teaching policies, small
number and voluntary nature of participants, etc.) enumerated
below, the research can conclude with a caution that LLMs in
general, and LLM-driven chatbots in particular, can effectively
be used to personalize and support students throughout their
learning journeys and foster SRL.

For educators, including but not limited to electrical and
electronic engineering, computer engineering, and computer
science, AI tools, such as LLMs can reduce administrative
burdens and provide supplementary assistance, allowing more
focus on instruction. Educators should use AI tools or chatbots
to complement, not replace, human instruction. Continuous

monitoring and evaluation of AI-enabled teaching and learning
technologies, such as the MoodleBot presented in this research
has the potential to impact students’ learning and engagement.
Institutions can benefit from LLM-driven chatbots’ scalable
and cost-effective nature to make quality education more
accessible and efficient.

VII. FUTURE WORK

However, future research could still optimize the
performance and usability of MoodleBot. This includes
improving its fact-checking ability and accuracy of responses
and exploring other (self-hosted) LLMs to reduce its reliance
on (expensive) proprietary APIs. Furthermore, employing a
more extensive and diverse sample of users for evaluation
would offer robust insights into MoodleBot’s utility and
acceptance. As with any pioneering technology, the ongoing
refinement of these educational tools, as informed by
qualitative and quantitative assessments, will be crucial in
maximizing their potential value to learners and educators.
In conclusion, LLM-powered educational chatbots, such as
MoodleBot, promise to revolutionize traditional learning
paradigms, equipping learners with accessible, instantaneous,
and personalized learning support. Continuous improvements
in AI capabilities will lead to even more effective and reliable
educational chatbots, further integrating them into everyday
learning and teaching processes.
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