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PAPER
RSSI-Based Localization Enhancement by Exploiting Interference
Signals

Hiroyuki HATANO†, Seiya HORIUCHI†, Kosuke SANADA†, Kazuo MORI†, Takaya YAMAZATO††,
Shintaro ARAI†††, Masato SAITO††††, Yukihiro TADOKORO†††††∗, and Hiroya TANAKA†††††∗,

SUMMARY Received Signal Strength Indicator (RSSI)-based localiza-
tion is of interest in indoor localization systems. In this study, we propose
a method to improve localization accuracy using interference-oriented fluc-
tuation. We estimate the distance between target and beacon nodes by
utilizing the nodes located around them. When the beacon node transmits
a signal to the target for measuring the distance, the surrounding nodes also
transmit a copy of the signal. Such signals cause interference patterns at
the beacon, thereby randomizing the RSSI. Our developed statistical sig-
nal processing enables the estimation of the strength of the received signal
with the randomized RSSI. We numerically show that the distance between
the target and beacon nodes is estimated with lower error than when using
the conventional method. In addition, such accurate distance estimation
allows significant improvement in localization performance. Our approach
is useful for indoor localization systems, for example, those in medical and
industrial applications.
key words: dither, interference, RSSI, localization, cooperation.

1. Introduction

Indoor positioning techniques have many applications in a
variety of fields [1–4]. For example, in personal care ap-
plications, information on the user’s position can enhance
the capability of smart-home management and healthcare
monitoring [5–7]. Additionally, with industrial applica-
tions, we can control many facilities based on machines’
positions in an efficient manner [8–10]. Generally, de-
termining the distance between nodes based on the signal
strength allows us to develop simple positioning devices and
methods. In modern wireless communication systems, such
as Wi-Fi [11–14], Bluetooth [15–17], RFID [18, 19], and
UWB [20–22], electromagnetic signals transmitted within
a channel are also used to measure the distance. In recent
works, many researchers have attempted to enhance position-
ing performance, including localization accuracy [23, 24],
energy efficiency [15, 25, 26], and latency [27].

Signal strength is usually specified using the Received
Signal Strength Indicator (RSSI) at the mobile terminals.
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However, RSSI includes quantized errors due to analog-to-
digital (A/D) conversion, and it does not intrinsically match
the amplitude of the received signals, thereby causing incor-
rect distance estimations. These incorrectly determined dis-
tances reduce the accuracy of localization. To overcome this
issue, noise-induced linearization has been investigated [28].
This technique is applied in digital signal processing, e.g., in
the fields of digital audio and video processing, where it is
referred to as dither [29, 30]. Additive noise enables the re-
construction of the signal strength from the stochastic profile,
and thus it can reduce the error caused by quantization.

In this study, we propose another approach to dither
in RSSI-based localization systems. Instead of additive
noise, we explore localization enhancement by exploiting
the stochastic behavior of interference-oriented fluctuation.
For this purpose, we measure the distance between a target
device and a beacon by utilizing surrounding nodes. When
the beacon transmits the test signal, herein called the refer-
ence signal, to the target device for the RSSI-based distance
measurement, the surrounding nodes also transmit a copy
of the reference signal. These copies interfere with the ref-
erence signal, thereby randomizing the RSSI due to wave
propagation. This randomization is similar to adding noise
in the dithering approach. By applying statistical processing
to the randomized RSSI, we can enhance the accuracy of
the estimation of the reference signal strength. Numerical
results show that our approach realizes lower error in the
distance measurement between the target device and bea-
con than the conventional method, that is, the case without
dither. Moreover, this accuracy enhancement of the distance
estimation dramatically improves localization performance.

In conventional dither [30], randomness is induced by
additive noise sources. In contrast, our approach creates ran-
domness by utilizing the surrounding nodes. An important
point is that the beacon and surrounding nodes transmit the
reference signal and its copies with the same communica-
tion protocol and at the same time. The target device should
observe the sum of all these multiple signals. Thus, the
reference signal fluctuates at the target device similarly to
the multipath effect in fading channels, because the signals
transmitted from the surrounding nodes travel via different
paths. This fluctuation plays a role similar to noise in dither,
which allows for better accuracy of the distance estimation
and subsequently reduces the quantization error via the sta-
tistical signal processing. Hence, our approach is different
from conventional dither.
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The paper is organized as follows. In Section 2, we
formulate the problem of RSSI-based distance estimation.
Next, we propose a dithering approach with interference-
oriented fluctuation and explain the framework of the pro-
posed method. In Section 3, we present a toy model to in-
vestigate the basic properties of the proposed method. Also,
we numerically analyze the performance limit of the pro-
posed method in comparison with the conventional method
in terms of the distance estimation. In Section 4, we discuss
localization performance in an indoor environment. Finally,
we conclude with some final remarks in Section 5.

2. Problem formulation and proposed method

2.1 Problem formulation

Here, we briefly discuss RSSI-based distance estimation with
A/D conversion. We consider a pair of target and beacon
nodes and try to measure the distance between them at the
target node. When the beacon node transmits a reference
signal, the received power of the reference signal in decibels
at the target is expressed as [2]

𝑝r = −10𝑎 log 𝑑 + 𝑐, (1)

where 𝑑 is the distance between the target and the beacon,
𝑎 is the path loss exponent, and 𝑐 is the received power at
a reference distance. The received power can be rewritten
as 𝑝r = 20 log |𝑣 | using the signal amplitude |𝑣 |. Hence, the
distance between the target and the beacon is calculated as

𝑑 = 10
𝑐−𝑝r
10𝑎 . (2)

Now we consider the RSSI calculator with 𝑀-bit reso-
lution and the dynamic range of 𝑝high− 𝑝low. Here, 𝑝high and
𝑝low are the upper and lower limits of the dynamic range,
respectively. The received power is quantized with an inter-
val of Γ = (𝑝high − 𝑝low)/2𝑀 . The power 𝑝 specified by the
RSSI is expressed with a step-wise function 𝑄(·) as

𝑝 = 𝑄(𝑝r)

≡ 𝑝low +
(
𝑚 − 1

2

)
Γ

if 𝑝low + (𝑚 − 1)Γ ≤ 𝑝r < 𝑝low + 𝑚Γ, (3)

where 𝑚 = 1, 2, · · · , 𝑀 . The RSSI includes an intrinsic
quantization error due to A/D conversion, thereby causing
incorrect RSSI-based distance estimations. See the upper
panels in Fig. 1. The quantization error, namely the non-
zero value of |𝑝 − 𝑝r |, degrades the accuracy of the distance
estimation. A solution to address this issue is presented in
the next section. Note that 𝑝r, 𝑣, and 𝑝 are functions of time
𝑡 when the channel fluctuates due to fading and noise. In the
equations above, we eliminated the notation (𝑡) to simplify
the description.

2.2 Proposed method to improve the distance estimation

A key contribution of this study is the proposal of a method
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Fig. 1: Approaches for received power estimation based on
the conventional RSSI measurement (upper panel) and the
proposed dither using interference (lower panel). The re-
ceived power in the conventional and proposed methods is
described as 𝑝r (𝑡) = 20 log𝑉B and 𝑝r (𝑡) = 20 log |𝑉B+𝑣I (𝑡) |,
respectively. Our method calculates the received power with
an estimated PDF. We assume a static and noiseless channel,
i.e., 𝑣B (𝑡) = 𝑉B ∈ R+ and 𝑛(𝑡) = 0.

that can overcome the performance degradation coming from
the quantization error. In our method, the surrounding nodes
transmit the same reference signal as the beacon node, which
behaves as an interference signal. The target device should
observe the sum of these multiple signals. Thus, the ref-
erence signal fluctuates at the target devices similarly to
the multipath effect in fading channels, because the signals
transmitted from the surrounding nodes travel via different
paths. This fluctuation randomizes the RSSI observed at
the target node, that is, the interference signals introduce
noise. When the statistical behavior (e.g., the slope of prob-
ability distribution function (PDF)) of such randomness is
known, we can reduce the quantization error via statistical
processing, as shown in the lower panels in Fig. 1. This is a
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kind of noise-aided signal processing method analogous to
dither [28–31].

To reveal the contribution of the surrounding nodes, we
introduce a propagation toy model where that propagation
channel is static and line-of-sight, i.e., there do not exist
fading and shadowing effects. Figure 2 shows the system
configuration of the proposed distance estimator. A sce-
nario we now consider is the measurement of the distance
between the target and beacon nodes surrounded by nodes
transmitting the interference signal. The received power at
the sampler output is described as

𝑝 [𝑘] = 𝑄(𝑝r [𝑘])
= 𝑄(20 log |𝑣[𝑘] |), (4a)

𝑣[𝑘] ≡ 𝑣B [𝑘] + 𝑣I [𝑘] + 𝑛[𝑘], (4b)

𝑣I [𝑘] ≡
𝐿∑︁
𝑙=1

𝑣I,𝑙 [𝑘], (4c)

where 𝑝r [𝑘] = 20 log |𝑣[𝑘] |, 𝐿 is the number of the sur-
rounding nodes, 𝑛[𝑘] ∈ C is noise, and 𝑣B [𝑘] ∈ C and
𝑣I,𝑙 [𝑘] ∈ C are respectively the reference and interference
signals from the beacon and the 𝑙-th surrounding node at the
fixed sampling point 𝑘 = 1, 2, · · · , 𝐾 . Assuming a static and
line-of-sight channel, 𝑣B [𝑘] has a constant value of𝑉B ∈ R+.

We should obtain the value of 𝑉B to ensure accurate
distance estimation. Depending on the node index 𝑙, the am-
plitude and phase of 𝑣I,𝑙 [𝑘] take different values because each
𝑣I,𝑙 [𝑘] has a different path length. Generally, a set of received
signals, {𝑣[1], · · · , 𝑣[𝐾]}, is composed of random variables,
and accordingly a set of signal powers, {𝑝 [1], · · · , 𝑝[𝐾]},
also consists of random variables. The probability distribu-
tion function of {𝑝 [1], · · · , 𝑝[𝐾]} is expressed as 𝑓 (𝑝; 𝜽),
where 𝜽 denotes the set of parameters of the model includ-
ing 𝑉B. When we know the mathematical model of 𝑓 (𝑝; 𝜽)
but the values of the parameter set 𝜽 are unknown, we can
estimate 𝑉B using the observed set {𝑝 [1], · · · , 𝑝[𝐾]}.

Note that the PDF given by the RSSI (i.e., the histogram)
does not have a smooth shape due to the finite number of
data samples. In the PDF estimation based on the finite data
sample, the kernel density gives the smooth shape of the
estimated function [32]. Kernel density estimation (KDE) is
expressed as

𝑔(𝑝; 𝜂) = 1
𝐾

𝐾∑︁
𝑘=1

𝐺 (𝑝 − 𝑝 [𝑘]; 𝜂) , (5)

using the Gaussian function as the kernel: 𝐺 (𝑝; 𝜂) =

1/(
√

2𝜋𝜂) exp[−𝑝2/(2𝜂2)], where 𝜂2 is the variance of the
kernel. Here, the bandwidth of the kernel is set to unity.
To measure the statistical distance between the observed
PDF 𝑔(𝑝; 𝜂) and the model 𝑓 (𝑝; 𝜽), we calculate Kullback-
Leibler divergence (KLD), which is described as [33]

𝐷 =

∫ ∞

−∞
𝑔(𝑝; 𝜂) log

(
𝑔(𝑝; 𝜂)
𝑓 (𝑝; 𝜽)

)
d𝑝. (6)

The small value of 𝐷 means that 𝑔(𝑝; 𝜂) and 𝑓 (𝑝; 𝜽) have

similar slopes.
We can estimate the desired value of the received power,

𝑝r = 20 log 𝑉̂B, from the following optimization problem:

𝑉̂B = arg min
𝜽,𝜂

𝐷. (7)

Hence, we can estimate the distance as

𝑑 = 10
𝑐− 𝑝̂r
10𝑎 . (8)

Note that our method requires controlling the timing
and duration of transmission of the reference and its copies,
although not strictly. This control can be provided via a co-
ordinator node, as described in Section 4. The coordinator
node sends a trigger signal to the beacon and the surround-
ing nodes to begin transmission of the reference and copy
signals. The beacon and surrounding nodes transmit the sig-
nal for a sufficiently long period to compensate for delays
caused by radio propagation and system latency, enabling
the target node to receive the reference and copy signals
simultaneously.

3. Performance of the proposed method for distance
estimation

3.1 The model

This section describes the evaluation of the performance
of the proposed method. In the following discussions, we
introduce a simple noiseless model: 𝑛[𝑘] = 0 for all val-
ues of 𝑘 . We suppose that sets of the real and imaginary
parts of {𝑣I,1 [𝑘], · · · , 𝑣I,𝐿 [𝑘]} are Gaussian distributed for
any 𝑘 , i.e., N(0, 𝜎2), assuming that |𝑣I,𝑙 [𝑘] | takes a con-
stant value and 𝑣I,𝑙 [𝑘] has a random phase for any 𝑙 and 𝑘 .
Here, 𝜎2 = 𝐸 [∑𝑙 𝑣2I,𝑙 [𝑘]] is the variance of the distribution
where the operator 𝐸 [𝑋] denotes the ensemble average of
random process 𝑋 . Then, PDFs of the real and imaginary
parts are expressed asN(𝑉B cos 𝜑, 𝜎2) andN(𝑉B sin 𝜑, 𝜎2),
respectively. Note that this assumption is reasonable when
the transmission power of the surrounding nodes is well-
controlled and the delay spread for 𝑣B [𝑘] and 𝑣I [𝑘] is ade-
quately small.

When we have two independent and normally dis-
tributed random variables 𝜒1 and 𝜒2, the PDF of (𝜒2

1 +
𝜒2

2)/𝜎
2 has the noncentral chi-square distribution. The PDF

of the received signal in decibels at the target node is ex-
pressed as

𝑓 (𝑝;𝑉B, 𝜎) =
10

𝑝

10−1 ln 10
2𝜎2 𝑒

− 1
2𝜎2

(
𝑉2

B+10
𝑝
10

)
𝐼0

(
𝑉B

𝜎2 10
𝑝

20

)
,

(9)

where 𝐼0 is the modified Bessel function. We address the
derivation of (9) in Appendix A. From (9), we obtain 𝑝r by
optimizing (7) in terms of the parameters 𝜽 = [𝑉B, 𝜎] and
𝜂, and finally obtain the estimated distance 𝑑 from (8).
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Fig. 2: Schematics of the proposed RSSI-based distance estimator.

3.2 Numerical examples

3.2.1 Performance of distance estimation

Figure 3 shows the error of the distance estimation as the
function of the distance between the beacon and target
nodes. For the initial setup, we assume that the target
and beacon nodes are located at (𝑥, 𝑦, 𝑧) = (0, 0, 0) and
(𝑥, 𝑦, 𝑧) = (5, 0, 0) in meters, respectively, where 𝑐 = −16.0
and 𝑎 = 2 to give 20 log𝑉B = 0 dBm. The target node
is moved along the x axis satisfying 0 ≤ 20 log𝑉B < Γ/2.
Then, we had 𝑝 [𝑘] = 0 dBm in the case without dither, so
that the estimated distance was 10(𝑐−𝑝)/(10𝑎) = 5 m in the
range of the horizontal axis, as shown in Fig. 3. Thus, the
distance error linearly increases with decreasing 𝑑 in the case
without dither, as indicated by the dashed line in Fig. 3. In
contrast, the proposed method provides a significant reduc-
tion of the estimation error even with large-interval quanti-
zation at the RSSI detector (e.g., Γ = 3 dB). Specifically, the
error is lower than 0.4× 10−4 m for Γ = 1 dB and 7.1× 10−4

m for Γ = 3 dB.
Note that we assumed infinite samples in our sim-

ulation; 𝐾 → ∞ in (5). A detailed treatment is de-
scribed in Appendix B. Additionally, we used the function
“scipy.optimize.minimize” in the optimization of (7), which
is provided by SciPy 1.6.2.

3.2.2 Dependency on parameters

We show herein the basic properties of the proposed method.
First, we discuss the role of the strength of the interference
signals. Figure 4 shows the estimation error as a function
of the strength of the interference signals, 𝜎. The smallest
value of the estimation error was obtained at 𝜎 = 1.5 ×
10−2 for Γ = 1 dB and 𝜎 = 0.7 × 10−2 for Γ = 3 dB.
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Fig. 3: Absolute value of the distance error, |𝑑 − 𝑑 |, between
the target and beacon nodes for (a) Γ = 1 dB and (b) 3 dB.
The beacon node is located at (𝑥, 𝑦, 𝑧) = (0, 0, 0). We move
the target node from (𝑥, 𝑦, 𝑧) = (5, 0, 0) in meters toward the
negative x direction. Parameters are set as 𝑐 = −16.0 and
𝑎 = 2 to give 20 log𝑉B = 0 dBm at 𝑑 = 5 m. The dashed
line is the result obtained with the conventional RSSI-based
distance estimator.

The optimal result is obtained by fine-tuning the value of
𝜎, and therefore we should control the transmission power
of the surrounding nodes to maximize the performance in
our dithering approach. This minimization effect in terms
of the variance is typical of systems that exhibit stochastic
resonance [34]. A similar trend is also found in previous
works focusing on the use of interference signals [35, 36].
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Fig. 4: Error of the received power estimation when
20 log𝑉B = 0.3 dBm (𝑑 = 4.83 m). We assumed an in-
finite number of samples and optimal 𝜂.

The minimization effect is thus evidence that our analyses
are correct.

Second, we point out that the quantization interval Γ
is also a key parameter for determining the performance.
Figure 5 shows the estimation error as a function of Γ when
20 log𝑉B = 0.3 dBm. We used optimal values of 𝜎 and 𝜂,
which give the minimal 𝐷 according to (7), so that Fig. 5
profiles the lower limit of the estimation error for systems
with that specific quantization interval. Interestingly, the
proposed method enables greater reduction of the error of
the distance estimation in comparison with the conventional
method (without dither) even with an interval spacing of
the quantization as large as Γ = 4 dB. The accuracy of the
distance estimation is associated with the correctness of the
received power estimation, which is plotted in the inset of
Fig. 5.

4. Localization enhancement by interference signals

4.1 The model and least squares estimation

We demonstrate the performance of the proposed method
for RSSI-based localization. The system includes a mobile
node, 𝐿 surrounding nodes, and a coordinator, as shown in
Fig. 6(a). We consider the following scenario. We aim to
figure out the position of the mobile node by estimating the
distance between the mobile node and surrounding nodes.
When the mobile node transmits the reference signal to the
𝑙-th surrounding node, the surrounding nodes except for the
𝑙-th node transmit the interference signal. At the 𝑙-th node,
the received power calculated from RSSI is expressed as

𝑝𝑙 [𝑘] = 𝑄(20 log |𝑣𝑙 [𝑘] |), (10a)
𝑣𝑙 [𝑘] ≡ 𝑣B,𝑙 [𝑘] + 𝑣S,𝑙 [𝑘] . (10b)

Here, 𝑣B,𝑙 [𝑘] = 𝑉B,𝑙 ∈ R+ is the signal transmitted from
the mobile node and 𝑣S,𝑙 [𝑘] =

∑
𝑏 𝑣I,𝑏 [𝑘] is the interference
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Fig. 5: Lower limit of the estimation error when 20 log𝑉B =

0.3 dBm (𝑑 = 4.83 m). We used optimal 𝜎 and 𝜂 satisfying
(7). The dashed line shows the error in the conventional
method. The error of the received power estimation is plotted
in the inset.

signal transmitted from the surrounding nodes except for
the 𝑙-th node, where 𝑏 ∈ {𝑎 ∈ {1, · · · , 𝐿}|𝑎 ≠ 𝑙}. Note
that the mobile node and one of the surrounding nodes acts
as the beacon and the target node discussed in Section 3,
respectively. The others behave as the surrounding nodes
transmitting the interference signal, that is, the surrounding
nodes in turn serve as the target node. We emphasize that
𝑝𝑙 [𝑘] fluctuates due to the randomness of 𝑣S,𝑙 [𝑘]. Therefore,
the proposed estimator shown in Fig. 2 enables more accurate
distance estimation than the ordinary RSSI-based distance
estimation.

After every surrounding node measures the re-
ceived power, the dataset of the received power,
{𝑝𝑙 [1], · · · , 𝑝𝑙 [𝐾]}, is collected at the coordinator via wire-
less communications. The PDF of 𝑝𝑙 [𝑘] is described by (9)
in Section 3 when we suppose that the real and imaginary
parts of {𝑣S,𝑙 [1], · · · , 𝑣S,𝑙 [𝐾]} are Gaussian distributed for
any 𝑙. From (7) and (8), we can estimate the distance 𝑑𝑙
between the target node and 𝑙-th surrounding node. Using
{𝑑1, · · · , 𝑑𝐿}, the coordinator estimates the position of the
mobile node by the least squares approach [37]:

𝐿̂t ≡ [𝑥, 𝑦̂, 𝑧]T

=

(
𝐴T𝐴

)−1
𝐴T𝐵, (11a)

𝐴 ≡


2(𝑥1 − 𝑥𝐿) 2(𝑦1 − 𝑦𝐿) 2(𝑧1 − 𝑧𝐿)
...

...
...

2(𝑥𝐿−1 − 𝑥𝐿) 2(𝑦𝐿−1 − 𝑦𝐿) 2(𝑧𝐿−1 − 𝑧𝐿)

 ,
(11b)
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Fig. 6: (a) Node configuration. (b) Node layout. Surround-
ing nodes (blue-hatched circles) are located at each side of
the room. The mobile node is placed on the shaded plane
in the region of 2 ≤ 𝑥 ≤ 18 and 2 ≤ 𝑦 ≤ 18 in meters, and
moves a fixed step of 1 m along the x or y axis at a height of
𝑧 = 2 m.

𝐵 ≡


𝑥2
1 − 𝑥

2
𝐿
+ 𝑦2

1 − 𝑦
2
𝐿
+ 𝑧21 − 𝑧

2
𝐿
+ 𝑑2

𝐿
− 𝑑2

1
...

𝑥2
𝐿−1 − 𝑥

2
𝐿
+ 𝑦2

𝐿−1 − 𝑦
2
𝐿
+ 𝑧2

𝐿−1 − 𝑧
2
𝐿
+ 𝑑2

𝐿
− 𝑑2

𝐿−1

 ,
(11c)

where [𝑥𝑙 , 𝑦𝑙 , 𝑧𝑙]T are the coordinates of the 𝑙-th surrounding
node.

We also tried the conventional RSSI-based method to
access the localization performance of the proposed method.
In the conventional case, the position was estimated using
𝑑𝑙 = 10(𝑐−𝑄 (20 log𝑉B,𝑙))/(10𝑎) in (11a)-(11c) instead of 𝑑𝑙 .

4.2 Numerical Example

Figure 6(b) shows the layout of the nodes (mobile node, sur-
rounding nodes, and coordinator) in an indoor environment.
The size of the room is 20 m × 20 m × 5 m. The coordinator
tries to capture the positions of the mobile node located at
𝐿t = [𝑥, 𝑦, 𝑧]T in the region of 2 ≤ 𝑥 ≤ 18 and 2 ≤ 𝑦 ≤ 18

Table 1: Position of interference nodes
Node index 𝑙 𝑥𝑙 (m) 𝑦𝑙 (m) 𝑧𝑙 (m)

1 0 6.6 0
2 2.5 0 0
3 20.0 6.3 0
4 16.9 20.0 0
5 0 0 2.6
6 20.0 0 0.3
7 0 20.0 4.2
8 20.0 20.0 1.5
9 0 18.8 5.0
10 18.2 0 5.0
11 20.0 13.9 5.0
12 18.0 20.0 5.0

in meters. The mobile node moves with a fixed step of 1 m
along the x or y axis at a height of 𝑧 = 2 m. Table 1 lists
the positions of the surrounding nodes, which are randomly
allocated at each side of the room. We set Γ = 1 dB and 2
dB, 𝜎 = 0.01, 𝑎 = 2, and 𝑐 = 21.0.

Figures 7(a)-(d) show the estimation error, | 𝐿̂t − 𝐿t | =√︁
(𝑥 − 𝑥)2 + (𝑦̂ − 𝑦)2 + (𝑧 − 𝑧)2, for the proposed and con-

ventional localization methods. The proposed method
clearly provided a dramatic reduction of the estimation error.
In the conventional method, the maps of the estimation error
have a specific pattern, e.g., we see diagonal stripes indicated
by dashed circles in Fig. 7(d), due to the quantization error of
the RSSI measurement. The error of distance estimation pe-
riodically increases and decreases depending on the location
of the mobile node owing to the quantization. Thus, the dis-
tance is correctly estimated in a certain area, but incorrectly
in others. In contrast, the proposed method shows a different
trend in the maps of estimation error, namely, that the error
increases as the mobile moves toward the edge. Specifically,
we see relatively large estimation errors at the corners of the
room, e.g., 𝑥 = 2 and 𝑦 = 2 in Figs. 7(a) and (c). This
comes from the erroneous distance estimation caused by a
fixed value of 𝜎. At the corners of the room, the distance
between the mobile and the diagonally opposite surrounding
node is large, and we have an erroneous distance estimation
because of the mismatched 𝜎 value. However, as we dis-
cussed in Section 3.2.2, there exists an optimal value of 𝜎
to obtain the minimum error in the distance estimation. We
expect that adaptive control of the transmission power of the
surrounding nodes would allow further enhancement of the
proposed localization method.

We also plot the cumulative distribution of the estima-
tion error in Fig. 8. We can see that the 90th percentile
is 0.05 m (Γ = 1 dB) and 1.28 m (Γ = 2 dB) for the pro-
posed method, and 2.76 m (Γ = 1 dB) and 5.01 m (Γ =

2 dB) for the conventional method. We conclude that the
proposed method enables significant accuracy enhancement
in RSSI-based localization systems.

5. Conclusions

We demonstrated a method of RSSI-based localization en-
hancement utilizing interference signals. The proposed
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(a) (b)

(c) (d)

Fig. 7: Maps of estimation error for the proposed method along x and y axes. Grid size of the cell is 1 m. Resolution of the
RSSI-detector is Γ =1 dB and 2 dB. (a) Proposed (Γ = 1 dB), (b) conventional (Γ = 1 dB), (c) proposed (Γ = 2 dB), and (d)
conventional methods (Γ = 2 dB).

method uses multiple surrounding nodes to transmit copies
of a reference signal. The interference signals randomize
RSSI and allow for correct distance estimation via a dither-
ing approach. Our numerical analysis shows that such ac-
curate distance estimation provides significant improvement
in localization accuracy. In addition, we determined that the
strength of the interference signals is the key parameter for
maximizing the localization performance.

The proposed method can be considered as a type of
fingerprint localization [12–14]. In fingerprint localization,
a device takes a local signal reading and compares it to a fin-
gerprint database, then determines its location. The match
with the highest similarity to the current reading indicates
the device location. In the proposed method, the fingerprint
(i.e., the PDF of the RSSI) is associated with the position
of the nodes. For accurate localization, our method requires
a database of fingerprints of the radio propagation environ-
ment. Creating this database is therefore important future

work.
Again, the challenge described in this paper is to iden-

tify the underlying dithering-mechanism of the proposed
method. To reveal the contribution of the surrounding nodes,
we introduced a propagation toy model where that propaga-
tion channel is static and line-of-sight, i.e., there do not exist
fading and shadowing effects. However, the PDF of RSSI is
affected by the circumstances in which the systems are used.
Specifically, the PDF varies over time when the surrounding
environment dynamically change due to the presence of hu-
mans, moving objects, etc. It would be fruitful to model the
propagation channel including the non-line-of-sight environ-
ment with multiple objects and develop a database to imple-
ment the proposed localization method in practical systems.
More complex models should also be considered, such as
the Rician distribution, which is a typical model to describe
indoor radio wave propagation. In addition, recent studies
have applied machine learning and deep learning techniques
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Fig. 8: Cumulative distribution of estimation error.

in fingerprint-based localization. These methods are also
candidates for selecting the best fit among the multiple PDFs
in our approach. Appropriate database and estimation al-
gorithms would allow the implementation of our method in
practical wireless systems.

Appendix A: PDF of the received signal in decibels

We have two independent and normally distributed random
variables, 𝜒1 ∼ N(𝑉B cos 𝜑, 𝜎2) and 𝜒2 ∼ N(𝑉B sin 𝜑, 𝜎2).
The random variable 𝜒 = (𝜒2

1 + 𝜒2
2)/𝜎

2 is distributed ac-
cording to the noncentral chi-square distribution 𝛼,

𝛼(𝜒) = 1
2
𝑒−

𝜒

2 −
𝜆
2 𝐼0 (

√︁
𝜆𝜒), (A· 1)

where 𝜆 = 𝑉2
B/𝜎

2 is the noncentrality parameter. To mea-
sure the received power in the decibel scale, we change
the variable 𝜒 to 𝜁 = 10 log(𝜎2𝜒) using the relation
𝑓 (𝜁) = 𝛼(𝜒(𝜁)) (d𝜒/d𝜁), and then we have (9).

Appendix B: KDE for infinite samples

When we assume an infinite sample, 𝐾 → ∞, (5) is rewritten
as

𝑔(𝑝) = 𝑤𝑚𝐺 (𝑝 − 𝑝𝑚), (A· 2a)

𝑝𝑚 = 𝑝low + (𝑚 − 1
2
)Γ, (A· 2b)

𝑤𝑚 =

∫ 𝑝low+𝑚Γ

𝑝low+(𝑚−1)Γ
𝑓 (𝑝)d𝑝. (A· 2c)
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