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Overloaded MIMO Spatial Multiplexing Independent of Antenna
Setups

Satoshi DENNO†, Senior Member, Takumi SUGIMOTO††, Koki MATOBA†††, Nonmembers,
and Yafei HOU†∗, Senior Member

SUMMARY This paper proposes overloaded MIMO spatial multiplex-
ing that can increase the number of spatially multiplexed signal streams
despite of the number of antennas on a terminal and that on a receiver.
We propose extension of the channel matrix for the spatial multiplexing
to achieve the superb multiplexing performance. Precoding based on the
extended channel matrix plays a crucial role in carrying out such spatial
multiplexing. We consider three types of QR-decomposition techniques
for the proposed spatial multiplexing to improve the transmission perfor-
mance. The transmission performance of the proposed spatial multiplex-
ing is evaluated by computer simulation. The simulation reveals that the
proposed overloaded MIMO spatial multiplexing can implement 6 stream-
spatial multiplexing in a 2 × 2 MIMO system, i.e., the overloading ratio of
3.0. The superior transmission performance is achieved by the proposed
overloaded MIMO spatial multiplexing with one of the QR-decomposition
techniques.
key words: Overloaded MIMO, Spatial multiplexing, QR-decomposition,
precoding, overloading ratio.

1. Introduction

Communication speed has been raised to about Gbps by
using many cutting-edge techniques even in wireless com-
munication systems. Among them, multiple input multiple
output (MIMO) spatial multiplexing has been playing an
important role in enhancing communication speed [1]–[3].
For the enhancement, many MIMO techniques have been
proposed such as serial interference cancelers based on the
minimum mean square error (MMSE), precoders, iterative
decoders, and so on [4]–[7]. To multiply the throughput en-
hancement, lots of antennas are installed on the base station
in the fifth generation (5G) cellular system cellular system,
which is called “Massive MIMO” [8]–[10]. While those
techniques achieve superior performance [11]–[13], those
techniques are unable to increase the user throughput. For
increasing the user throughput, some techniques have been
proposed such as non-orthogonal multiple access [14]–[19],
faster-than-Nyquist (FTN) [20], and overloaded MIMO spa-
tial multiplexing [21]. Especially, overloaded MIMO spa-
tial multiplexing can increase the download throughput in
massive MIMO systems by making use of the system con-
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figuration where lots of antennas are installed on the base
stations. The use of massive MIMO in the latest wire-
less systems such as the 5G cellular system has induced
researchers to have an interest in overloaded MIMO spatial
multiplexing. Since the number of the spatially multiplexed
signal streams is set to be more than the degree of freedom
of linear receivers in overloaded MIMO systems, non-linear
receivers have been considered for the signal detection at
the receivers [22], [23]. However, although non-linear re-
ceivers achieve superior transmission performance, because
the non-linear receivers execute brute force search, they im-
poses prohibitive high computational complexity on the re-
ceivers. Complexity reduction techniques for them have been
proposed [24]–[27]. Some techniques to improve the per-
formance of those complexity reduced non-linear detectors
have also been investigated [28], [29]. On the other hand,
linear detectors have been considered for overloaded MIMO
spatial multiplexing where virtual channels are introduced to
assist signal detection in overloaded MIMO channels [30],
[31]. Those techniques need complex signal processing,
such as oversampling and non-linear optimization, in addi-
tion to the linear signal detection and the linear precoding.
For further complexity reduction, linear detectors based on
serial interference cancellation have been proposed to detect
overloaded MIMO spatial multiplexed signal streams [32],
[33]. Whereas many different techniques have been utilized
in overloaded MIMO systems, they are proposed for the sys-
tems where the number of receive antennas is less than that
of transmit antennas. Especially, the number of spatially
multiplexed signal streams is limited by the number of trans-
mit antennas in all of the conventional overloaded MIMO
systems, including the systems with the virtual channels.

This paper proposes overloaded MIMO spatial multi-
plexing that can increase the number of spatially multiplexed
signal streams to more than that of not only transmit antennas
but also receive antennas in order to enhance link through-
put. Actually, the number of spatially multiplexed signal
streams can be raised despite of that of antenna settings on
a receiver or a transmitter †. For such spatial multiplexing,
the channel matrix is extended with some appropriate matri-
ces in the proposed overloaded MIMO spatial multiplexing.

†While the proposed overloaded MIMO spatial multiplexing
introduces a virtual transmission signal vector as shown in the
following, the proposed multiplexing never makes use of the virtual
channels.
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Precoding based on the extended channel matrix is applied in
order to make the number of the spatially multiplexed signal
streams exceed that of the antennas on the terminal or the re-
ceiver, which characterizes the proposed overloaded MIMO
spatial multiplexing, while the number of the signal streams
is limited by the number of antennas in conventional over-
loaded MIMO systems. Three types of QR-decomposition
techniques are considered for the precoding to improve the
transmission performance. The performance of the proposed
overloaded MIMO spatial multiplexing is evaluated by com-
puter simulation.

Throughout the paper, < [𝑐] and = [𝑐] represent a real
part and an imaginary part of a complex number 𝑐, respec-
tively. Superscript T and H indicate transpose and Hermitian
transpose of a matrix or a vector, respectively. tr[A], A𝑚,𝑛,
and E [𝑐] indicate a trace of a matrix A, an (𝑚, 𝑛)-entry of a
matrix A, and the ensemble average of 𝑐.

2. System Model

We assume an MIMO system where a transmitter with 𝑁T
antennas transmits some signal streams for a receiver with
𝑁R antennas. While channel coding is usually used in cur-
rent wireless communication systems, any channel coding
is not assumed in the system. The signal streams from the
modulators are provided to a precoder that is explained in the
following section. The precoder output signal streams are
fed to the 𝑁T antennas for the signal transmission. The signal
streams are traveling through fading channels and received
at the 𝑁R antennas on the receiver. Let Y ∈ C𝑁R repre-
sent a received signal vector, the system model is written as
follows.

Y = HX + N, (1)

where X ∈ C𝑁T , N ∈ C𝑁R , and H ∈ C𝑁R×𝑁T denote a
transmission signal vector, an additive white Gaussian noise
(AWGN) vector, and a channel matrix defined as,

H =

©«
ℎ (1, 1) ℎ (1, 2) · · · ℎ (1, 𝑁T)

ℎ (2, 1) ℎ (2, 2)
...

...
. . .

ℎ (𝑁R, 1) · · · ℎ (𝑁R, 𝑁T)

ª®®®®®¬
. (2)

Fig. 1 System Model

In (2), ℎ (𝑛, 𝑚) ∈ C represents a channel impulse response
between the 𝑚th antenna on the transmitter and the 𝑛th an-
tenna on the receiver, respectively. The system model is
illustrated in the figure 1. This system is regarded as one of
single-user MIMO systems.

In conventional MIMO systems, the number of spatially
multiplexed signal streams 𝑁S is reduced to min [𝑁T, 𝑁R].
As is known, overload MIMO techniques increase the num-
ber of signal streams to 𝑁T even when the number of receive
antennas 𝑁R is less than that of transmit antennas 𝑁T. The
number of the signal streams is restricted by the number of
the antennas on a receiver or a transmitter.

We propose a technique to overcome the restriction in
this paper. In a word, the proposed technique enables the
number of spatially multiplexed signal streams 𝑁S to be
greater than the maximum of the number of the antennas on
receiver and that on transmitter, i.e., 𝑁S > max [𝑁T, 𝑁R].

3. Overloaded MIMO Spatial Multiplexing

While the system model is written in (1), the system model
can be rewritten as follows.

Y =

(
H 0𝑁R×𝑁B

0𝑁A×𝑁T 0𝑁A×𝑁B

) (
X
X̃

)
+
(

N
0𝑁A

)
(3)

In (3), 0𝑁×𝑀 , X̃ ∈ C𝑁B×1, and Y ∈ C(𝑁R+𝑁A )×1 denote an
𝑁 × 𝑀-dimensional null matrix, an 𝑁B-dimensional virtual
transmission signal vector, and an extended received signal

vector defined as Y =
(
YT 0T

𝑁A

)T
where 0𝑁 represents

the 𝑁-dimensional null vector. We introduce an extended
channel matrix H ∈ C(𝑁R+𝑁A )×(𝑁T+𝑁B ) in this paper, which
is defined as,

H =

(
H J1
J2 J3

)
. (4)

In (4), J1 ∈ C𝑁R×𝑁B , J2 ∈ C𝑁A×𝑁T , and J3 ∈ C𝑁A×𝑁B indi-
cate matrices, which are shown as examples in the following
section. Let X ∈ C(𝑁T+𝑁B )×1 denote an extended transmis-
sion signal vector defined as X =

(
XT X̃T)T, the system

model can be further rewritten in the following.

Y = H X + N, (5)

where N ∈ C(𝑁R+𝑁A )×1 represents an extended noise vector
defined as follows.

N =
( (

N − J1X̃
)T (

−J2X − J3X̃
)T)T

(6)

While the system defined in (1) comprises the transmitter
with 𝑁T antennas and the receiver with 𝑁R antennas, the
system in (5) looks extended to consist of the transmitter
with 𝑁T + 𝑁B antennas and the receiver with 𝑁R + 𝑁A an-
tennas. In other words, not only the number of the transmit
antennas but also that of the receive antennas are increased
in the extended system model. This extended system model
enables overloaded MIMO spatial multiplexing independent
of antennas settings, in principle. Moreover, we propose a
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linear overloaded MIMO system, which can be implemented
with small computational complexity. The detail is described
in the following sections.

3.1 QR-decomposition For Extended Channel Matrix

Triangulation of a channel matrix is introduced in not only
wireless communication systems but also wired communi-
cation systems in order to improve the transmission per-
formance or to reduce computational complexity. The
triangulation can be performed not only at a receiver
but also at a transmitter, because linear signal process-
ing such as the triangulation can be transferred between
a receiver and a transmitter in linear communication sys-
tems. The triangulation is usually implemented with
QR-decomposition based on some signal processing tech-
niques such as Gram-Schmidt orthonormalization. When
the QR-decomposition is applied to the extended channel
matrix, the channel matrix is decomposed into a semi-
orthogonal matrix QR ∈ C(𝑁R+𝑁A )×(𝑁T+𝑁B ) , a diagonal ma-
trix 𝚪R ∈ C(𝑁T+𝑁B )×(𝑁T+𝑁B ) , and an upper triangular matrix
RR ∈ C(𝑁T+𝑁B )×(𝑁T+𝑁B ) , which is expressed in the follow-
ing.

HSR = QR𝚪RRR (7)

However, the diagonal elements in the upper triangular ma-
trix RR are all ones. SR ∈ C(𝑁T+𝑁B )×(𝑁T+𝑁B ) in (7) denotes a
transform matrix. For successful triangulation, the extended
channel matrix has to be slim, which results in the following
requirement.

𝑁R + 𝑁A ≥ 𝑁T + 𝑁B (8)

When the requirement in (8) is not satisfied, we consider to
apply triangulation to the Hermite transpose of the extended
channel matrix H as follows.

HHST = QT𝚪TRT (9)

Similar as the triangulation in (7), ST ∈ C(𝑁R+𝑁A )×(𝑁R+𝑁A ) ,
QT ∈ C(𝑁T+𝑁B )×(𝑁R+𝑁A ) , 𝚪T ∈ C(𝑁R+𝑁A )×(𝑁R+𝑁A ) , and
RT ∈ C(𝑁R+𝑁A )×(𝑁R+𝑁A ) denote a transform matrix, a semi-
orthogonal matrix, a diagonal matrix, and an upper triangular
matrix with ones in the diagonal positions. Same to (7), the
Hermite transform of the extended channel matrix has to be
slim, which can be expressed in the following equation.

𝑁R + 𝑁A ≤ 𝑁T + 𝑁B (10)

As is shown above, the transform matrices are required for
the QR-decomposition, which is truly necessary for the lin-
ear precoding and the THP as described in the following
sections.

3.2 QR-decomposition Techniques

Whereas the Gram-Schmidt orthonormalization is one
of QR-decomposition techniques, other QR-decomposition
techniques have been applied to MIMO systems. Some

representatives of them are listed below. The notation of
SΩ Ω = R or T is used for describing SR or ST. The
same notation is applied for 𝚪R or 𝚪T and RR or RT in the
following.

(a) Sorted QR-decomposition [34]
This technique tries to arrange the diagonal elements
of the diagonal matrix 𝚪Ω in ascending order, al-
though it is not guaranteed to carry out the arrange-
ment. In other words, let 𝚪Ω be defined as 𝚪Ω =
diag [𝛾Ω (1) · · · 𝛾Ω (𝑁Ω)] where 𝛾Ω (𝑚) ∈ R denotes
the 𝑚th diagonal elements of the matrix 𝚪Ω, the ar-
rangement is mathematically described as,

|𝛾Ω (1) | ≲ |𝛾Ω (2) | ≲ · · · ≲ |𝛾Ω (𝑁Ω) | . (11)

In the sorted QR-decomposition (SQRD), SΩ is reduced
to a permutation matrix.

(b) Lattice Reduction [35]
While several techniques to implement the lattice
reduction have been proposed and evaluated, the
Lenstra–Lenstra–Lovász (LLL) algorithm [36] has been
widely used in the field of communications †, because
it takes only a polynomial time length to find a near op-
timum vector from the view point of the lattice reduc-
tion ††. Let the upper triangular matrix RΩ be defined
as,

RΩ =

©«
1 𝑟Ω (1, 2) · · · 𝑟Ω (1, 𝑁Ω)

0 1 𝑟Ω (2, 3)
...

... 0
. . . 𝑟Ω (𝑁Ω − 1, 𝑁Ω)

0 · · · 0 1

ª®®®®®¬
.(12)

The LLL algorithm achieves the following equations.

< [𝑟Ω (𝑛, 𝑚)] ≤ 1
2
, = [𝑟Ω (𝑛, 𝑚)] ≤ 1

2
(13)

𝛿 |𝛾Ω (𝑚 − 1) |2 ≤ |𝛾Ω (𝑚) |2+ |𝛾Ω (𝑚 − 1) 𝑟Ω (𝑚 − 1, 𝑚) |2 (14)

𝛿 ∈ R in (14) denotes a parameter, which is set as
1
2 < 𝛿 < 1 [37].

(c) Equal Gain Transform [38]
The equal gain transform [38] equalizes the diagonal
elements with the transform matrix as,

𝛾Ω (1) = 𝛾Ω (2) = · · · = 𝛾Ω (𝑁Ω) , (15)

The matrix SΩ is served as a unitary matrix, i.e., SH
ΩSΩ =

I𝑁Ω .

The derivation of those algorithms is described in the pa-
pers [34], [35], [38].

We propose overloaded MIMO spatial multiplexing

†The LLL algorithm has been applied to overloaded MIMO
systems, and its superior performance has been shown [32], [33].
This is the reason why the LLL algorithm is applied to our proposed
overloaded MIMO spatial multiplexing.

††The LLL algorithm can be applied to any matrix as far as the
matrix can be successfully QR-decomposed, i.e., the matrix is slim.
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with QR-decomposition where the above three techniques
are applied in the following section †.

3.2.1 Linear Precoding

If the above QR-decomposition techniques are applied to the
extended channel matrix defined in (4), we can realize that
the transform matrix SR can be used as a linear precoding
matrix.

X = 𝑔RSRD, (16)

where D ∈ C(𝑁T+𝑁B )×1 and 𝑔R ∈ R represent a modu-
lation signal vector and a normalization factor that keeps
the transmission power constant. Let the transform ma-

trix SR be decomposed as SR =
(
ST

R,1 ST
R,2

)T
where

SR,1 ∈ C𝑁T×(𝑁T+𝑁B ) and SR,2 ∈ C𝑁B×(𝑁T+𝑁B ) denote an
upper and a lower part of the transform matrix SR, the trans-
mission signal vector X and the virtual transmission signal
vector X̃ can be written as,

X = 𝑔RSR,1D and X̃ = 𝑔RSR,2D. (17)

The normalization factor 𝑔R can be defined with only the
transmission signal vector X because the vector is actually
transmitted from the antennas.

𝑔R =

√√√ 𝑃0

𝜎2
d tr

[
SH

R,1SR,1

] =

√
𝑃0

𝑁T𝜎
2
d

(18)

𝑃0 ∈ R and 𝜎2
d ∈ R in (18) represent power of the trans-

mission signal and that of the modulation signal defined as
E
[
DDH] = 𝜎2

d I𝑁T+𝑁B .
In order to apply the above linear precoding, the system

has to satisfy the requirement written in (8). When the
system does not meet the requirement, another precoding
that meets the requirement written in (10) is necessary, which
is proposed in the next section.

3.2.2 THP Based on MMSE

Since precoding based on the MMSE criterion achieves su-
perior transmission performance [39], we introduce precod-
ing based on the MMSE for the system defined in (5). Let
A ∈ C(𝑁R+𝑁A )×1 represent a precoder input signal vector, a
precoder based on the MMSE provides an extended trans-
mission signal vector X defined as,

X = 𝑔THH (
H HH)−1

A

= 𝑔THHST

(
{HHST}H{HHST}

)−1
SH

T A. (19)

In (19), 𝑔T ∈ R represents a normalization factor. In the
†While the QR-decomposition based on the SQRD has been

applied in detectors [34], the QR-decomposition can be transferred
from a receiver to a transmitter, because our proposed overloaded
MIMO spatial multiplexing is regarded as a linear system as de-
scribed above.

above equation, the extended channel matrix is transformed
with the transform matrix ST. Since we assume that the
extended channel matrix satisfies the requirement in (10) as
is inferred at the end of the previous section, the extended
channel matrix can be transformed in a manner defined in
(9). Besides, the precoder input signal A is defined with a
vector ¤D ∈ C(𝑁R+𝑁A )×1 as A = ST ¤D where the vector ¤D is
defined below. For the definition of the transmission signal
vector X, the semi-orthogonal matrix QT is decomposed

as QT =
(
QT

T,1 QT
T,2

)T
where QT,1 ∈ C𝑁T×(𝑁R+𝑁A ) and

QT,2 ∈ C𝑁B×(𝑁R+𝑁A ) denote an upper matrix and a lower
part of the semi-orthogonal matrix. If the term in the left
hand side of (9) is substituted for (19), the transmission signal
vector X and the virtual transmission signal vector X̃ can be
obtained by introducing the semi-orthogonal matrix QT into
(19) as follows.

X = 𝑔TQT,1𝚪
−1
T R−H

T
¤D = 𝑔TQT,1𝚪

−1
T V (20)

X̃ = 𝑔TQT,2𝚪
−1
T R−H

T
¤D = 𝑔TQT,2𝚪

−1
T V (21)

In (20) and (21), V ∈ C(𝑁R+𝑁A )×1 denotes a feedback filter
output vector defined in the following.

RH
T V = ¤D (22)

¤D ∈ C(𝑁R+𝑁A )×1 in (22) represents a modulation sig-
nal vector added with a Gaussian integer multiples vector
K𝑀 ∈ C(𝑁R+𝑁A )×1 where K ∈ C(𝑁R+𝑁A )×1 and 𝑀 ∈ Z indi-
cate a Gaussian integer vector and a modulus. In a word, the
vector ¤D is defined as ¤D = D+K𝑀 . The entries of the Gaus-
sian integer vector are successfully obtained as is done in the
Tomlinson Harashima precoding (THP) [40] ††. Therefore,
the proposed feedback filter is called as THP based on the
MMSE even in this paper. Same to the linear precoding,
since only the vector X is actually transmitted, the normal-
ization factor 𝑔T is obtained as,

𝑔T =

√√√ 𝑃0

tr
[
QH

T,1QT,1𝚪−1
T ΦV𝚪−1

T

] . (23)

In (23), ΦV ∈ C(𝑁R+𝑁A )×(𝑁R+𝑁A ) represents an auto-
correlation matrix of the feedback filter output vector V,
which is defined as ΦV = E

[
VVH] .

3.3 SNR Performance

Since the transmission performance can be characterized by
the signal to noise power ratio (SNR) of detector output
signals in any wireless systems, the SNR performance is
analyzed for the performance evaluation of the proposed
overloaded MIMO spatial multiplexing in the following.

3.3.1 Linear Precoding

When the linear precoding defined in (16) is applied in the
††The triangular matrix RT obtained by the transform matrix QT

makes the feedback filter available at the transmitter.



DENNO et al.: OVERLOADED MIMO SPATIAL MULTIPLEXING INDEPENDENT OF ANTENNA SETUPS
5

extended system, a detector input vector Z ∈ C(𝑁T+𝑁B )×1

is obtained with the transform matrix and the normalization
factor, which can be fed to detectors.

ZR = 𝑔−1
R QH

RY = 𝚪RRRD + 𝑔−1
R QH

RN (24)

Because the matrix RR is upper triangular as shown in the
above equation, serial interference cancelers (SICs) can be
used to detect the modulation signal vector D †. Though
the SNR performance of SICs is influenced by the error
propagation, it is not easy to evaluate the error propagation
theoretically. As has been done in the SNR performance
analysis, we neglect the error propagation in the SNR per-
formance analysis. Let NR ∈ C(𝑁T+𝑁B )×1 denote a detector
input noise vector fed into the SIC, i.e., NR = 𝑔−1

R QH
RN,

the correlation matrix of the detector input noise vector is
derived in (25). 𝜎2

d and 𝜎2 indicate the power of the mod-
ulation signal and that of the AWGN. The SNR of the 𝑚th
stream 𝜌R (𝑚) ∈ R can be defined as,

𝜌R (𝑚) =
𝛾2

R (𝑚) 𝜎2
d

E
[
NR NH

R
]
𝑚,𝑚

. (26)

3.3.2 THP Based on MMSE

Even when precoding based on the MMSE is applied to the
system, similar as the system with the linear precoding, a
detector input vector can be obtained by multiplying the re-
ceived signal vector with inverse of the normalization factor
𝑔−1

T and the transform matrix ST as,

ZT = 𝑔−1
T SH

T Y = ¤D + 𝑔−1
T SH

T N. (27)

As is seen, the region detection can be used to estimate
the modulation signal vector. Let a detector input noise
vector NT ∈ C(𝑁R+𝑁A )×1 be defined as NT = 𝑔−1

T SH
T N, the

correlation matrix of the detector input noise vector is shown
in (28).

When the feedback filter output signals are assumed to
be uniformly distributed, all the diagonal elements of the
correlation matrix ΦV are reduced to 𝑀2

6 . If the elements of
the feedback filter output vector are uncorrelated from each
other, the matrix ΦV approximately results in the diagonal
matrix 𝑀2

6 I(𝑁A+𝑁R )×(𝑁A+𝑁R )
††, which is used in the deriva-

tion of (28). The SNR of the 𝑚th stream 𝜌T (𝑚) can be
defined as,

𝜌T (𝑚) =
𝜎2

d

E
[
NT NH

T
]
𝑚,𝑚

. (29)

3.4 Discussion

As is shown in (25) and (26) as well as (28) and (29), the
†The transform matrix QR transforms the extended channel

matrix into the triangular matrix RR, which makes it possible to
apply the SIC at the receiver.

††The correlation matrix is given with the assumption that all
the streams are added with the Gaussian integer multiples. The
derivation on the assumption has been shown in [40].

SNR depends on the matrices J1, J2, and J3. Because this
is a first step of the research, we would like to start with the
simplest example in order to grasp the basic characteristics
of the proposed overloaded MIMO spatial multiplexing †††.
We would like to apply diagonal matrices and null matrices
to those matrices in the following sections, as the simplest
example.

3.5 Linear Precoding

As is shown in (25), the matrix J1 should be set to the null
matrix in order to reduce the noise power of the 1st to 𝑁Rth
streams. Besides, J2 = J3 =

√
𝛾RINT looks the simplest

where 𝛾R ∈ R represents a constant. However, this setting
constrains the number of the spatially multiplexed signal
streams to 2𝑁T, because this setting imposes the parameters
to satisfy 𝑁A = 𝑁B = 𝑁T. In other words, this setting
gets rid of the freedom to set the number of the spatially
multiplexed signal streams. On the other hand, let 𝛾R be set
as 𝛾R = 𝜎2

𝜎2
d𝑔

2 = 𝑁T𝜎
2

𝑃0
, it has the probability that the following

setting can equalize the noise power of all the streams.

J1 = 0𝑁R×𝑁B , (J2 J3) =
√
𝛾RI𝑁A (30)

When the setting written in (30) is used, the parameter 𝑁B
is expressed with the other parameters, i.e., 𝑁B = 𝑁A − 𝑁T.
The number of the spatially multiplexed signal streams 𝑁S
gets equal to 𝑁A. In a word, 𝑁S = 𝑁A.

When the above matrices are applied to the ex-
tended channel matrix, an extended channel matrix HR ∈
C(𝑁R+𝑁A )×𝑁A for the linear precoding is expressed as ††††,

HR =

(
H 0𝑁R×(𝑁A−𝑁T )√
𝛾RI𝑁A×𝑁A

)
(31)

When the above setting is applied, if the transform matrix
is unitary, i.e., SH

RSR = I(𝑁T+𝑁B )×(𝑁T+𝑁B ) , the correlation in
the detector input noise vector is reduced to the following
equation.

E
[
NR NH

R
]
=

𝑁T𝜎
2
d

𝑃0
𝜎2I𝑁A (32)

As is described above, all the streams get uncorrelated and
the power of them is equalized. By substituting the noise
power in (32) for (26), the SNR of the 𝑚th stream 𝜌R (𝑚) is
rewritten as,

𝜌R (𝑚) =
𝛾2

R (𝑚)
𝑁T

𝑃0

𝜎2 . (33)

While the SNR is described in (33) when the transform
matrix SR is unitary, the SNR is dependent on not only the
†††The optimization of the those matrices is definitely one of our

important future works.
††††The extended channel matrix HR is identical to the matrix H.

However, because the matrices J1, J2, and J3 are designed suitable
for the linear precoding, the extended matrix dares to be named as
HR.
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E
[
NR NH

R

]
= 𝑔−2

R QH
RE

[
N NH] QR = QH

R
©«

𝜎2

𝑔2
R

I𝑁R + 𝜎2
d J1SR,2SH

R,2JH
1 𝜎2

d J1SR,2
(
J2SR,1 + J3SR,2

)H
𝜎2

d
(
J2SR,1 + J3SR,2

) (
J1SR,2

)H
𝜎2

d
(
J2SR,1 + J3SR,2

) (
J2SR,1 + J3SR,2

)H ª®¬QR (25)

E
[
NT NH

T

]
= 𝑔−2

T SH
T E

[
N NH] ST = SH

T
©«

𝜎2

𝑔2
T

I𝑁R + J1QT,2𝚪−1
T ΦV𝚪−1

T QH
T,2JH

1 J1QT,2𝚪−1
T ΦV𝚪−1

T
(
J2QT,1 + J3QT,2

)H(
J2QT,1 + J3QT,2

)
𝚪−1

T ΦV𝚪−1
T

(
J1QT,2

)H (
J2QT,1 + J3QT,2

)
𝚪−1

T ΦV𝚪−1
T

(
J2QT,1 + J3QT,2

)H ª®¬ST

= SH
T
©«

𝜎2

𝑔2
T

I𝑁R + 𝑀2
6 J1QT,2𝚪−2

T QH
T,2JH

1
𝑀2
6 J1QT,2𝚪−2

T
(
J2QT,1 + J3QT,2

)H
𝑀2
6

(
J2QT,1 + J3QT,2

)
𝚪−2

T
(
J1QT,2

)H 𝑀2
6

(
J2QT,1 + J3QT,2

)
𝚪−2

T
(
J2QT,1 + J3QT,2

)H ª®¬ST (28)

diagonal elements 𝛾2
R (𝑚) and the noise power but also the

characteristics of the transform matrix, when the transform
matrix is not unitary. Therefore, the SNR performance is
evaluated by computer simulation in Sec.4.

However, the above discussion assumes that
𝑁B (= 𝑁A − 𝑁T) is non-negative, i.e., 𝑁A ≥ 𝑁T. If the
𝑁A is set to be smaller than 𝑁T, i.e., 𝑁A < 𝑁T, 𝑁B gets to
be zero, 𝑁B = 0, and the number of the spatially multiplexed
signal streams is fixed to 𝑁T. In fact, the matrices J1 and J3
become null, and the matrix J2 is reduced as,

J1 = J3 = ∅, J2 =
√
𝛾R

(
I𝑁A 0𝑁A×(𝑁T−𝑁A )

)
. (34)

3.6 THP Based on MMSE

We would like to apply the above successful discussion in
this section for the THP. However, the settings described in
the previous section can not be directly applied to the THP
based on the MMSE, because the setting does not meet the
requirement in (10). As is described in (9) and (10), the
Hermite transpose of the extended channel matrix should
be slim to apply it to the THP. Since the extended channel
matrix in (31) is slim, it is a good start point that the matrix is
used as an Hermite transpose of the extended channel matrix
for the THP. However, the channel matrix H needs to be
replaced with its Hermite transpose. In addition, J1 and J2
are renamed as J2 and J1 in the matrix to be content with
the definition of the extended channel matrix. If the setting
is applied, the matrices J1, J2, and J3 are written as,

J2 = 0𝑁A×𝑁T ,
(
JT

1 JT
3

)T
=
√
𝛾TI𝑁B (35)

In (35), the sizes of the channel matrices are adjusted to
be consistent with the definition of the extended channel
matrix, i.e., 𝑁B = 𝑁A + 𝑁R. In a word, the number of the
spatially multiplexed signal streams 𝑁S becomes equal to
𝑁B (= 𝑁A + 𝑁R).

If the above replacement is used, consequently, the ex-
tended channel matrix HT ∈ C𝑁B×(𝑁T+𝑁B ) for the THP based
on the MMSE can be derived as,

HH
T =

(
HH JH

2
JH

1 JH
3

)
=

(
HH 0𝑁T×(𝑁B−𝑁R )√

𝛾TI𝑁B×𝑁B

)
. (36)

Because the parameter setting 𝛾T = 𝑁R𝜎
2

𝑃0
optimizes the

Table 1 Simulation parameters
Modulation QPSK

Channel model IID, Keyhole based on Rayleigh fading
(𝑁T, 𝑁R ) (2, 2)

Channel estimation Perfect
Lattice reduction LLL algorithm
Overloading Ratio 2.0, 3.0

Error correction coding N.A.

transmission performance of THPs [40], we borrow the pa-
rameter setting for the proposed THP based on the MMSE †.
Let the transform matrix ST be decomposed as ST =(
ST

T,1, ST
T,2

)T
where ST,1 ∈ C𝑁R×𝑁B and ST,2 ∈ C𝑁A×𝑁B

represent submatrices of the transform matrix, as a result,
the noise correlation is reduced to,

E
[
NT NH

T
]
=
𝜎2

𝑔2

{
SH

T,1ST,1+
(
SH

T,1QT,2,1𝚪
−2
T QH

T,2,1ST,1

+ SH
T,2QT,2,2𝚪

−2
T QH

T,2,2ST,2

)}
. (37)

In (37), QT,2,1 ∈ C𝑁R×𝑁B and QT,2,2 ∈ C𝑁A×𝑁B de-
note submatrices of the matrix QT,2, which are defined as

QT,2 =
(
QT

T,2,1 QT
T,2,2

)T
. Nevertheless, the above anal-

ysis is available if 𝑁A (= 𝑁B − 𝑁R) is non-negative, i.e.,
𝑁B ≥ 𝑁R.

When 𝑁B is set to be less than 𝑁R, i.e., 𝑁B < 𝑁R, 𝑁A
is imposed to be set to zero, 𝑁A = 0, and the number of
the spatially multiplexed signal streams is fixed to 𝑁R. As
a result, the matrices J2 and J3 become null, and the matrix
J1 is reduced as,

J2 = J3 = ∅, J1 =
√
𝛾T

(
I𝑁B 0𝑁B×(𝑁R−𝑁B )

)T
. (38)

The SNR of the 𝑚 stream 𝜌T (𝑚) is rewritten by substi-
tuting the noise variance in (37) for (29). Compared with the
SNR performance of the linear precoding, that of the THP
is a little bit more complex.

3.7 Characteristics of Proposed Scheme and Other Issues

As is described in Sec. 1, many overloaded MIMO tech-
niques have been proposed before. Some of them achieve

†The optimization of the parameter 𝛾T for the proposed THP
based on the MMSE is one of our future works.
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Fig. 2 SNR Distribution of Linear Precoding with SQRD

Fig. 3 SNR Distribution of THP with SQRD

fair transmission performance with relatively high computa-
tional complexity. For instance, the overloaded MIMO with
the virtual channels needs sequence estimation like the max-
imum likelihood sequence estimation (MLSE) to achieve
such performance [30]. Another overloaded MIMO with the
virtual channels requires a complex non-linear optimization
every packet [31]. In those techniques, the number of the
spatially multiplexed signal streams is limited by that of the
antennas on the transmitter. On the other hand, the pro-
posed overloaded MIMO spatial multiplexing can raise the
number of the spatially multiplexed signal streams to more

Fig. 4 SNR Distribution of Linear Precoding with Lattice Reduction

Fig. 5 SNR Distribution of THP with Lattice Reduction

than that of the antennas on the receiver or the transmit-
ter, which characterizes the proposed multiplexing. Because
such overloaded spatial multiplexing can not be implemented
other than the proposed overloaded MIMO, it is impossible
to compare the proposed overloaded MIMO spatial multi-
plexing with the conventional techniques in terms of the
transmission performance and the computational complex-
ity.

To implement them, one of the overloaded MIMO
systems with the virtual channels optimizes the precoding
weights and feeds them back to the precoders at the trans-
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Fig. 6 SNR Distribution of Linear Precoding with Equal Gain Transform

Fig. 7 SNR Distribution of THP with Equal Gain Transform

mitter, every slot [31]. While no information needs to be fed
back in the MIMO system proposed in the paper [30], the
packet length should be small if the computational complex-
ity is taken into account. On the other hand, the proposed
overloaded MIMO spatial multiplexing should share the ma-
trices J1, J2, and J3 among all the receiver and the transmitter
before the communication starts. However, the matrices are
products of the identity matrices and the scalar value as de-
fined in (30), (34), (35), and (38). While the scalar value
needs to be set based on the noise variance, those identity

matrices can be set in the transmitter and the receiver when
they are configured at factories. If the identity matrices are
not set at factories, it is enough to broadcast them for the
receiver and the transmitter once when they are turned on.
In a word, the matrices J1, J2, and J3 don’t need to be fre-
quently exchanged between the transmitter and the receiver.
The noise variance has to be sent not only in the proposed
multiplexing but also in systems with the MMSE precoding.
The amount of the information to send the noise variance is
negligible small compared with that of the information bits to
send. This information exchange before the communication
does not cause any serious problem.

On the other hand, the proposed overloaded MIMO
spatial multiplexing needs the spatial filters at the receiver
as shown in (24) and (27). The need for the spatial filters at
the receiver restricts the proposed overloaded MIMO spatial
multiplexing to single-user MIMO systems.

4. Computer Simulation

The performance of the proposed overloaded MIMO spatial
multiplexing is evaluated by computer simulation. The mod-
ulation scheme is quaternary phase shift keying (QPSK) [41].
The proposed spatial multiplexing enables the number of
the spatially multiplexed signal streams to be greater than
the maximum number of the antennas in the system, i.e.,
max[𝑁T, 𝑁R]. This means that the number of the spatially
multiplexed signal streams exceeds that of the eigenvalues in
the channel. To confirm how the number of the eigenvalues
affects the transmission performance, we evaluate the trans-
mission performance in not only independent and identically
distributed (IID) Rayleigh fading channels but also Keyhole
channels based on the Jakes’ model [42]. The number of the
transmit antennas 𝑁T and that of the received antennas 𝑁R
are all set to 2. The number of the spatially multiplexed sig-
nal streams 𝑁S is increased to 4 or 6, which correspond with
the overloading ratio of 2.0 or 3.0, respectively. The LLL
algorithm is used for the lattice reduction. The simulation
parameters are listed in Table 1. The following performance
comparison is performed on the same assumption, for in-
stance, the error correction coding is not applied as listed in
the Table. Only the QR-decomposition makes the difference
in the performance as shown in the following sections.

4.1 SNR performance

The signal power to noise power ratio (SNR) distribution of
the proposed overloaded spatial multiplexing is analyzed to
grasp the transmission performance. The number of the spa-
tially multiplexed signal streams 𝑁S is set to 4 in Sec. 4.1.
This subsection shows some figures where the abscissa is
the SNR in dB and the ordinate is the cumulative distribu-
tion function. The 𝐸b/𝑁0 is set to 20 dB in this section.
While the SNR performance are analyzed above theoreti-
cally, the SNR performance is evaluated by means of com-
puter simulations in this section. Since the detector input
signals are defined in (24) and (27), the SNR measurement
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depends on the precoding schemes. When the linear pre-
coding is employed, the noise power can be measured as

𝜎2
R (𝑚) = E

[��� 1
𝛾R
𝑧R (𝑚) − 𝑑 (𝑚) −∑𝑚−1

𝑘=𝑁T
𝑟R (𝑚, 𝑘) 𝑑 (𝑘)

���2]
where𝜎2

T (𝑚), 𝑧T (𝑚), 𝑑 (𝑚), and 𝑑 (𝑘) denote a noise power
in an 𝑚th detector input signal, an 𝑚th entry of the detector
input signal ZT, that of the modulation signal vector D, and
a 𝑘th estimated modulation signal, respectively. When the
THP is used. on the other hand, the noise power can be
measured as 𝜎2

T (𝑚) = E
[
|𝑧T (𝑚) − 𝑑 (𝑚) |2

]
where 𝜎2

T (𝑚)
and 𝑧T (𝑚) represent a noise power in the 𝑚th detector in-
put signal and an 𝑚th entry of the detector input signal ZT,
respectively. Hence, the SNR 𝜌Ω (𝑚) can be calculated as
𝜌Ω (𝑚) = 𝜎2

d
𝜎2
Ω (𝑚) where Ω takes R or T.

Fig. 2 and Fig. 3 show the distribution functions of
the SNR of all the streams when the linear precoding and
the THP with the SQRD are applied to the proposed mul-
tiplexing, respectively. While the probability that the SNR
distribution of 3rd and 4th streams gets less than 5 dB is
about 10−3, the SNR of the 1st and the 2nd streams is fixed
about 0 dB. The performance is greatly dependent on the
distribution of the diagonal elements of the matrix 𝚪Ω Ω =
R or T. While the number of the eigenvalues in the channel
is equal to 2 in the setting of the section, the number of the
eigenvalues in the extended channel matrices is the same to
that of the signal streams, i.e., 4 in spite of the type of the
precoding. Also, the diagonal matrix 𝚪Ω has 4 diagonal non-
zero elements. On the other hand, when the 𝐸b/𝑁0 is high
enough, √𝛾Ω is smaller than all the eigenvalues in the chan-
nel matrix H. Even if the SQRD is applied, the eigenvalues
are concentrated into only 2 (= 𝑁R = 𝑁T) diagonal elements,
while the other diagonal elements are almost same to √

𝛾Ω,
which causes that the SNR of the two streams gets much less
than that of the others. This causes half of the detector input
signals to be almost zero, while the other input signals are
non-zero values. In addition, the non-diagonal elements in
the 1st and 2nd row of the upper triangular matrix RR be-
come zero †. This causes the noise power𝜎R (𝑚) rewritten as

𝜎2
R (𝑚) = E

[��� 1
𝛾R
𝑧R (𝑚) − 𝑑 (𝑚)

���2] for 𝑚 = 1, 2. Hence, the

noise power can be reduced to 𝜎R (𝑚) = E[|𝑑 (𝑚) |2] = 𝜎2
d .

Eventually, the SNR of the 1st and the 2nd streams is re-
duced to 0dB. Even when the THP is applied, the similar
performance can be seen due to the reason described above,
as long as the SQRD is applied. Therefore, the SNR of the
1st and the 2nd streams is fixed to 0dB.

Fig. 4 and Fig. 5 show the distribution functions of the
SNR of all the streams when the linear precoding and the
THP with the lattice reduction are applied to the proposed
multiplexing, respectively. Similar as the performance with
the SQRD, the SNR of the 1st and the 2nd is about 0 dB,
while that of the 3rd and the 4th streams is much bigger
than 0 dB. Even when the lattice reduction is applied for

†The theoretical performance analysis of those phenomena is
one of our future works.

QR-decomposition, the 1st and 2nd diagonal elements of the
diagonal matrix 𝚪Ω is much smaller than the 3rd and 4th
diagonal elements, which causes the SNR performance to
degrade as shown in Fig. 4 when the linear precoding is ap-
plied. Even if the THP is used, the similar SNR performance
can be obtained as shown in Fig. 5.

Fig. 6 and Fig. 7 show the SNR distribution functions
when the linear precoding and the THP with the equal gain
transform are applied to the proposed multiplexing, respec-
tively. “Theory” in Fig. 6 shows the theoretical performance
written in (33) ††. The theoretical SNR distributions of all
the streams are same when the linear precoding is used.
Since the equal gain transform equalizes the diagonal ele-
ments of the diagonal matrix 𝚪Ω, the SNR of all the streams
is equalized, which agrees with the simulation result shown
in Fig. 6. Actually, the SNR distribution of the signal streams
is different from each other because of the error propagation.
While the SNR distribution of the 4th stream is the worst,
that of the 1st stream is the best, which is the same to the
theoretical SNR performance, because the propagation error
does not happen in the first stream. Even when the THP is
employed, the similar performance is expected, because of
the performance of the equal gain transform. In fact, the
SNR distributions of all the streams are only a little bit de-
viated as shown in Fig. 7. As is shown in the figure, the
probability that the SNR is less than 10 dB is about 10−1.
The SNR is called a required SNR for 10% outage probabil-
ity. On the other hand, when the linear precoding is applied,
the required SNR for 10% outage probability is improved
to about 11 dB as shown in Fig. 6. In a word, the linear
precoding achieves about 1.0 dB better SNR performance
than the THP at the 10% outage probability.

4.2 BER Performance

Since the three QR-decomposition techniques are consid-
ered, those techniques are compared in terms of the BER
performance in this section. The number of the spatially
multiplexed signal streams is fixed to 4, which means that
the overloading ratio is 2.0. The channel model is the IID
based on the Jake’s model.

4.2.1 Performance VS. QR-Decomposition Techniques

Fig. 8 shows the BER performances of the proposed over-
loaded MIMO spatial multiplexing when the linear precod-
ing is applied. In the figure, the three QR-decomposition
techniques are compared in terms of the BER. When the
LLL and the SQRD are used, the proposed spatial multi-
plexing can’t reduce the irreducible error to less than 0.3,
which agrees with the SNR distributions shown in Fig. 2 and
Fig. 4. On the other hand, the equal gain transform makes the
proposed spatial multiplexing achieve superior performance,

††While the performance can be regarded as an upper bound,
we dare to name the performance as “Theory”, because we intend
to emphasize that the performance is derived theoretically, and to
show the performance in comparison with the simulation results.
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Fig. 8 BER Performance of Linear Precoding with QR-decomposition
techniques

Fig. 9 BER Performance of THP with QR-decomposition techniques

which also agrees with the SNR distribution shown in Fig. 6.
Fig. 9 shows the BER performance when the THP is

used. Also, the three QR-decomposition techniques are em-
ployed. Similar as Fig. 8, the irreducible error appears at
about 0.3 when the LLL and the SQRD are used for the QR-
decomposition. On the other hand, the equal gain transform
enables the proposed overloaded MIMO spatial multiplexing
to attain the superior performance. Besides, the linear pre-
coding achieves about 1.0 dB better BER performance than
the THP at the BER of 10−5, which agrees with the SNR
performance comparison described at the end of Sec.4.1.

Fig. 10 BER Performance in Keyhole Channels

4.2.2 BER Performance in Keyhole Channel

As is shown in the previous sections, the proposed over-
loaded MIMO spatial multiplexing achieves superior perfor-
mance, even though the number of the spatially multiplexed
signal streams is twice as many as that of the eigenvalues
in the channel. This section evaluates the BER perfor-
mance in the channels with less than 2 eigenvalues. We
apply a keyhole channel for the performance evaluation. Let
hR ∈ C𝑁R×1 and hT ∈ C1×𝑁T denote vectors defined as
hR = (ℎR (1) · · · ℎR (𝑁R))T and hT = (ℎT (1) · · · ℎT (𝑁T))
where ℎΩ (𝑚) ∈ C represents a channel gain, Ω = R or T,
the keyhole channel is defined as H = hRhT. In the perfor-
mance evaluation, the channel gains are generated based on
the Jake’s model for fair performance comparison. While
this keyhole channel is a kind of Rayleigh fading channels,
the number of the eigenvalues is reduced to 1.

Fig. 10 shows the BER performance of the proposed
overloaded MIMO spatial multiplexing in the Keyhole chan-
nel. In the figure, the equal gain transform is employed for
the QR-decomposition. The performances of not only the
linear precoding but also the THP are illustrated in the figure.
The performance in the IID channel is added as a reference
in the figure. Whereas the performance in the keyhole chan-
nel is much worse than that in the IID channel, however, the
irreducible error does not appear up to the BER of 10−3,
This means that the decrease in the number of eigenvalues
in channels does not cause the irreducible error up to 10−3,
even though the performance is degraded as the number of
the eigenvalues in channels is decreased. The linear precod-
ing is able to make the proposed overloaded MIMO spatial
multiplexing achieve better BER performance than the THP
even in the keyhole channel.
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Fig. 11 BER Performance of Linear precoding in overloaded MIMO
channels

4.3 Overloading Ratio

Fig. 11 compares the BER performance with the overloading
ratio of 2.0 and that of 3.0 in the IID channel. In the figure,
the equal gain transform is used. The number of the receive
antennas and that of the transmit antennas are all fixed to
2. The overloading ratio is raised by changing the extended
channel matrices. For example, the overloading ratios of 2.0
and 3.0 are implemented with setting the parameter 𝑁A to
4 and 6, respectively, when the linear precoding is applied.
When the THP is used, the parameter 𝑁B is also set to 4 and 6
for the overloading ratio of 2.0 and 3.0,respectively. The pro-
posed overloaded MIMO spatial multiplexing with the THP
outperforms that with the linear filter in the 𝐸b/𝑁0 of less
than 15dB, while the performance of the proposed spatial
multiplexing with the THP is inferior to that with the linear
filter in the other 𝐸b/𝑁0 region †. The proposed overloaded
MIMO spatial multiplexing achieves superior transmission
performance even if the overloading ratio is raised to 3.0.
The proposed overloaded MIMO spatial multiplexing with
the linear precoding achieves about 1.0 dB better BER per-
formance than that with the THP, despite of the overloading
ratio.

5. Conclusion

This paper has proposed overloaded MIMO spatial multi-
plexing that can increase the number of spatially multiplexed
signal streams in spite of antenna settings on a receiver or

†Such performances probably depends on the the choice of the
matrices J1, J2, and J3. However, the performance analysis is one
of our future works.

a transmitter. The extension of a channel matrix with some
matrices has been proposed to implement such overloaded
signal transmission. Three tapes of QR-decomposition tech-
niques such as the SQRD, the lattice reduction with the LLL
algorithm, and the equal gain transform have been consid-
ered for precoding in the proposed overloaded MIMO spatial
multiplexing. We apply linear precoding and the THP for
the precoding, which can be used complementary. This pa-
per shows some examples for the extended channel matrices
and analyze the performance theoretically. The performance
is confirmed by computer simulation. The linear precoding
achieves better performance that the THP in the system with
the example of the extended channel matrices. The equal
gain transform makes the proposed overloaded MIMO spa-
tial multiplexing achieve the best transmission performance
in the three types of the QR-decomposition techniques. The
proposed overloaded spatial multiplexing with the linear pre-
coding based on the equal gain transform achieves 6 spatially
multiplexed signal streams transmission with superior trans-
mission performance, even though only two antennas are
employed at both the receiver and the transmitter. In a word,
the proposed overloaded MIMO spatial multiplexing is able
to increase the number of the spatially multiplexed signal
streams despite of the number of the antennas on both the
receiver and the transmitter.
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