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Abstract—Objective: Despite advancements in artificial intel-
ligence (AI) for predicting cardiac arrest (CA) with multivariate
time-series vital signs data, existing models continue to face
significant problems, particularly concerning balance, efficiency,
accuracy, and explainability. While neural networks have been
proposed to extract multiscale features from raw data in various
applications, to our knowledge, no work has utilized multiscale
feature extraction, specifically for diagnostic CA prediction. This
paper presents a new framework that tackles these difficul-
ties by utilizing multiscale feature aggregation via Independent
Component Analysis (ICA). Methods: We present the Pareto
optimal StrataChron Pyramid Fusion Framework (SPFF) that
improves temporal vital signs statistics by capturing long-term
dependencies using multi-scale temporal feature aggregation.
SPFF integrates with ICA to eliminate information redundancy
and enhance model efficiency. We have developed and validated
the approach using the public MIMIC IV dataset. Results: The
proposed model demonstrates resilience to data imbalance and
enhances explainability through SHapley Additive exPlanations
(SHAP), Partial Dependence Plots (PDP), and Individual Con-
ditional Expectation (ICE) across varying time windows. The
multilayer perceptron (MLP) using SPFF and ICA achieves
an accuracy of 0.982, precision of 0.969, recall of 0.989, F1-
score of 0.979, and AUROC of 0.998. Conclusion: The proposed
method effectively predicts CA across varying time windows,
offering a robust solution to the challenges of efficiency, accuracy,
and explainability in current models. Significance: This method
is significant to biomedical research as it provides superior
performance in CA prediction while capturing both short- and
long-term dependencies in patient data, potentially improving
patient outcomes and guiding clinical decision-making.
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I. INTRODUCTION

The World Heart Report (2023) indicates cardiovascular
diseases (CVDs) account for approximately one-third of global
mortality, with an estimated 17.9 million deaths annually
[11, [2], [3], [4]. Sudden cardiac arrest (SCA) refers to the
unexpected cessation of cardiac activity, with resuscitation
efforts defining the attempt to restore circulation; failure of
these efforts results in sudden cardiac death (SCD) [3], [5],
[6]. The International Liaison Committee on Resuscitation has
classified cardiac arrests (CA) based on medical or external
causes, including drug overdose, drowning, asphyxia, electro-
cution, and trauma [7].

Although the literature has several approaches to predict CA
such as by determining left ventricle segmentation, ejection
fraction, etc. [8], [9], [10], [11], [12], [13], [14], detecting CA
is often difficult due to its subtle onset and late diagnosis,
complicating timely intervention. Thus, healthcare systems
certainly require effective tools that could predict CA early
to lower the mortality rates [1].

There have been some key indicators already outlined,
including: a) multivariate time-series vital signs data, which
includes diastolic blood pressure, systolic blood pressure,
heart rate, oxygen saturation, respiratory rate, and temperature;
and b) baseline demographic indicators which include gender
and age. Any abnormal fluctuations in these indicators are
clinically associated with the onset of CA [15]. Al-based algo-
rithms have already been tried using various machine learning
(ML) [16], [17], [18] and deep learning (DL) capabilities
to analyze trends from retrospective EHR data [19]. Citing
the fact that Al algorithms need significant computing power
[20], it is imperative to decrease the number of features while
retaining class-discriminative context both on local and global
scales. Moreover, it is crucial to preserve information over
different time periods to capture the key details, especially
their fluctuations. Therefore, an efficient framework is required
to aggregate temporal features at multiple scales to capture
long-term relationships and shifting distributions of vital signs.

Transparency and explainability are crucial for implement-
ing Al models in clinical practice, as inaccurate predictions
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might have serious implications. The clinicians must compre-
hend the Al model by identifying the key pieces of the model
that could enhance their understanding [21]. Nevertheless,
it can be argued that ML models provide a certain degree
of explainability when compared to DL models, known as
“black boxes.” Although ML models are comprehensible, they
are less accurate than DL models; thus, we integrate Pareto
optimality into the proposed methodology. It may be noted
that the collection of decisions representing the best possible
outcomes, when there are multiple candidates for the optimal
solution, is referred to as the Pareto front [22]. Incorporating
Pareto optimality seeks to create Al algorithms that are both
computationally efficient and highly accurate while possessing
a degree of explainability.

This paper proposes a novel fused Pareto optimal CA
prediction model using multivariate time-series vital signs
and demographic EHR data. The model uses a few temporal
features and computational resources to achieve state-of-the-
art performance.

Fundamentally, we contribute the following:

1) We propose a StrataChron Pyramid Fusion Framework
(SPFF) with a multi-scale temporal feature aggrega-
tion to capture long-term dependencies and changing
distributions of the vital signs, thereby improving the
prediction performance.

2) We employ Independent Component Analysis (ICA)
on the aggregated features to reduce the amount of
information that is duplicated across time scales, thereby
improving the computational efficiency and efficacy of
ML models.

3) We simulate and validate that the multi-scale temporal
feature aggregation framework and ICA are robust to
data imbalance.

4) We empirically evaluate the effectiveness of ICA with
other dimensionality reduction techniques and conduct
a comparative analysis of the proposed SPFF and ICA
method with some recent studies in the literature.

5) We provide a comprehensive explainability layer by em-
ploying SHapley Additive exPlanations (SHAP), Partial
Dependence Plots (PDP), and Individual Conditional
Expectation (ICE) to provide insights about the model’s
decision-making capabilities.

To the best of our understanding, this study is the first to
integrate multi-scale temporal aggregation, Independent Com-
ponent Analysis (ICA), and combine explainability methods
including SHAP, PDP, and ICE on temporal vital signs data
for predicting CA. This methodology could diminish data
complexity, emphasize the essential characteristics, and offer
insights at both global and individual levels. The approach
streamlines the model by concentrating on a limited number of
features, enhancing its efficiency, usability, and interpretability,
all while preserving high accuracy.

The rest of the paper is organized as follows: The Section II
discusses the literature. In Section III, we describe the method-
ology that incorporates the SPFF, ICA, and explainability.
Section IV describes the experimental setup, and Section V
presents the outcomes, empirical investigations, explainability,
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and comparison with previous studies. Lastly, Section VI
summarizes the study and concludes the paper.

II. RELATED WORKS

In recent years, several ML and DL models have been
proposed to predict in-hospital CA (IHCA); most of the
models utilize vital signs, demographic characteristics, lab-
oratory measurements, ECG, or EKG from EHR data. Kim
et al. [23] present a clinically interpretable ensemble method
that combines sliding window-based multiresolution statistical
features and cosine similarity-based features using multivariate
time-series vital signs up to 6 hours in advance. The approach
achieves an overall area under the receiver operating character-
istic curve (AUROC) of 0.86 and an area under the precision-
recall curve (AUPRC) of 0.58. Despite utilizing SHAP values
for feature evaluation, the approach fails to incorporate optimal
feature selection and achieve high precision. Hong et al.
[24] propose a model using sequential characteristics of vital
signs and demographic features; it uses three ML models:
random forest (RF), recurrent neural network (RNN), and
logistic regression (LR). The RF method demonstrates superior
performance, achieving AUROC and AUPRC of 0.97 and 0.86,
respectively. A chronological depiction of features presents the
model’s explainability. Layeghian et al. [25] present an ISAF
framework for predicting CA in sepsis patients using textual
EHR data; the stacking model can predict 85% of CA cases
one hour prior to the event (with a sensitivity of at least 0.85)
and 73% of CA cases 25 hours before they happen (with a
sensitivity of at least 0.73). Yijing et al. [26] present CAPIL, a
real-time and interpretable extreme gradient boosting (XGB)
model using vital signs that predicts CA from bedside vital
signs with an AUROC of 0.94. The vital signs are analyzed
using differential features and statistical features based on
2-hour sliding windows. However, the model exhibits alarm
fatigue by having average sensitivity (0.86) and specificity
(0.85) scores, a very low AUPRC (0.12), and an Fl-score
(0.05). Lee et al. [27] develop an explainable ML model using
33 HRV parameters that are derived from ECG data, where
the light gradient boosting machine (LGBM) model achieves
an AUROC of 0.881.

Jang et al. [28] present an early prediction model using three
artificial neural network (ANN) models (multilayer perceptron
(MLP), long short-term memory (LSTM), and hybrid) that are
trained using demographic information, chief complaints, vital
signs, and degree of awareness. The hybrid ANN achieves
an AUROC of 0.936 and is proven to be better than the
Modified Early Warning Score (MEWS). However, the pro-
posed methodology lacks model explainability and timely
assessment. Raheem et al. [29] propose an ANN model for
early prediction of major adverse cardiac events (MACE)
in ED triage. The model demonstrates better performance
in predicting in-hospital mortality as compared to RF and
LR models, with a sensitivity and specificity of 94.6% and
93.3%, respectively. To reduce false alarms and provide better
specificity-sensitivity, Baral et al. [30] propose using a hybrid
model that combines an MLP and an enhanced Bidirectional
LSTM (Bi-LSTM) to process time series vital signs. However,
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the method is capable of predicting only 6 hours prior to
the CA with an AUC of 0.94 for an hour time window.
Kwon et al. [31] propose a DL-based Early Warning System
(DEWS) to predict CA using only four vital signs (heart
rate, body temperature, systolic blood pressure, and respiratory
rate). Although the model outperforms MEWS, RF, and LR,
it exhibits an average AUROC of 0.850 and lacks model
explainability.

Smith et al. [32] compare the National Early Warning Score
(NEWS) to 33 other Early Warning Scores (EWS) using a
large vital signs database; NEWS can identify patients at
risk within 24 hours with an AUROC of 0.722. However,
its statistical performance with respect to operational efficacy
poses a concern. The superiority of DEWS over MEWS for
IHCA prediction is validated by Lee et al. [33]. Shamout et al.
[34] present another DEWS model that achieves an AUROC
of 0.880 and is proved to be better than NEWS (AUROC of
0.866).

Explainability and efficiency remain two major concerns in
most of the aforementioned methods. Despite the emphasis
on improving models in most studies, the complexity of EHR
data has received little attention. The data is multimodal, high-
dimensional, semantically heterogeneous, biased, and con-
founding. We believe that preprocessing and feature extraction
could probably play a critical role in preparing EHR data for
ML analysis. Effective preprocessing and feature extraction
techniques could be essential for handling the complexity,
heterogeneity, and nuances inherent in EHR data, ultimately
enabling more accurate, reliable, and actionable insights. ICA
is considered valuable for simplifying complex data such
as EHRs; it can reduce the dimensionality, identify the in-
dependent components, remove the redundancy and noise,
discover the hidden relationships, extract the features, and
better interpret the results [35], [36], [37]. To the best of our
understanding, our present study is probably the first attempt
that employs ICA with time-series vital signs data.

III. PROPOSED METHODOLOGY

In this section, we present the technical details and insights
of the pyramid fusion framework, along with feature reduction
using ICA and ML explainability.

A. StrataChron Pyramid Fusion Framework

The proposed framework employs Pareto optimality and
uses a pyramid design to integrate the multi-scale temporal
context of multivariate time-series vital signs data, incremen-
tally accumulating layers or hours of time. By doing this, an
optimal equilibrium between the accurate prediction ability in
the short term and long term is obtained while minimizing
the loss of temporal information across multiple time scales.
Given a time-series dataset D = {d;,da, ..., d,}, where each
d; represents data collected during the i** hour. We aim to
perform a pyramid-style, multi-scale temporal feature aggre-
gation. This process involves aggregating features across all
possible contiguous intervals within the n-hour period, using
an aggregation function ® = {mean, median, min, mazx}.

The hierarchical structure of the aggregation process begins
with the most granular level (individual hours) and progresses
to the most aggregated level (the entire dataset) The process
is defined as follows:

1) Level 1 (Base Level): Aggregate features for individual
hours.

F;; = ®(d;) for each hour ¢ (D

2) Subsequent Levels of Aggregation: Continue this pro-
cess for all consecutive k-hour intervals, where k ranges
from 2 to n.

Fiivkh—1 = ®({di,diy1,...,dizx-1})
for each level k and starting hour ¢

where i +k—1<n 2)

3) Final Level Aggregation (Entire n-Hour Period):
Aggregate features for the entire n-hour period.

Fl,n = (I)({dlad%”-adn}) €))

The pyramid-style multi-scale temporal feature aggregation
can be compactly represented as:

({d:})
Fz‘,j = (I)({Fi,k7 Fk+1,j})

if j =1,
for + < j <n and some k
where ¢ < k < j
“)
In this formula, F; ; represents the aggregated feature over
the interval from hour 7 to hour j, inclusive. The first case
applies, when the interval is just one hour, and the second case
represents the recursive aggregation from i to j, facilitating the
hierarchical aggregation process as detailed in Algorithm. 1.

Algorithm 1 Pyramid-Style Multi-Scale Temporal Feature
Aggregation
1: Input: Dataset D = {dy,ds,...,d,}, where each d; is
data from the i-th hour, Aggregation Function & (mean,
median, min, max)
2: Output: Aggregated features for all possible contiguous

intervals
3. AggregatedFeatures =[] > Empty list to store results
4 for k€ {1,2,...,n} do
5 if £ =1 then
6: for i € {1,2,...,n} do
7: Compute F; ; = ®(d;)
8 Append F;; to AggregatedFeatures
9 end for
10: else
11: forie {1,2,...,n—k+1} do
12: Compute Fi,’i—i—k—l = ‘I’({d“ R 7d’i+k—1})
13: Append F; ;11 to AggregatedFeatures
14: end for
15: end if
16: end for

17: return AggregatedFeatures

We employ the proposed SPFF for a 3-hour time window
of vital signs data and derive multi-scale temporal aggregated
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features. To reinforce the application of SPFF for multi-
scale temporal aggregation, an empirical study is conducted
to examine the feature distribution of the dataset based on
the occurrence of CA events in both CA patients and non-CA
patients. A normal 2-hour sliding window-based aggregation
technique is utilized for the same purpose inspired by the
studies [23] and [26]. The objective is to demonstrate that
SPFF offers greater performance in terms of differentiating
between individuals at risk and those with no risk of CA while
yielding promising results.

B. Transforming Complexity: Leveraging ICA

ICA has previously been utilized with waveform data, such
as ECG [35], EEG [36], and fMRI [37]. This study is probably
the first to employ ICA in analyzing aggregated multivariate
time-series vital signs data. ICA is a statistical method that
can be used as an alternative to PCA. Unlike PCA, ICA
is specifically designed to separate multivariate signals into
independent components, even if the signals are not normally
distributed [38]. Therefore, our objective is to utilize ICA in
conjunction with aggregated multivariate time-series data to
create features that possess independent components with the
highest amount of variance which can aid in detecting con-
cealed patterns within these aggregated features. This process
has the potential to unveil underlying processes or sources of
variation that may not be evident solely from the aggregated
data.

We systematically vary the number of components and as-
sess the models’ performance to determine the optimal number
of components for ICA that could maximize the variance and
minimize the noise. Using an iterative procedure, we determine
that the optimal number of components is 18. An empirical
study is done to analyze the feature distribution of the dataset
based on CA events in patients with and without CA using data
subset 1 to demonstrate the use of ICA for feature engineering
and dimensionality reduction. For this, PCA and kernel PCA
are used; kernel PCA uses RBF, poly, and sigmoid kernels.
The objective is to show that ICA is better at distinguishing
CA-risk patients from those without CA risk. An empirical
study examines how the proposed SPFF in conjunction with
ICA affects the class imbalance. Various levels of imbalance
are simulated for the same. The objective is to demonstrate the
resistance of the proposed methodology to class imbalance.

Despite evaluating both PCA and kernel PCA, we ultimately
choose ICA, because neither PCA nor kernel PCA is designed
to perform source separation along with other ICA advantages.
For instance, ICA is more effective in extracting features
from data where the underlying signals or components are
non-Gaussian, like our data which includes heart rate &
heart rate variability, blood pressure, respiratory rate, and
oxygen saturation. These non-Gaussian vital signs also exhibit
non-linear correlations, and ICA is proficient at isolating
statistically separate components from this data [39]. PCA,
although effective for maximizing variance, operates under the
presumption of linear correlations, which may not be optimal
in this context [40].

Our empirical studies demonstrate that ICA outperforms
both PCA and kernel PCA in differentiating between patients
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at risk of CA and those who were not. This is because ICA
emphasis on identifying independent sources of variation, fa-
cilitating the isolation of significant signals, such as alterations
in systolic and diastolic blood pressure, from background
noise. Consequently, ICA yields more interpretable and ther-
apeutically pertinent characteristics for forecasting CA.

C. Unpacking the Predictors: Exploring Explainability

We use SHAP, PDP, and ICE to comprehensively ex-
plain ML models enhanced with SPFF and ICA. The SHAP
technique employs game theory to explain model output,
assigning a prediction importance rating to each feature.
SHAP values quantify how features affect the complex model
output, simplifying the interpretation. It is useful since it can
be used with multiple models and provides consistent and
localized explanations [41]. However, SHAP primarily focuses
on feature importance rather than the nature of the relationship
between characteristics and outcomes. To complement SHAP
and comprehend the impact of individual characteristics on the
model’s behavior, we require PDP and ICE. PDP demonstrates
the variation in average predictions based on a certain feature
while accounting for the influence of all other features. Thus,
these interpreters help clarify the influence of one or two
variables on the given output of an ML model, providing a
comprehensive overview of feature impacts throughout the
entire dataset. [42], [43]. Conversely, ICE provides detailed
perspective by illustrating how the model’s predictions fluc-
tuate for individual patients as a particular attribute changes,
thereby capturing heterogeneity among diverse patient profiles
[44]. ICE plots enable the identification of patient-specific in-
teractions that PDP, which averages predictions, might neglect.
As a result, while SHAP provides a global understanding of
feature importance to explain each prediction, PDP focuses
on the average impact of a feature across the dataset. ICE
highlights how individual responses to a feature can differ,
thereby revealing the model’s behavior throughout the entire
feature space.

The three tools discussed above fully explain our process
for predicting CA from multivariate time-series EHR data.
SHAP gives both local and global insights, helping clinicians
to visualize the effect of vital signs on a patient’s risk. PDP
shows the broader trends across all patients, and ICE highlights
the differences at the individual level. Together, these tools
complement each other and make the model or process more
understandable.

To better understand the model’s behavior and identify the
most critical features in the dataset, we provide a visual
representation of SHAP values for the top five ICA-generated
components. We do this for both, the most effective ML model
and the DL model. To better understand the components, we
plot the PDP and ICE analyzing their distribution. We plot
the heat map for the most influential ICA component and the
aggregated features that contribute to it using a back projection
technique. In this manner, a strong and comprehensible layer
utilizes back projection to obtain global and specific charac-
teristics, enhancing the model’s prediction and effectiveness
[45].
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IV. EXPERIMENTAL SETUP

Here, we present the details about the dataset, processing,
analysis, implementation, and evaluation metrics.

A. Dataset and Pre-processing

The proposed SPFF in conjunction with ICA are evaluated
using the Medical Information Mart for Intensive Care IV
(MIMIC-IV v2.2) database, which is created by the MIT
lab [46]. The database comprises anonymized patient data
obtained from MetaVision bedside monitors at an academic
medical institution in Boston, MA. The data includes infor-
mation from over 50,000 adult patients between 2008 and
2019 [46]. The criteria for including patients are illustrated
in Fig. 1. The database is refined by excluding patients from
the ICU who have no recorded charted data. Subsequently,
the patients who do not have any significant record of vital
signs of interest are eliminated. Next, the database is divided
into two distinct groups: the CA cohort (suffering from CA),
and the non-CA cohort (not suffering from CA) while in the
ICU. Finally, the CA patients without pre-CA vital signs are
eliminated.

Patients with

patients with charted data

no charted p=50920,n=
data 73176

MIMIC IV Patients, Exclude

p=50920 ICU stays, ————
n=73181

Exclude
patients with no
charted data for

vital signs of
interest

Exclude
patients with no
occurrence of
CAevent

Patients with charted vital
— signs of interest —
p=50920, n = 73166

|

Non-CA cohort
p=50638n=
72682

CA cohort
p=501n=503

Exclude
patients with no
occurrence of
CAevent

Final CA cohort
p=482n=484

Fig. 1: Patient inclusion criteria depicting creating of CA and
non-CA cohort.

Vital signs like diastolic and systolic blood pressure, heart
rate, oxygen saturation, respiration rate, and temperature are
the physiological indicators that we have used as raw features.
We have also considered the demographic indicators like
gender and age, since these are linked to the start of CA [15].
We remove the outliers and fill the missing values round-robin
using the iterative imputation technique. To understand the
feature distribution of the CA and non-CA cohorts, we perform
a statistical evaluation using a T-test for the numerical values
and a chi-square test for the categorical values, along with
an aggregation summary using mean, median, minimum, and
maximum. The summary of the same is provided in Table I.

TABLE I: Characteristics of CA and non-CA patients.

Characteristic CA Non-CA p-value
Diastolic Blood Pressure, dbp

min, max 15, 140 24, 126 <0.001

mean, median 57.8, 55 63.5, 62 <0.001
Heart Rate, hr

min, max 27, 199 41, 155 <0.001

mean, median 97, 95 84.2, 82 <0.001
Oxygen Saturation, SpO2

min, max 2, 100 69, 100 <0.001

mean, median 94.8, 97 97.2, 98 <0.001
Respiratory Rate, rr

min, max 0, 71 0,75 <0.001

mean, median 22.7, 22 19.4, 18 <0.001
Systolic Blood Pressure, sbp

min, max 4, 270 58, 206 <0.001

mean, median 104.4, 102 1184, 116  <0.001
Temperature, temp

min, max 30.7, 404  33.2,39.2 0431

mean, median 36.5, 36.7 36.6,36.6 0.431
Age

min, max 19, 91 19, 91 0.361

mean, median 64, 67 63.8, 67 0.361
Gender 0.003

Female (%) 34.7 39

Male (%) 65.4 61

For a thorough investigation, we try various experimen-
tal subsets; the literature extensively documents alterations
in vital signs before clinical deterioration, emphasizing the
crucial importance of prompt identification of such preventable
outcomes for appropriate intervention [47]. However, the clini-
cians usually witness abnormal vital indicators 1-4 hours prior
to the actual CA [48]. Therefore, it is crucial to extend the
period during which the deterioration can be diagnosed using
state-of-the-art methods. We create the experimental subsets
with progressively longer time periods providing a significant
interval. These subsets are based on a 3-hour time window
for collecting data, which occurs ¢ hours before CA. Here, @
represents values 3, 6, 12, and 15. For the non-CA cohort,
subsets of data are created for a matching time window using
charted data. Consequently, four subsets of data are created,
each consisting of vital signs collected before the CA event for
the CA cohort and within a comparable time window for the
non-CA cohort. In addition to creating balanced datasets for
the main experiments, we specifically design four imbalanced
subsets to evaluate the model’s performance under real-world
conditions, where CA is a rare event. The imbalanced classes
have a non-CA cohort with a size exceeding the CA cohort by
100% (CA cohort + 1 x CA cohort), 150% (CA cohort + 1.5
x CA cohort), 200% (CA cohort + 2 x CA cohort), 250% (CA
cohort + 2.5 x CA cohort), and 500% (CA cohort + 5 x CA
cohort). The various data subsets are provided in the Table II.
To handle class imbalance in these subsets, undersampling is
used to avoid over-representing the majority non-CA cohort.

In our study, multi-scale temporal aggregation is performed
using the equation 4. Since we consider a standard time
window of n = 3, we start with aggregating data for the base
level, where a sliding window of k£ = 1 is considered. In the
following step, we increase the window size to k = 2 and slide
it to aggregate the data. Lastly, we compute the final level of
aggregation by increasing the window size to k& = 3, which
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matches the entire n hour time window. We then use ICA for
feature engineering and tune the number of components to 18.

TABLE II: Experimental subsets where n is the number of
patients.

Subset Hours prior CA CA (n) Non-CA (r) Imbalance
(degree)
1 3 356 356 0%
2 6 319 319 0%
3 12 279 279 0%
4 15 269 269 0%
5 3 356 712 100%
6 3 356 890 150%
7 3 356 1068 200%
8 3 356 1246 250%
9 3 356 2136 500%
B. Exploratory Data Analysis
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Fig. 2: EDA to view the feature distribution in CA and
non-CA cohort at 3 hours prior to the CA event.
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We investigate the data distribution both in the CA cohort
and the non-CA cohort with the help of an exploratory data
analysis (EDA). To streamline the visualization, the EDA is
graphed for a one-hour time frame occurring 3 hours prior
to the occurrence of CA. This time frame is selected from
subset 1 that includes three hours of data acquired three
hours before the CA event. Fig. 2 displays the plot; the plots
offer a distinct representation of the closeness of the feature
distribution in the dataset across the various cohorts. These
findings suggest the need for additional feature engineering
techniques to effectively capture both the local and global
temporal context of the time series data. This could improve
the ability of the model to predict CA using time series
information.

C. Implementation Details

The data is split into two sets: the training dataset (70% ran-
domly selected instances) and the testing dataset (30% holdout
cases) that are used for model development and validation,
respectively. Seven binary classifiers: three ML models, two
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ensemble stacking models, and two DL models are trained
and evaluated. RF, support vector machine (SVM), and XGB
are employed in this investigation as ML models. Three XGB
models are the first stacking model (XSM); stacked RF, SVM,
and XGB (MMYS) are the second. MLP and 1D Convolutional
Neural Network (1D-CNN) are employed in this study as DL
models, in which Python and Sci-kit libraries are used. We
have been motivated by Occam’s Razor hypothesis to select
these simple architectures that favors simpler models achieving
par performance [49]. Given the size of the present dataset,
MLP has offered strong performance with lower computational
costs. Additionally, MLPs are easier to deploy in clinical
settings [50].

Multiple strategies were implemented during model training
to prevent overfitting. Dropout layers were implemented with
a dropout rate of 0.5 to enhance generalization. Furthermore,
early stopping was used to terminate the training process when
no enhancement in validation loss was observed. Additionally,
the default batch size and maximum iterations were adjusted to
achieve balanced learning. Ultimately, 5-fold cross-validation
was employed to assess the model’s performance across each
fold, demonstrating consistent results throughout all iterations.

D. Evaluation Metrics

This study considers some popular measures, such as ac-
curacy, precision, sensitivity, F1-score, and AUROC; the
accuracy is chosen since it quantifies a model’s capacity to
detect instances accurately and directly. Similarly, determining
the true CA cases requires high sensitivity; the precision is
chosen to reduce false positives. Considering high sensitivity
and precision, the Fl-score is used to evaluate the models.
In various binary classification tasks, the AUROC is a reli-
able metric that measures a model’s ability to discriminate
between classes. AUROC is reliable for comparing model
performance on a dataset. Furthermore, to evaluate the impact
on class imbalance, we validated the model’s performance
on the minority CA cohort utilizing separate accuracy, recall,
and Fl-score metrics. The focus was on guaranteeing that
the model effectively recognized CA cases while minimizing
the erroneous classification of non-CA events as CA. This
methodology guaranteed that the model retained its robustness
and efficacy, even in the presence of significant imbalances.

V. RESULTS AND DISCUSSION

In this section, we present the prediction results after em-
ploying the pyramid fusion with ICA and display its robustness
to class imbalance. Additionally, we compare the ICA to
other dimensionality reduction techniques and explain the ML
models. Lastly, we show the efficiency of the method by
comparing it with other recent studies.

A. Impact of Multi-Scale Temporal Feature Aggregation and
ICA

We employ tSNE plots to depict the distribution of mul-
tivariate time-series vital signs and visualize distinct groups
of CA and non-CA cohorts; Fig. 3 shows no evidence of
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Fig. 3: tSNE projection of the feature distribution of
non-aggregated data by CA event. The CA cohort is depicted
by CA = 0, and non-CA cohort is depicted by CA = 1.

CA
30 e 0
1
20
"'I 10
=
c
g
° o
o
£
S -10
-20
-30
-30 -20 -10 o 10 20 30
Component_0
(a) First-order uni-scale aggregation.
CA
30 e 0
1
20
HI 10
-
c
g
o ©
-3
£
S -10
=20
-30

-30 -20 -10 o 10 20 30
Component_0

(b) Proposed SPFF aggregation.

Fig. 4: tSNE projection to compare the feature distribution by
CA event for (a) first-order uni-scale aggregation and (b) the
proposed SPFF framework.

differentiation between the CA group and non-CA cohort,
whereas Fig. 4a enhances the distribution of the dataset by
CA event to a certain degree after applying standard uni-scale
aggregation to each time-series vital sign for every hour within

the specified time range. In the proposed SPFF method, we
employ phi = mean, median, minimum, and maximum calcu-
lations for each vital sign within the specified time window of
n =3, k=1, 2, and 3. This shows that the multi-scale temporal
aggregation enhances the differentiation between the CA and
non-CA cohorts by incorporating both local and global multi-
scale temporal features (as illustrated in Fig. 4b). Thus, the
SPFF method allows for a more comprehensive understanding
of multivariate time series data distribution. However, the
SPFF method has yielded results using excessive number of
features.

Component_1
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Fig. 5: tSNE projection of the feature distribution by CA
event using ICA reduced SPFF features.

TABLE III: Results for CA prediction 3 hours prior to the
event using ICA reduced SPFF features.

Model Accuracy Precision Recall F1 Score AUROC
RF 0.950 0.911 0.979 0.944 0.992
SVM 0.960 0913 1.000 0.954 0.995
XGB 0.964 0.958 0.957 0.957 0.994
XSM 0.955 0.957 0.936 0.946 0.967
MMS 0.973 0.940 1.000 0.969 0.976
MLP 0.982 0.969 0.989 0.979 0.998
CNN 0.936 0.877 0.989 0.930 0.993

We use ICA with 18 components on the multi-scale, tempo-
rally aggregated features and the demographic data to reduce
the computational complexity and prioritize the important
features. This is shown in Fig. 5, which shows how the
dataset is split into CA and non-CA cohorts. These developed
characteristics are later used to train the models, and the
scores across them are presented in Table III. The MLP model
shows promising performance with accuracy, precision, recall,
F1-score, and AUROC of 0.982, 0.969, 0.989, 0.979, and
0.998, respectively. This can be attributed to the non-linear
activation function employed by MLP to learn complex intri-
cate non-linear decision boundaries. Furthermore, the nature
of the data and the preprocessing steps used might account
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for the MLP’s stronger performance compared to the CNN
model. After applying SPFF and ICA, the features become
more abstract and independent, reducing the need for the
local pattern detection that CNNs typically excel at. CNNs
excel at extracting spatial features from unstructured data,
such as images, where neighboring pixels or elements have
important relationships [51]. However, in structured tabular
data like in this experiment, especially after dimensionality
reduction and feature extraction, the data no longer contains
local dependencies that CNNs are optimized to detect. In
contrast, MLPs are well-suited to tabular data, where the input
features are already well-defined and independent. MLPs can
more effectively handle structured data, where each feature
contributes individually to the model’s output. Several studies
have shown that MLPs outperform CNNs on tabular datasets
for similar reasons, where feature extraction is not needed,
and simpler feedforward networks are sufficient to capture
relationships between independent variables [52], [53], [54].
Thus, the superior performance of the MLP model in this study
is consistent with these findings. However, both the SVM and
MMS have a very high recall (1.00), which could be due to
the margin maximization [55].

The proposed SPFF, in conjunction with ICA, has yielded
promising results for up to 15 hours prior to the CA event,
as shown in Fig. 6. The figure shows that accuracy decreases
when the prediction window approaches 15. Considering the
challenges in predicting the future events, this seems to be a
reasonable inference. CNN achieves a good 3-hour accuracy
score, but its 12-hour accuracy significantly decreases, while
its 15-hour accuracy increases. MLP model accuracy decreases
in a similar fashion for 3 hours to 6 hours; however, it remains
consistent as the time window increases to 12 hours, and
then the accuracy decreases as the time window increases
to 15 hours. Models and prediction window periods have
significant effects on recall counts. RF and SVM have strong
recall rates across all the time frames; on the other hand, the
MMS and CNN fluctuate. Extending the time frame to 15
hours causes the MMS and CNN recall values to fluctuate,
indicating challenges in identifying actual positive rates at
longer intervals from the event. F1 score grows from a 3-
hour to a 12-hour projection window but drops at a 15-hour
window. The F1 Score of the XSM model is more stable over
time than other models. All the models have high AUROC
values, indicating that most of the models can accurately
differentiate between classes. It is observed that the MMS
model has the lowest recall and AUROC ratings at all the
time stamps. The consistent decline in performance metrics
(as the prediction window grows) suggests that models have
more relevant data and can make better predictions as the
CA event approaches. However, the models can accurately
predict CA 15 hours in advance with accuracy, precision,
recall, F1 score, and AUROC of 0.962, 0.988, 0.962, 0.962,
and 0.997, respectively. This is consistent with our goal of
extending the time frame during which we can detect and use
the deterioration in vital signs to make accurate predictions.
This supports Smith’s findings that suggests a five-step ’chain
of prevention” to help hospitals organize care procedures to
avoid and identify clinical decline [56].
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B. Empirical Study of Dimensionality Reduction Techniques

To visualize the feature distribution of the data subset 1,
we employ ICA, PCA, rbf kernel PCA, poly kernel PCA, and
sigmoid kernel PCA; tSNE plots are thus obtained as depicted
in Fig. 7. The PCA and ICA plots exhibit a discernible clus-
tering of data points, indicating that both techniques possess
the capability of achieving a certain degree of differentiation
among the classes. However, the feature distribution by CA
event is better distinguished by ICA as compared to the
other methods. Furthermore, the rbf kernel PCA appears to
have more overlapped data points, thus, a little differenti-
ated distribution. The poly kernel PCA and sigmoid kernel
PCA exhibit distinct levels of segregation and dispersion of
data points, with the sigmoid kernel PCA demonstrating a
significant convergence of the two classes. These results are
supplemented by the scores obtained for each dimensionality
reduction technique of the empirical study. It is observed
that the method having ICA provides superior performance.
While the PCA, rbf kernel PCA, and sigmoid kernel PCA
yield acceptable performance, the poly kernel PCA technique
generates the lowest scores for all metrics across the models.
Poly kernel PCA may introduce a higher-dimensional feature
space and variance extraction that does not match the multi-
scale temporal data distribution. Thus, the multi-scale temporal
features do not appear to be gaining valuable feature insights
from employing poly kernel PCA. This affirms the rationale
of selecting ICA for feature engineering and dimensionality
reduction.

C. Empirical Study to Evaluate Impact on Class Imbalance

Addressing class imbalance is crucial for developing models
that generalize well across different populations. We evaluate
the efficiency of the proposed SPFF in conjunction with ICA
and class imbalance using subset 9 that has 5x class imbalance.
The results are detailed in Table IV. Additionally, we compare
the results tested on the balanced and imbalanced class data
subsets (5-9); they are illustrated in Fig. 8. Although the
models exhibit a change in performance owing to the degree of
imbalance, the results are close to those of the balanced class.
The plots in Fig. 8 show that the class imbalance affects the
metrics. For instance, the AUROC of the CNN model remains
consistent across various levels of class imbalance, indicating
that it may possess greater resilience to class imbalance in
comparison to other models. This can be attributed to CNN’s
capability of hierarchical feature extraction [57]. The F1 Score
of SVM exhibits a substantial decline when subjected to a 5x
imbalance scenario, suggesting that SVM may be susceptible
to class imbalance in relation to F1 score. This could be
due to the margin optimization approach employed in SVM;
the algorithm may favor the majority class in imbalanced
scenarios, resulting in a poor recall for the minority class
and, consequently, a lower F1 Score [55]. RF, SVM, XGB,
and CNN exhibit superior performance on specific measures.
The ensemble feature of RF, which utilizes several decision
trees for prediction, can enhance its resilience against class
imbalance by mitigating the potential impact of variance and
bias on individual trees within an unbalanced dataset [58].
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XGB prioritizes the sequential correction of prior errors and
possesses mechanisms that can partially address imbalanced
data [59], [60]. Although the models exhibit a decline in
performance for subset 9, it still matches the scores in the
literature. We find the F1 Score and AUROC on subset 9
to have yielded good results, i.e., the Fl-score ranges from
0.846 in the MMS model to 0.917 in the XGB model, and
the AUROC ranges from 0.896 in the MMS model to 0.993
in the RF model. Our analysis demonstrates that the proposed
SPFF framework, in conjunction with ICA, remains resilient
across various levels of imbalance, as evidenced by consis-
tent Fl-scores and AUROC values. This robustness ensures

o
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20 20

o
Component_0

. 7: tSNE projection comparison of the empirical study of dimensionality reduction technqiues.

the model’s applicability to real-world clinical environments
where CA cases are rare. The performance across different
imbalanced subsets supports the framework’s generalizability
and reliability for broader clinical deployment.

D. Explainability

SHAP provides insights into the predictions made by dif-
ferent models. For the purpose of simple illustration, we have
illustrated the SHAP output for the best-performing ML model
and DL model, i.e., the MMS model as depicted in Fig. 9, and
the MLP model as depicted in Fig. 10.
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Fig. 10: SHAP output for MLP model. As we can see from both Fig. 9 and Fig. 10, a single uniform

ICA component, ICA 12, consistently contributes the most to
the prediction in both models. To evaluate and understand the
features that contribute to the ICA 12 component, we have
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illustrated a heatmap, as shown in Fig. 11. As we can see
from Fig. 11, the multi-scale temporal aggregated features
contributing to the component have varying scales of temporal
data. For instance, the multi-scale aggregation of systolic blood
pressure on a scale of 1, 2, and 3 positively influences ICA
12. The same observation applies to diastolic blood pressure.
Nevertheless, heart rate and respiratory rate have a detrimental
impact on ICA 12. The occurrence and consequences of
the abnormal fluctuation of these essential vital signs before
CA have been extensively investigated and documented in
literature [48], [31]. The back projection heatmap confirms
that ICA component 12 consistently contributes the most to
the prediction in both models, which comprise multi-scale
temporal features such as systolic and diastolic blood pressure
positively, and heart rate along with respiratory rate negatively.
Therefore, it is clear that gathering information at multiple
scales of measurement reflects the variation of vital signs,
which is important in the clinical context. Thereby, reaffirming
the importance of local as well as global context of data
variability in multivariate time-series data. Additionally, the
PDP and ICE plots are plotted for ICA 12 for the MMS
model and the MLP model as shown in Fig. 12 to analyze
the results obtained through SHAP. The PDP plots in Fig. 12
illustrate the consistent and gradual impact of ICA 12, while
taking into account the average values of all other features,
on the average anticipated outcome. The PDP displayed in
the bottom right (d) corner exhibits a consistently declining
correlation, indicating that greater values of ICA 12 are linked
to lower projected results. This suggests that there is an inverse
relationship between the value of ICA 12 and CA, meaning
that when the value of ICA 12 grows, the probability of
CA occurrence drops. The PDP in the bottom left (c) corner
exhibits a step-like pattern, indicating that the association
between ICA 12 and the CA event alters at distinct intervals or
values of ICA 12. The ICE plots in Fig. 12 exhibit an identical
correlation as PDPs, but they provide a visual representation
of the dispersion around the average impact for individual
data. The plot in the upper left corner (a) exhibits numerous
intersecting lines, which suggests that the CA prediction
trajectory of ICA 12 undergoes significant and potentially
nonlinear changes for each patient in the dataset. There is a
significant amount of variation in the model predictions among
different occurrences. The plot in the top right (b) corner
exhibits ICE lines with smoothness and forms a cluster of
lines that provide the illusion of a surface. Changes in ICA
12 influence the individual CA predictions, but their effect is
more consistent and predictable than in the left plot.

The SHAP values provide a detailed breakdown of each
ICA-transformed feature contributing to the prediction, of-
fering both local and global interpretability. When combined
with PDP and ICE, these techniques provide a comprehen-
sive understanding of the model’s behavior. PDP shows that
ICA 12 affects CA risk across the entire patient population,
while ICE reveals how the individual patient trajectories vary,
highlighting critical variations in risk assessment. Moreover,
the persistent emphasis on systolic blood pressure, heart rate,
and oxygen saturation corresponds with recognized clinical
standards and documented risk factors for cardiac arrest. The

model’s predictions quite match with the literature [48], [31].

When SHAP, PDP, and ICE are combined, a more nuanced
and patient-specific insights could be well anticipated as
against other methods, such as global feature importance or
chronological feature depiction, which could only provide
general feature rankings or localized explanations [24]. This is
crucial in clinical settings, where understanding the individual
risk factors for each patient can make a significant difference
in clinical decision-making. For instance, when the model
identifies a pronounced elevation in heart rate or a decrease in
oxygen saturation as critical risk factors for CA, doctors might
implement specific interventions. This depth of understanding
could enable the physicians to respond quickly and efficiently.
We believe that by implementing these techniques, the predic-
tions could probably be more interpretable and trustworthy.

E. Comparative Analysis

The proposed class-imbalance-resistant methodology is
compared to the state-of-the-art methods from literature. The
AUROC scores for the state-of-the-art models range from 0.82
[25] to 0.97 [24] that reflect their ability to capture temporal
dependencies in vital sign data. The proposed SPFF and ICA
framework, on the other hand, has a much higher AUROC
value of 0.998, showing it capability for multi-scale temporal
aggregation and ability to capture both short- and long-term
dependencies. Thus, the SPFF and ICA combination is found
effective for timely prediction of CA occurrences, as shown
in TableV, where the time-series vital signs and demographic
data are well considered. Although Hong et al. [24], Jang et
al. [28], and Baral et al. [30], Layeghian et al. [25], Kwon et
al. [31], Yijing et al. [26], and Kim et al. [23] show decent
results, they lack in multi-scale temporal context of vital signs
and explainability, raising suspicion on the usefulness of the
approaches. The study by Lee et al. [27] uses ECG measures
without vital signs and examines multi-scale contexts; how-
ever, only key indicators are monitored in resource-constrained
circumstances. Our proposed method, combining SPFF with
ICA considers the multi-scale temporal context and extracts
the features determining the hidden patterns. SHAP, PDP, and
ICE add a complete and intelligible layer to facilitate and
comprehend the explainability of the model.

Alongside the seven models already evaluated, including
three ML models (RF, SVM, and XGB), two ensemble stack-
ing models (XSM and MMS), and two DL models (MLP and
1D-CNN), we have compared the performance of the proposed
SPFF and ICA framework to baseline models like Naive Bayes
and K-Nearest Neighbors (KNN). These baseline models
provided lower performance metrics, with Naive Bayes and
KNN achieving AUROC scores below 0.75, as compared to the
higher performance metrics achieved by our proposed frame-
work. This further substantiates the improvements brought by
SPFF and ICA in capturing complex temporal dependencies
and handling class imbalance. Furthermore, the tSNE plots,
as shown in Fig. 3, Fig. 4, and Fig. 5, help visualize the
improvements by the proposed SPFF and ICA framework.
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TABLE V: Comparative analysis with previous work found in literature.

Reference Classifier Feature Multi-scale ICA Explainable AUROC
Kim et al. [23] XGB Multivariate vital signs Yes No Yes (SHAP) 0.87
Hong et al. [24] RF Vital signs, demographic No No  Yes (chronological feature 0.97

data, chief concerns depiction)
Jang et al. [28] Hybrid ANN Vital signs, demographic No No No 0.936
data, chief complaints,
level of consciousness
Layeghian et al. [25]  Stacking XGBoost Textual EHR data No No No 0.82
Yijing et al. [26] XGB Vital signs Yes No  Yes (SHAP) 0.94
Baral et al. [30] MLP, Bi-LSTM Vital signs, demographic No No No 0.94
data, chief complaints
Kwon et al. [31] RNN Vital signs No No No 0.85
Lee et al. [27] LGBM ECG (heart rate variabil- Yes No Yes (SHAP) 0.881
ity)
Our method Multiple models Multivariate vital signs, Yes Yes  Yes (SHAP, PDP, ICE) 0.998 (MLP)

demographic data

VI. CONCLUSION

In this paper, we introduce SPFF, a novel technique that
uses multi-scale temporal feature aggregation to accurately
capture long-term dependencies and changing distributions in
vital signs data. We could simplify the computational process
and maximize the effectiveness of the models by integrat-
ing ICA. The current study showcases SPFF’s resilience to
data imbalance when combined with ICA. Additionally, we
have incorporated an explainability layer using SHAP, PDP,
and ICE to enhance transparency and interpretability. The
implementation of AI in healthcare has ethical obligations,
especially in guaranteeing model fairness and handling of
patient data. To address this issue, we have cross-validated
and employed balanced datasets to minimize bias, ensuring
the model does not disproportionately impact underrepresented
demographic groups. We believe the current approach could be
valuable in a clinical decision-support set-up, aiding clinicians
in identifying high-risk CA patients while upholding their
ultimate decision-making authority. By modifying the feature
sets, the SPFF could further be extended to other time-series
prediction problems (beyond CA), such as sepsis or stroke.
This is because it utilizes multi-scale temporal aggregation
for predicting time-sensitive health conditions when early
diagnosis is crucial. In the future, we intend to investigate
the impact of shorter time intervals (e.g., seconds or minutes)
on prediction accuracy. Furthermore, we aim to ascertain its
generalizability across clinical environments by investigating
the usefulness of federated learning on larger datasets obtained
from multiple sources.
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