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Abstract—In this article, considering the ubiquitously ex-
isting cyber attacks in cyber-physical systems (CPSs), we
present a robust and resilient distributed model predictive
control (MPC) strategy for CPSs with multi-agent architec-
ture under denial-of-service (DoS) attacks to achieve the
goal of cooperative regulation with all agents’ states being
regulated to their equilibrium. Each agent in the CPSs is
subject to external disturbances, and the communication
channels among agents might be affected by randomly
occurring DoS attacks. To tackle these issues, firstly, a
novel robustness constraint is designed to handle the un-
certainties in the MPC algorithm. By adding this constraint,
the state of the nominal system can be confined in a
shrinking and tighter range compared to the classical MPC
approach, thus resulting in enhanced robustness against
uncertainties. Furthermore, a lengthened sequence trans-
mission strategy is proposed to mitigate the effect of the
lack of information in the communication channels induced
by DoS attacks. At each time instant, the controller of each
agent utilizes the predicted state information to compen-
sate for the transmission block-out from one agent to an-
other. Moreover, recursive feasibility for the control frame-
work and the closed-loop stability for the overall system are
guaranteed by theoretical analysis. Finally, simulation and
comparison studies demonstrate the effectiveness of the
proposed robust and resilient distributed MPC strategy.

Index Terms—Cyber-physical systems, distributed MPC,
DoS attacks, multi-agent systems, nonlinear systems.

I. INTRODUCTION

NOWADAYS, cyber-physical systems (CPSs) gained in-
creasing research attention in various areas because the

seamless integration of cyber and physical domains has success-
fully stimulated many exciting applications in the era of Industry
4.0 [1]. These systems can be characterized as intelligent sys-
tems that comprise a combination of hardware, software, and
computational and physical components, closely interacting to
continuously sense and control the changing state of the real
world in real-time [2]. CPSs are also characterized by being
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large-scale, distributed, and heterogeneous interconnected sys-
tems that span over various application domains [3]. Multi-agent
CPS, consequently, is one of the major fields in CPSs, since it
has a networked and distributed architecture for the purpose
of collaboration among agents to solve a task [4], [5], which
contributes to many areas, including spacecraft systems [6],
multi-robot systems [7], modern highway transportation sys-
tems [8], etc.

However, great efficiency with the advent of the network in
control systems also introduces high risks of cyber attacks, such
as denial-of-service (DoS) attacks [9], [10], false data injection
(FDI) attacks [11], replay attacks [12], etc. These attacks are sent
purposely to jam the communication channels, steal the data, or
tamper with the signal, causing severe security threats or even
potential damage to the systems. Thus, the vulnerability toward
cyber attacks is still a challenge and, thus, an emerging research
issue in CPSs [13]. When these attacks are launched, the attack-
ers are able to tamper or block the data transmitted from one com-
ponent to another to prevent the overall system from achieving its
control objectives. In this regard, the need for designing a control
framework to mitigate the jeopardization caused by cyber attacks
is of incremental urgency and paramount importance.

Model predictive control (MPC) offers a promising solution
to solve the problem mentioned above. In general, MPC is often
utilized due to its ability of handling the physical constraints
while ensuring the optimal performance with respect to the
preassigned indexes at the same time [14]. In addition to this,
MPC also has the intrinsic advantage to tackle the attacks since at
each sampling time instant, the controller generates not only the
control input sequence including the current control input and
the predicted control inputs but also the predicted state sequence,
by performing the online optimization based on the plant model.
Both predicted sequences can be deliberately utilized to play
an instrumental role in proposing the resilient MPC strategy.
Specifically, they can be effectively adopted to compensate for
information loss caused by the DoS attacks or compare with the
false data induced by deception attacks. Some resilient MPC
strategies, dealing with cyber attacks, have recently been emerg-
ing and reported in the literature [13]. In [15], [16], the packet
transmission strategy is applied to compensate for the lack of
information caused by DoS attacks in the controller-to-actuator
(C-A) channel for linear CPSs; a buffer is designed to store
the predicted sequences. In [17], a resilient control strategy is
proposed for nonlinear CPS and the event-triggered mechanism
is employed to reduce the computational and communication

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

https://orcid.org/0000-0002-2734-5813
https://orcid.org/0000-0003-1337-5322
mailto:yufandai@uvic.ca
mailto:li.mnanyun@gmail.com
mailto:kunwu@uvic.ca
mailto:yshi@penalty -@M uvic.ca
mailto:yshi@penalty -@M uvic.ca


DAI et al.: ROBUST AND RESILIENT DISTRIBUTED MPC FOR CPSs AGAINST DOS ATTACKS 45

load. In [18], a self-triggered resilient MPC framework is
proposed to tackle the FDI attacks on the C-A channel in a CPS.
In [19], a resilient control framework is designed for a CPS to
detect and mitigate the effect induced by the replay attacks on the
sensor-to-controller (S-C) channel. In [20], both DoS and FDI
attacks are considered to interfere with the C-A channels in CPSs
with limited energy. In spite of these attacks, the resilient MPC
strategy proposed in this work is able to regulate the states while
reducing the computational load by using the event-triggered
mechanism. In summary, existing results show the effectiveness
of the resilient MPC strategies to tackle cyber attacks, however,
all the above-mentioned results only focus on the resilient MPC
design for a single agent.

When it comes to a CPS involving multiple agents that are
inter-connected via a communication network, the synthesis,
and analysis of the resilient MPC strategies become more yet
challenging, yet practically demanding. As explained in [21],
in a multi-agent CPS, cyber attacks might be launched onto
the local control loops of each involved agent, or onto the
communication channels among agents. For example, in [22], a
resilient distributed MPC strategy is proposed for the multi-agent
system (MAS) in which each agent might suffer from FDI
attacks that tamper with the state information transmitted in the
S-C channels. In [23], the authors proposed a resilient distributed
MPC scheme to detect and deal with replay attacks randomly
launched to the S-C channel of the individual agent in the MAS.
Furthermore, a distributed MPC strategy for the linear MASs is
developed in [24] to tackle the DoS attacks that affect the S-C
channel of each agent. The resilient distributed MPC strategy
has also been studied to tackle the attacks on the C-A channel
in each agent. In [25], a resilient distributed MPC algorithm is
designed, considering the DoS attacks on the C-A channels of
each agent for the linear MASs.

It is worthwhile mentioning that cyber attacks can be pur-
posely launched on the communication channels among agents,
thus adversely affecting information transmission among agents
and aiming to destroy the safe system operation, but there exist
very few results dedicated to this issue. In [26], a distributed
MPC strategy is developed for a platoon problem, but it only
considers DoS attacks that are launched on the channels be-
tween two nonconsecutive neighbor agents. In [27], the authors
developed an event-triggered resilient distributed MPC method
for the platoon problem of a linearized network-based vehicle
system, in which a special case that DoS attacks directly target
on the agent (the attacked agent cannot communicate with all its
neighbors) is considered. However, the resilient distributed MPC
framework against adversarial attacks randomly launching at all
communication channels has not been adequately investigated.
It is underscored that the following research questions need
to be addressed: How to make full use of the “prediction”
feature of MPC to efficiently compensate for the effect caused
by DoS attacks? How to analyze the effect of DoS attacks on
the theoretical properties of the resulting overall system? How
to construct a resilient and robust distributed MPC strategy?
The development and main results of this article will provide
affirmative answers to the above questions.

In this article, a resilient and robust distributed MPC is
proposed for multi-agent CPSs, specifically considering DoS

attacks randomly occurring on the communication channels
among agents. The main contributions of this work are three-
fold:

1) Aiming at tackling the disturbances in the system, a new
type of robustness constraint is constructed in the MPC
optimization problem. Existing work about robustness
constraint [28], [29], [30] mainly constructs the con-
straint only based on the terminal constraint, resulting
in a small region of attraction. The proposed robustness
constraint is designed based on both the state constraint
and the terminal constraint, which can enlarge the region
of attraction with comparable control performance;

2) A lengthened predicted state sequence scheme, depend-
ing on the attack duration, is proposed to facilitate the
information transmission and efficient compensation for
the lost information due to DoS attacks;

3) The rigorous theoretical analysis of the performance of
the proposed robust and resilient distributed MPC are pro-
vided. Sufficient conditions on guaranteeing the recursive
feasibility of the proposed method and stability of the
closed-loop system are derived, respectively. A numerical
example and comparison results are shown to illustrate the
effectiveness of the resulting method.

The remainder of the article is organized as follows: Sec-
tion II formulates the problem with some preliminary results.
Section III describes the robust and resilient control framework.
In Section IV, sufficient conditions for ensuring recursive fea-
sibility and closed-loop stability are established, respectively.
Numerical examples and comparison results are illustrated in
Section V. Finally, the conclusion and future work are presented
in Section VI.

I. Notations

The notations used in this article are fairly standard. The
symbol Rn denotes the n-dimensional real space. The symbols
N and N+ denote the set of all natural numbers and the set
of all positive integers, respectively. Let N[a, b) denote all the
integers in the interval [a, b], a < b. Given a matrix P , P � 0
and P � 0 denote that matrix P is positive definite and positive
semidefinite, respectively. For a vector x ∈ Rn×1, ‖x‖ denotes
the Euclidean norm and ‖x‖P denotes theP weighted Euclidean
norm as

√
xTPx, where the matrix P � 0. The difference

between the two sets is defined as A \B � {x|x ∈ A, x /∈ B}.
λmax(P ) and λmin(P ) denote the largest and the smallest eigen-
values of matrix P , respectively. �r� rounds r to the nearest
integer toward positive infinity.

II. PROBLEM FORMULATION

A. System Description

The communication topology of a nonlinear multi-agent CPS
consisting of M agents can be illustrated as a directed graph
G � {M ,E }, where M = {i∣∣i = 1, 2, . . .,M} represents the
set of all agents and E ⊂ M × M is the collection of all
the communication channels among agents. Furthermore, the
neighbor set of agent i is denoted as Ni. With such definition
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of the neighbor set, if agent i can receive information from its
neighbors j, then j ∈ Ni.

At the discrete-time sampling instant k ∈ N, the model of
agent i ∈ M is described as

xi(k + 1) = fi(xi(k), ui(k)) + ωi(k), (1)

where fi : Rnx × Rnu → Rnx , xi(k) ∈ Rnx is the system
state; ui(k) ∈ Rnu is the control input; ωi(k) ∈ Rnx is the
external disturbance. Here, the control input ui(k), the state
xi(k), and the additive disturbance ωi(k) are constrained by
the following compact sets:

ui(k) ∈ Ui ⊂ Rnu , xi(k) ∈ Xi ⊂ Rnx , ωi(k) ∈ Wi ⊂ Rnx ,
(2)

with Ui and Xi containing the origin. In addition, ρ �
supωi(k)∈Wi

‖ωi(k)‖ is defined as the upper bound of external
disturbances.

For agent i, i ∈ M , the nominal system of the system (1) is
written as

x̂i(k + 1) = fi(x̂i(k), ui(k)), (3)

where x̂i(k) is the nominal state satisfying the state constraint
x̂i(k) ∈ Xi ⊂ Rnx .

Assumption 1: For the system in (1), the following Lipschitz
condition holds for all xi, zi ∈ Xi and ui ∈ Ui:

‖fi(xi, ui)− fi(zi, ui)‖ ≤ Lfi (‖xi − zi‖) , (4)

where Lfi > 0 is the Lipschitz constant.
Assumption 2: For the nominal system (3), assume that:
� The point (0,0) is the equilibrium of the system, i.e.,
fi(0, 0) = 0, and fi : Rnx × Rnu → Rnx can be lin-
earized at (0,0), and the linearized system is described
as:

x̂i(k + 1) = Ax̂i(k) +Bui(k), (5)

where A = ∂fi/∂xi|(0,0) and B = ∂fi/∂ui|(0,0).
� For the linearized nominal system (5), there exists a state

feedback control law ui(k) = Kix̂i(k) to make AKi �
A+BKi stable.

Define the Lyapunov functionVi(x̂i(k)) � ‖x̂i(k)‖2
Pi

and the

terminal set Ω̂i(εi) � {xi|xT
i Pixi ≤ ε2

i}, where Pi � 0 is the
terminal penalty matrix.

Assumption 3: For the system in (3), suppose Assumption 2
holds. Define Q∗

i � Qi +KT
i RiKi, where Qi � 0 and Ri �

0 are two predesigned matrices with appropriate dimensions.
There exist a constant εi > 0, such that when x̂i ∈ Ω̂i(εi).

� Vi(x̂i) = x̂T
i Pix̂i is chosen as the Lyapunov function to the

system x̂i(k + 1) = fi(x̂i,Kix̂i) and satisfies Vi(x̂i(k +
1))− Vi(x̂i(k)) ≤ −‖x̂i(k)‖2

Q∗
i
;

� The candidate input ui = Kix̂i satisfies Kix̂i ∈ Ui.
Note that the aforementioned assumptions are general and

widely used in the related literature on MPC, e.g., [31], [32].

B. DoS Attacks

Due to the vulnerability of the communication channel, DoS
attacks can interfere all the channels in CPS. Specifically, attacks

Fig. 1. DoS attacks occuring on agents (left) and communication chan-
nels among agents (right).

in this work are set in an intermittent or random manner. When
the DoS attack is in effect at any time instant, it will block
the agent from broadcasting the predicted state sequence to its
neigbors. Let Ta

ij � {kaij,l} and Da
ij � {daij,l} denote all the

launching time instants and their corresponding duration of the
DoS attacks on the channel from agent i to agent j, respectively.
Here, l denotes the lth launching. We define

Ξij(k0, k1) �
⋃
l∈N

N[ka
ij,l, k

a
ij,l+da

ij,l)
(6a)

Θij(k0, k1) � N(k0, k1) \ Ξij(0, ∞) (6b)

to represent the total activation time periods of DoS attacks,
and the overall successful transmission time periods from i
to j in the time interval [k0, k1], respectively. The launching
time instants and their corresponding duration satisfy kaij,l > k0,
kaij,l + daij,l ≤ k1, where k0 ∈ N, k1 ∈ N+, and k1 > k0.

Consequently, the effect of DoS attacks on the information
transmission from i to j can be described as

Φij,Ξ(k) =

{
1, k ∈ Ξij(k0, k1)
0, k ∈ Θij(k0, k1)

, (7)

where Φij,Ξ = 1 represents that the information transmission
from i to j is blocked, and Φij,Ξ = 0 indicates a successful
transmission. We recall the following assumption from [33] to
characterize DoS attacks within finite time horizon.

Assumption 4: With the DoS attacks activation time being set
as (6a), there exist constants α ≥ 0 and γ ∈ (0, 1) such that for
all k0 ≥ 0 and k1 ≥ k0,

|Ξij(k0, k1)| =
k1∑

k=k0

Φij,Ξ(k) ≤ α+ γ(k1 − k0), (8)

where |Ξij(k0, k1)| represents all the activation time instants of
DoS attacks between the time interval [k0, k1].

Remark 1: Note thatγ in (8) is defined as limk1→∞
|Ξij(k0,k1)|

k1−k0
,

which depicts the ratio of the total attack duration in considered
time intervals. As a result, the upper bound of the duration of
DoS attacks can be derived as Na � �α/(1 − γ)�.

Remark 2: Different from the attacks that directly launch on
the agents [27], we consider attacks on the arbitrary communi-
cation channels among agents. In general, attacks on the agents
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Fig. 2. Control framework of an multi-agent CPS at time instant k
(focusing on Agent i).

block the information receiving and broadcasting channels si-
multaneously, which consequently can be seen as a special case
of the problem formulated in our article. An illustrative example
with three agents is given in the following for the explanation.
For the left figure in Fig. 1 , based on the attack policy in [27],
assume that agent 2 is attacked. Then it cannot receive infor-
mation from agent 1, and cannot broadcast information to agent
1 and agent 3. This situation can be equivalently represented
by the proposed formulation, in which all three communication
channels are suffering DoS attacks, as shown in the right figure
in Fig. 1. As a result, the attack policy in [27] can be considered
as a special case of the proposed formulation.

C. Control Objectives

Consider a multi-agent CPS consisting of a group of agents
whose model can be described in (1) and their connections are
characterized as a directed graph. In this work, we aim to develop
a robust and resilient distributed MPC strategy such that even
under unknown disturbances and DoS attacks on the channels
among agents, the states of all agents can be steered to a small
region around the equilibrium in a cooperative manner.

III. ROBUST AND RESILIENT DISTRIBUTED MPC AGAINST

DOS ATTACKS

In this section, a robust and resilient distributed MPC strategy
is proposed, as illustrated in Fig. 2. Firstly, the distributed MPC
algorithm is introduced. By imposing a new robustness con-
straint to the MPC optimization problem, the effect of external
disturbances is predicted to be confined within the tightened
state constraint. Thus, the robustness of the MPC is enhanced.
Furthermore, based on the optimal control sequence and state
sequence from the MPC algorithm, a lengthened sequence trans-
mission strategy is proposed to mitigate the effect caused by DoS
attacks. Finally, a dual-mode scheme is proposed to reduce the
unnecessary computational burden.

A. Distributed MPC With Robustness Constraint

To handle the external disturbances, we design the robustness
constraint for the optimization problem of each agent. The ro-
bustness constraint is developed to shrink the state of the nominal
system step by step in a predesigned manner to counter the effect
caused by external disturbances. Specifically, the robustness
constraint in this work is designed based on both state constraint
and terminal constraint for the purpose of enlarging the region
of attraction compared to [30]. Having added this constraint, we
formulate the optimization problem Pi as:

min
ui(kn|k)

{
Ji
(
x̂i(kn|k), ui(kn|k), x̂a

−i(kn|k)
)}

s.t. x̂i(k|k) = xi(k), (9a)

x̂i(kn+1|k) = fi (x̂i(kn|k), ui(kn|k)) , (9b)

ui(kn|k) ∈ Ui, (9c)

‖x̂i(kn|k)‖ ≤
(

1 − n

Np
ζi

)
ci, (9d)

‖x̂i(kNp
|k)‖Pi

≤ ξiεi, n = 0, 1, . . ., Np − 1, (9e)

where kn denotes k + n, kNp
denotes k +Np, in which Np is

the prediction horizon. x̂i(kn|k) is defined as the state sequence
of predicted nominal system state, which is generated through
(9b) with the control input sequence ui(kn|k). x̂a

−i(kn|k) is the
collection of the assumed state of agent i’s neighbors. (9c) is
the input constraint. (9d) and (9e) are the robustness constraint,
where ζi, ξi are scaling parameters for the tightened state con-
straint and terminal constraint, respectively. In addition, the pos-
itive constant ci = argmaxci

{ci ∈ R : Bi(ci) ⊆ Xi}, where
Bi(ci) � {x̂i

∣∣‖x̂i‖ ≤ ci}. By solving the optimization prob-
lem at time instant k, we can obtain the optimal input and state
sequences as u∗

i (kn|k) � {u∗
i (k|k), u∗

i (k1|k), . . .u∗
i (kNp−1|k)}

and x̂∗
i (kn|k) � {x̂∗

i (k|k), x̂∗
i (k1|k), . . .x̂∗

i (kNp
|k)}, respec-

tively.
Here, the objective function is defined as Ji(x̂i(k), ui(k),

x̂a
−i(k)) =

∑Np−1
n=0 {‖x̂i(kn|k)‖2

Qi
+ ‖ui(kn|k)‖2

Ri
+
∑

j∈Ni

‖x̂i(kn|k)− x̂a
j (kn|k)‖2

Qji
}+‖x̂i(kNp

|k)‖2
Pi

, where x̂a
j (kn|k)

is the assumed state sent from agent j, j ∈ Ni, which will
be discussed in III-B. Qi � 0 and Ri � 0 are the weighting
matrices, and Qji � 0 is the cooperation matrix.

B. Lengthened Sequence Transmission Strategy

To tackle the randomly occurring DoS attacks on the com-
munication channels among agents, we design a lengthened
sequence transmission strategy. Considering three agents in a
multi-agent system, i, j, and i′. Agent i needs to receive infor-
mation from agent j and agent i′ needs to receive information
from agent i at each time instant. Considering the attacks on the
j to i channel at the time instant k, agent j generates lengthened
state and control input sequences using the following strategy:

ul
j(kn|k) =

{
u∗
j(kn|k) if n ∈ N[0,Np−1],

Kix̂
l
i(kn|k) if n ∈ N[Np,Np+Na−1]
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x̂l
j(kn+1|k) = fj

(
x̂l
j(kn|k), ul

j(kn|k)
)
, n ∈ N[0,Np+Na−1]

(10)

where ul
j(kn|k) and x̂l

j(kn|k) are the lengthened control input
and state sequences, Na is the upper of the duration of the DoS
attacks defined in Remark 1, and x̂l

j(k|k) = xj(k).
The lengthened sequence to be sent from agent j to agent i

depends on whether the channel from j to i is attacked, which
is explained in the following. Before showing details, we firstly
define ksji as the latest successful transmission instant from
agent j to agent i. Then the following two cases are considered:

� When the communication channel from j to i is not
attacked at the time instant k − 1, agent i can receive
the information generated from agent j, and save this
sequence in the buffer. In this case, at time instant k,
the MPC controller in agent i directly utilizes the state
sequence at the time instant k − 1 with

x̂a
j (kn|k) = x̂l

j(kn|k−1), n ∈ N[0,Np−1]. (11)

After employing the sequence in the optimization problem
Pi, update ksji = k − 1. Having done this, the optimiza-
tion problem can be solved to generate two sequences
u∗
i (kn|k) and x̂∗

i (kn|k). Finally, agent i lengthens the state
and control input sequences with the same step as (10), and
sends the lengthened state sequence to agent i′.

� When the communication channel from j to i is being
attacked at the time instant k − 1, agent i cannot receive
the information generated from agent j. In this case, select
part of the state sequence saved at the time instant ksji in
the buffer with

x̂a
j (kn|k) = x̂l

j(kn|ksji), n ∈ N[0,Np−1]. (12)

Then, the MPC controller adopts x̂a
j (kn|k) as the neigh-

bor’s state sequence and generates two optimal sequences
u∗
i (kn|k) and x̂∗

i (kn|k). Finally, similar to the first case,
after lengthening the state and control input sequences
by following (10), agent i broadcasts the lengthened state
sequence to agent i′.

Remark 3: Note that there is a special case when k = 0, the
strategy above is not applicable since the sequence x̂a

i (kn|k),
i ∈ M , does not exist. In this regard, we set x̂a

i (n|0) to be an
all-zeros sequence.

Remark 4: Under the lengthened sequence transmission strat-
egy, the successful data transmission time instant ksji is updated
only when the communication channel is not attacked at that
time instant. As a result, at time instant k, each agent in the
CPS can determine whether DoS attacks have occurred on their
information-receiving channels by comparing the values of ksji
and k − 1. If ksji does not match the last time instant, it indicates
that DoS attacks have affected the communication channel.

C. Dual-Mode Control Framework

Dual-mode control has been widely applied in a variety of the
MPC schemes; see, e.g., [30], [34], [35]. It is known that it can
help reduce the computational burden, because when the states

of all the agents enter the terminal region at the time instant ko:

‖x̂i(ko|ko)‖2
Pi

≤ εi
2, (13)

the control scheme is changed to the state-feedback control law

ui(ko) = Kixi(ko), (14)

rather than solving Problem Pi. Furthermore, when the channel
is suffering from DoS attacks, the dual-mode control can help
enhance the resilience against attacks, since the state-feedback
control law does not require the information from neighbor
agents. In addition, we assume that there exists a detection
mechanism for each agent, such that each agent can know
whether the states of other agents enter the terminal region. As
a result, the attacks launching on the communication channels
will not affect the control input generation.

Based on the previous discussions, the proposed robust and
resilient distributed MPC strategy will be implemented in a dual-
mode control manner, which is summarized in Algorithm 1.

IV. THEORETICAL ANALYSIS

This section shows the proof for the recursive feasibility of the
formulated optimization problem and the closed-loop stability
of the multi-agent CPS by applying the proposed resilient and
robust distributed MPC approach.

For agent i, i ∈ M , construct a candidate control sequence at
the time instant k + 1

ũi(kn|k1) �
{
ũi(k1|k1), ũi(k2|k1), . . ., ũi(kNp

|k1)
}
,

and its corresponding state sequence

x̃i(kn|k1) �
{
x̃i(k1|k1), x̃i(k2|k1), . . ., x̃i(kNp+1|k1)

}
,

where the candidate control sequence ũi(kn+1|k1), n ∈
N[0,Np−1] can be represented as

ũi(kn+1|k1) =

{
u∗
i (kn+1|k) if n ∈ N[0,Np−2]

Kix̂
∗
i (kNp

|k) if n = Np − 1
, (15)

and the predicted state sequence x̃i(kn+1|k1) are constructed
according to the nominal system dynamics

x̃i(kn+1|k1) = fi (x̃i(kn|k1), ũi(kn|k1)) , n ∈ N[0,Np−1].

(16)

For the rest of this section, we will prove that the candidate
input sequence and its corresponding predicted state sequence
can be the feasible solution of optimization problem Pi under
certain conditions, and the multi-agent CPS is stable based on
the feasibility analysis.

A. Recursive Feasibility

In this subsection, we conduct the feasibility analysis of the
formulated optimization problem and derive the sufficient con-
ditions of ensuring the recursive feasibility. Before proceeding,
we present the following assumption and lemma that will be
used to establish the main results.

Assumption 5: Assume that there exists an initially feasible
region XN ⊆ Xi, such that for all the initial state x0 ∈ XN , the
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Algorithm 1: Robust and Resilient Distributed MPC
Algorithm.

Require: For agent i, i ∈ M , the weighting matrices Qi,
Qji, Ri; the state-feedback control gain Ki; the terminal
penalty matrix Pi; the prediction horizon Np; the
terminal set level εi; scaling parameters ξi and ζi; the
initial state xi(0); the upper bound of the duration of
DoS attacks Na. Set k = 0, and ksji = 0.

1: while the control action is not stopped do
2: For all agents, sample the system states.
3: if (13) is not satisfied for all the agents then
4: for agent i, i ∈ M do
5: if the communication channels from j to i,

j ∈ Ni, is not being attacked then
6: Receive state sequence x̂l

j(kn|k−1) from its
neighbors j.

7: Save the state sequence x̂l
j(kn|k−1) in the

buffer and update ksji = k − 1.
8: else
9: Adopt the sequence x̂l

j(kn|ksji) saved in the
buffer.

10: end if
11: end for
12: Construct the state sequence by following (11),

(12), and send it to the MPC controller.
13: Solve the optimization problem Pi to generate the

sequence u∗
i (kn|k) and x̂∗

i (kn|k).
14: Apply ui(k) = u∗

i (k|k) to agent i.
15: Construct the lengthened state and control input

sequences by applying (10), and then broadcast the
state sequence to its neighbors.

16: else
17: for agent i, i ∈ M do
18: Construct the control input by applying (14).
19: end for
20: end if
21: k = k + 1;
22: end while

optimization problem in (9) admits a feasible solution when its
initial value is set as x0.

To guarantee recursive feasibility, essentially it suffices to
prove that the predicted state sequences generated at the time
instant k + 1 under the candidate control input sequence is
feasible. More specifically, it does need the following three
requirements to be fulfilled.

(R1) The predicted state at the time instant k +Np satisfies
the terminal constraint:

‖x̃i(kNp
|k1)‖Pi

≤ εi. (17)

(R2) The predicted state at the time instant k +Np + 1 satisfies
the tightened terminal constraint:

‖x̃i(kNp+1|k1)‖Pi
≤ ξiεi. (18)

(R3) The predicted state satisfies the tightened state constraint:

‖x̃i(kn+1|k1)‖ ≤
(

1 − n

Np
ζi

)
ci. (19)

Lemma 1: For agent i ∈ M , with the system dynamics in (1),
suppose Assumptions 1 and 2 hold, and optimization problemPi

has a feasible solution at the time instant k, then ‖x̃i(kn|k1)−
x̂∗
i (kn|k)‖ ≤ Lfi

n−1ρ, n ∈ N[1,Np].
Proof: Recall that at the time instant k, the optimal input

sequence is denoted asu∗
i (kn|k),n ∈ N[0,Np−1] and the optimal

state sequence is denoted as x̂∗
i (k), n ∈ N[0,Np]. The upper

bound of the difference between the optimal state and the actual
state can be derived as:

‖x̂∗
i (kn|kn−1)− xi(kn)‖

= ‖fi (x̂∗
i (kn−1|kn−1), ui(kn−1))

− fi ((xi(kn−1), ui(kn−1))− wi(kn−1)‖
≤ ρ,

(20)

where n ∈ N[1,Np].
Similarly, the difference between the nominal state and the

optimal sequence can be derived as

‖x̃i(kn|k1)− x̂∗
i (kn|k)‖

= ‖fi (x̃i(kn−1|k1), ũi(kn−1|k1))

− fi (x̂
∗
i (kn−1|k), u∗

i (kn−1|k)) ‖
(4)
≤ Lfi‖x̃i(kn−1|k1)− x̂∗

i (kn−1|k)‖
≤ Lfi

n−1‖x̃i(k1|k1)− x̂∗
i (k1|k)‖

= Lfi
n−1‖xi(k1)− x̂∗

i (k1|k)‖
(20)
≤ Lfi

n−1ρ, (21)

where n ∈ N[1,Np]. �
After deriving the difference between the nominal state and

the optimal state at the same predicted time instant, we can obtain
the following theorem to prove the recursive feasibility of the
optimization problem Pi.

Theorem 1: For agent i ∈ M , suppose Assumptions 1–5 hold,
and the optimization problem Pi is feasible at the time instant
k, Algorithm 1 is also feasible if the following conditions are
satisfied:

λmax

(
P

1
2
i

)
λmax

(
P

1
2
i

)
+ λmin

(
Q

∗ 1
2

i

) ≤ ξi ≤ 1 −
ρλmax

(
P

1
2
i

)
Lfi

Np−1

εi

(22a)

ζi ≥ NpρLfi
Np−1

ci
(22b)

where ξi and ζi are positive constants for agent i ∈ M .
Proof: To complete the proof, we need to show that the

candidate input sequence (15) and the corresponding predicted
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state sequence (16) satisfy the input constraint and conditions
(R1)–(R3) when ξi and ζi satisfy the conditions above, which is
explained in the following.

Before showing the details, we firstly demonstrate that the
input constraint is satisfied. As shown in (15), the candidate
input sequence ũi(kn+1|k1) is constructed based on the optimal
control input sequence u∗

i (kn|k) and the feedback control law
Kix̂

∗
i (kNp

|k). According to Assumption 3, the candidate input
sequence always satisfies the input constraint.

(R1) At the time instant k + 1, we need to prove that (17) is
satisfied. By applying (21), one has

‖x̃i(kNp
|k1)− x̂∗

i (kNp
|k)‖Pi

≤ λmax

(
P

1
2
i

)
Lfi

Np−1ρ. (23)

By recalling the tightened terminal constraint at time instant k,
‖x̂∗

i (kNp
|k)‖Pi

≤ ξiεi, and applying the triangle inequality, we
can derive

‖x̃i(kNp
|k1)− x̂∗

i (kNp
|k)‖Pi

+ ‖x̂∗
i (kNp

|k)‖Pi

(23)
≤ λmax

(
P

1
2
i

)
Lfi

Np−1ρ+ ξiεi. (24)

Since ξi satisfies (22a), it suffices to impose that

λmax

(
P

1
2
i

)
Lfi

Np−1ρ+ ξiεi ≤ εi.

Then it can be derived that (17) is satisfied.
(R2) We also need to ensure that (18) holds at the time instant

k + 1. Recalling the control input sequence constructed as (15),
according to Assumption 3, we have:

‖x̃i(kNp+1|k1)‖Pi
≤ ‖x̃i(kNp

|k1)‖Pi
− ‖x̃i(kNp

|k1)‖Q∗
i
.

With (22a) being met, the following inequality holds:

max
{‖x̃i(kNp

|k1)‖Pi
− ‖x̃i(kNp

|k1)‖Q∗
i

} ≤ ξiεi,

which is the equivalent requirement of (18).
(R3) Finally, at the time instant k + 1, we need to prove that

(19) is satisfied. By applying (21), it can be obtained that

‖x̃i(kn|k1)‖ ≤ ‖x̂∗
i (kn|k)‖+ Lfi

n−1ρ,

where n ∈ N[1,Np]. Due to the fact that ζi satisfies (22b), the
following inequality is held:

‖x̃i(kn|k1)‖ ≤ ‖x̂∗
i (kn|k)‖+ Lfi

n−1ρ ≤
(

1 − n− 1
Np

ζi

)
ci.

Thus, the requirement (R3) is met.
In summary, according to Theorem 1, if the given conditions

are satisfied, Algorithm 1 is recursively feasible. �

B. Stability Analysis

As discussed in Theorem 1, the recursive feasibility of the
formulated optimization problem can be guaranteed if a set of
conditions can be satisfied. In this subsection, we concentrate
on the closed-loop stability analysis of the multi-agent CPS
by applying the proposed resilient and robust MPC strategy as
illustrated in Algorithm 1.

Theorem 2: For the multi-agent CPS (1) using Algorithm
1 with Assumptions 1–5 held. Given a constant βi with

λmax

(
P

1
2
i

)

λmax

(
P

1
2
i

)
+λmin

(
Q

∗ 1
2

i

) ≥ βi ≥ 2λmax(Pi)
3
2 ρ

εiλmin(Q∗
i)

, if the cooperation ma-

trices Qji satisfies

∑
j∈Ni

λmax(Qji) <
ε2
i

λmin(Qi)
λmax(Pi)

−Bi

Cj
, (25)

where Bi and Cj are defined as:

Bi �
Np−1∑
n=1

[(
Lfi

n−1ρλmax

(
Q

1
2
i

)
+ 2

(
1 − n

Np
ζi

)
ci

)
×
(
Lfi

n−1ρλmax

(
Q

1
2
i

))]
,

Cj �
−kS+Np−1∑

n=0

∑
j∈Ni

[(
ci + cj − n+ 1

Np
(ζjcj + ζici)

− kS
Np

ζjcj

)
+ Lfi

nρ

]2

+

Np−1∑
n=−kS+Np

∑
j∈Ni⎡⎣ ξjεj

λmin

(
Pj

1
2

) +

(
1 − n+ 1

Np
ζi

)
ci + Lfi

nρ

⎤⎦2

+
∑
j∈Ni

⎛⎝ εj

λmin

(
Pj

1
2

) +
ξiεi

λmin

(
Pi

1
2

)
⎞⎠2

.

Here, ζi, ζj , ξi, and ξj are the designed parameters which satisfy
the conditions in Theorem 1, then the overall system state will
converge to the convergence set Ω∗

1 × Ω∗
2 × · · · × Ω∗

M , where

Ω∗
i � {xi|xi

TPixi ≤ (1 +
λmin(Q

∗
i)

λmax(Pi)
)βiεi

2}.
Proof: At the time instant k + 1, construct the cost function

with the candidate input sequence and the predicted state se-
quence for agent i, i ∈ M . Then, the difference of the cost func-
tion between the two adjacent time instants can be represented
as:

�(Ji) � Ji
(
x̃i(kn+1|k1), ũi(kn+1|k1), x̃

a
−i(kn+1|k1)

)
− Ji

(
x̂∗
i (kn|k), u∗

i (kn|k), x̂a
−i(kn|k)

)
, n ∈ N[0,Np−1].

We then split �(Ji) with three time intervals:

�(Ji) = T1 +T2 +T3

=

Np−1∑
n=1

{‖x̃i(kn|k1)‖2
Qi

+ ‖ũi(kn|k1)‖2
Ri

−‖x̂∗
i (kn|k)‖2

Qi
− ‖u∗

i (kn|k)‖2
Ri

}
+ ‖x̃i(kNp

|k1)‖2
Qi

+ ‖ũi(kNp
|k1)‖2

Ri

− ‖x̂∗
i (k|k)‖2

Qi
− ‖u∗

i (k|k)‖2
Ri

+ ‖x̃i(kNp+1|k1)‖2
Pi

− ‖x̂∗
i (kNp

|k)‖2
Pi
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+

Np−1∑
n=0

∑
j∈Ni

‖x̃i(kn+1|k1)− x̂a
−i(kn+1|k1)‖2

Qji

−
Np−1∑
n=0

∑
j∈Ni

‖x̃i(kn|k)− x̂a
−i(kn|k)‖2

Qji
.

On the right-hand side of this equation, the first part can be
bounded as

T1 =

Np−1∑
n=1

{‖x̃i(kn|k1)‖2
Qi

+ ‖ũi(kn|k1)‖2
Ri

−‖x̂∗
i (kn|k)‖2

Qi
− ‖u∗

i (kn|k)‖2
Ri

}
(15)
=

Np−1∑
n=1

‖x̃i(kn|k1)‖2
Qi

− ‖x̂∗
i (kn|k)‖2

Qi

≤
Np−1∑
n=1

(‖x̃i(kn|k1)‖Qi
+ ‖x̂∗

i (kn|k)‖Qi
)

× ‖x̃i(kn|k1)− x̂∗
i (kn|k)‖Qi

≤
Np−1∑
n=1

{(
Lfi

n−1ρλmax

(
Q

1
2
i

)
+ 2

(
1 − n

Np
ζi

)
ci

)
×
(
Lfi

n−1ρλmax

(
Q

1
2
i

))}
.

For the second part

T2 = ‖x̃i(kNp
|k1)‖2

Qi
+ ‖ũi(kNp

|k1)‖2
Ri

+ ‖x̃i(kNp+1|k1)‖2
Pi

− ‖x̂∗
i (kNp

|k)‖2
Pi
, (26)

it is proven that the candidate state at the time instant k +Np

enters the terminal region. According to Assumption 3, the
following inequality holds true:

‖x̂∗
i (kNp

|k)‖2
Pi

− ‖x̃i(kNp+1|k1)‖2
Pi

≥ ‖x̂i(kNp
)‖2

Q∗
i
= ‖x̃i(kNp

|k1)‖2
Qi

+ ‖ũi(kNp
|k1)‖2

Ri
,

which means T2 ≤ 0.
The third part can be evaluated as follows:

T3 =

Np−1∑
n=0

∑
j∈Ni

‖x̃i(kn+1|k1)− x̂a
j (kn+1|k1)‖2

Qji

−
Np−1∑
n=0

∑
j∈Ni

‖x̂i(kn|k)− x̂a
j (kn|k)‖2

Qji

≤
Np−1∑
n=0

∑
j∈Ni

‖x̃i(kn+1|k1)− x̂a
j (kn+1|k1)‖2

Qji

≤
Np−1∑
n=0

∑
j∈Ni

(‖x̃i(kn+1|k1)‖Qji
+ ‖x̂a

j (kn+1|k1)‖Qji

)2

=

−kS+Np−1∑
n=0

∑
j∈Ni

(‖x̃i(kn+1|k1)‖Qji
+ ‖x̂a

j (kn+1|k1)‖Qji

)2

+

Np−2∑
n=−kS+Np

∑
j∈Ni

(‖x̃i(kn+1|k1)‖Qji
+ ‖x̂a

j (kn+1|k1)‖Qji

)2

+
∑
j∈Ni

(‖x̃i(kNp+1|k1)‖Qji
+ ‖x̂a

j (kNp+1|k1)‖Qji

)2
,

where kS = k − ksji .
To evaluate the upper bound of T3, we can derive the upper

bound of each element in the polynomial. Considering the term
‖x̂a

j (kn+1|k1)‖Qji
, we have:

‖x̂a
j (kn+1|k1)‖Qji

(11),(12)
====== ‖x̂∗

j(kn+1|ksji)‖Qji

≤
(

1 − kS + n+ 1
Np

ζj

)
cjλmax

(
Q

1
2
ji

)
,

with n ∈ N[0,−kS+Np−1], and

‖x̂a
j (kn+1|k1) ‖Qji

≤
λmax

(
Qji

1
2

)
λmin

(
Pj

1
2

) ξjεj .

with n ∈ N[−kS+Np,Np−1].
Similarly, considering the term ‖x̃i(kn+1|k1)‖Qji

, and recall-
ing (21), we can obtain

‖x̃i(kn+1|k1)‖Qji
≤
{
‖x̂∗

i (kn+1|k)‖Qji
+ Lfi

nρλmax

(
Q

1
2
ji

)}
≤
{(

1 − n+ 1
Np

ζi

)
ciλmax

(
Q

1
2
ji

)
+ Lfi

nρλmax

(
Q

1
2
ji

)}
,

with n ∈ N[0,Np−2], and

‖x̃i(kNp+1|k1)‖Qji
≤

λmax

(
Qji

1
2

)
λmin

(
Pi

1
2

) ξiεi.

Consequently, the upper bound of T3 can be formulated as:

T3 ≤
−kS+Np−1∑

n=0

∑
j∈Ni

{
Lfi

nρλmax

(
Q

1
2
ji

)

+

(
ci+cj−n+ 1

Np
(ζjcj + ζici)− kS

Np
ζjcj

)
λmax

(
Q

1
2
ji

)}2

+

Np−1∑
n=−kS+Np

∑
j∈Ni

⎧⎨⎩λmax

(
Qji

1
2

)
λmin

(
Pj

1
2

) ξjεj + Lfi
nρλmax

(
Q

1
2
ji

)

+

(
1 − n+ 1

Np
ζi

)
ciλmax

(
Q

1
2
ji

)⎫⎬⎭
2

+
∑
j∈Ni

⎛⎝λmax(Qji
1
2 )

λmin

(
Pj

1
2

)εj + λmax

(
Qji

1
2

)
λmin

(
Pi

1
2

) ξiεi

⎞⎠2
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�
∑
j∈Ni

λmax(Qji)Cj .

To sum up, we can derive that

�(Ji) = T1 +T2 +T3 − ‖x̂∗
i (k|k)‖2

Qi
− ‖u∗

i (k|k)‖2
Ri

≤ T1 +T3 − ‖x̂∗
i (k|k)‖2

Qi
. (27)

Since x̂∗
i (k|k) = xi(k), according to 25, the following in-

equality is satisfied:

T1 +T3 < ε2
i

λmin(Qi)

λmax(Pi)
≤ ‖x̂∗

i (k|k)‖2
Qi
. (28)

when xi /∈ Ω̂i.
Therefore, it is shown in (28) that the state xi can be steered

into the terminal region Ω̂i.
Based on the discussion above, if the largest eigenvalues of

Qji satisfy (25), the states of all agents will be steered into
the terminal region by solving the optimization problem Pi.
In the following steps, we can prove that the state of each agent
will converge to the regionΩi � {xT

i Pixi ≤ βiεi
2}, whereβi ≥

2λmax(Pi

3
2 )ρ

εiλmin(Q∗
i)

. Assume that there exist a constant ηi ∈ (
√
βi, 1) and

a region Ωηi

i � {x|xi
TPixi ≤ ηi

2εi
2}.

When the state of agent i has entered Ω̂i but has not entered
Ωηi

i , we have:

xi
T(k + 1)Pixi(k + 1)− xi

T(k)Pixi(k)

≤ − ‖x̂∗
i (k|k)‖2

Q∗
i
+ 2x̂∗

i (k|k)TPiωi(k)

≤ − λmin(Q
∗
i )

λmax(Pi)
ηi

2εi
2 + 2εiλmax

(
Pi

1
2

)
ρ

≤ (−η2 + βi

) λmin(Q
∗
i )

λmax(Pi)
ε2
i . (29)

Since ηi ∈ (
√
βi, 1), it can be concluded that when xi /∈ Ωηi

i ,
the difference between two adjacent time instants of the Lya-
punov function designed for the system is always negative,
which implies that the state of each agent will converge to the
region Ωi in finite time.

Furthermore, we need to prove that the state will not leaveΩ∗
i .

Let Ki be the set of all the time instants that the state of agent
enters Ωi, with κi ∈ Ki being an arbitrary time instant in this
set. It can be obtained that:

xi
T(κi)Pixi(κi) ≤ βiεi

2.

Suppose that at time instant κi + 1, the state xi leaves the region
Ωi. Therefore, based on (29), the following inequality will hold
true:

xi
T(κi + 1)Pixi(κi + 1) ≤ xi

T(κi)Pixi(κi) + βi
λmin(Q

∗
i )

λmax(Pi)
ε2
i

≤
(

1 +
λmin(Q

∗
i )

λmax(Pi)

)
βiεi

2.

which implies xi(κi + 1) ∈ Ω∗
i .

Since Ωi ⊂ Ω∗
i , according to (29), the state of agent i will

then converge to Ωi in finite time. Consequently, the state of

Fig. 3. Cooperative regulation problem for a CPS consisting of four
ground vehicles.

agent i, i ∈ M will be confined in the small region Ω∗
i , which

also implies that the overall system state will converge to the
convergence set Ω∗

1 × Ω∗
2 × · · · × Ω∗

M . �
Remark 5: Inequality (25) shows the upper bound of the

eigenvalues of matrix Qji. In fact, the disturbance bound
can also influence the selection of Qji. Specifically, larger
eigenvalues of matrix Qji mean lesser tolerance to the dis-
turbance on the agent i. Therefore, we are motivated to pro-
pose anther kind of robustness constraint to enhance the ro-
bustness against DoS attacks and the external disturbances
with slight sacrifice to the region of attraction. To achieve
this purpose, the tightened state constraint (9d) and the tight-
ened terminal constraint (9e) can be fused into one con-
straint, which is represented as ‖x̂i(kn|k)‖Pi

≤ Ξ(ξi, n), where
Ξ(ξi, n) � (1 − n

Np
)ciξiλmin(Pi

1
2 ) + n

Np
ξiεi, n ∈ N[0,Np]. In

this way, the conditions in Theorem 1 and Theorem 2 can

be modified as Npλmax(P
1
2
i )Lfi

Np−1ρ

ξiεi+ξiciλmax(P
1
2
i )

≤ ξi ≤ εi−ρλmax(P
1
2
i )Lfi

Np−1

εi
,

and Cj ≤
∑

j∈Ni
{∑Np−1

n=0 [Ξ(ξi, (n+ 1)) + Ξ(ξj , (n+ 1)) +

Lfj
nρ]2 +(

λmax(Qji

1
2 )

λmin

(
Pj

1
2
) εj + λmax(Qji

1
2 )

λmin(Pi

1
2 )

ξiεi)
2}, thereby enhancing

the robustness. In summary, the selection of different types of
robustness constraint can be seen as a trade-off between the
robustness and the size of the region of attraction.

V. SIMULATION STUDY

In this section, we consider a CPS comprising four ground
vehicles to test the performance of the proposed approach. As
shown in Fig. 3, this multi-agent CPS has a hierarchical architec-
ture consisting of a physical, communication, and coordination
layers. Each vehicle in the physical layer has a communication
module in the network layer with the communication topology
N1 = {3}, N2 = {1}, N3 = {1}, and N4 = {2}. In the mean-
time, DoS attacks will affect the communication among these
communication modules in a random manner, to block each
vehicle from receiving information from its neighbors, leading
to degraded cooperative regulation performance. To guarantee
the performance under DoS attacks and the disturbances on each
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TABLE I
PARAMETERS OF THE FOUR VEHICLES

vehicle, we apply the proposed robust and resilient distributed
MPC strategy to this system.

A. System Model and Parameter Configuration

In this article, we only consider the vehicle longitudinal dy-
namics as adopted in [36]. For the purpose of striking a balance
between accuracy and conciseness, the following assumptions
have been made: 1) the vehicle body is rigid and strictly left-right
symmetric; 2) no tire slip in the longitudinal direction; 3) the
driving and braking torques are integrated to one general torque.
With the assumptions above, the vehicle i, i ∈ M in this system
has the nonlinear dynamic model, which is given by:{

si(k + 1) = si(k) + Tcvi(k)

vi(k + 1) = vi(k) +
Tc

Mi

(
Ti(k)
Ri

− Fi (vi(k))
)
+ wi(k)

,

where Tc = 0.3 s is the sampling period; xi(k) = [si(k),
vi(k)]

T is the system state; si(k) and vi(k) represent the
position and velocity of vehicle i, respectively; Mi is the vehicle
mass; Ti(k) is the integrated driving/braking torque; Ri is the
tire radius; Fi(vi(k)) = Civi

2(k) denotes these aerodynamic
drag, where Ci is a aerodynamic coefficient. The vehicle
coefficients are shown in the Table I. To simplify the algorithm,
let ui(k) =

Ti(k)
MiRi

be the control input. Hence, the integrated
torque Ti(k) for each vehicle can be derived through a simple
linear transformation after deriving the control input ui(k). The
state constraint for each vehicle is assumed to be same, which
is given by Xi = {[si, vi]T|−1.5 m ≤ si ≤ 1.5 m, −1.5 m/s ≤
vi ≤ 1.5 m/s}; the torque constraints are given as U1 =
{T1| − 1300 N ≤ T1 ≤ 1300 N}. U2 = {T2| − 2000 N ≤ T2 ≤
2000 N}, U3 = {T3| − 2500 N ≤ T3 ≤ 2500 N}, and U4 =
{T4| − 2300 N ≤ T4 ≤ 2300 N}, respectively; the disturbances
in the four agents arew1(k) = 0.0015 sin(πk15 ),w2(k) = 0.0015
cos(πk10 ), w3(k) = 0.0015 cos(πk5 ), and w4(k) = 0.0015
cos(πk5 − π

4 ), respectively. The initial states of the three agents
are set as x1(0) = [−0.95, −0.3]T, x2(0) = [−1.4, 0.1]T,
x3(0) = [−1.1, −1.2]T, and x4(0) = [−1.0, −1.3]T respec-
tively. In the meantime, DoS attacks are set as occurring on
all the communication channels among agents at arbitrary
time instants, and the launching time of DoS attacks in this
simulation is illustrated in Fig. 4.

The design parameters for the proposed robust and resilient
distributed MPC algorithm are given in the following. The
prediction horizon is set as Np = 10; the weighting matrices
Q1, Q2, Q3, and Q4 are set as [1.1, 0; 0, 1.1], with R1, R2,
R3 and R4 being 1. The corresponding feedback control gain
Ki is designed as K1 = K2 = K3 = K4 = [0.80, 1.62]; Ac-
cording to Assumption 3, the terminal penalty matrices are de-
rived as P1 = P2 = P3 = P4 = [2.23, 0.63; 0.63, 4.69]. Under

Fig. 4. Launching time of DoS attacks.

Fig. 5. State trajectories of the CPS.

these circumstances, the terminal region levels are derived as
ε1 = ε2 = ε3 = ε4 = 0.70. Based on [37], the Lipschitz con-
stantsLfi are calculated asLf1 = 1.17,Lf2 = 1.17,Lf3 = 1.16,
and Lf4 = 1.16, respectively. Furthermore, by following the
presented sufficient conditions inTheorem1 , we can choose the
scaling parameters: ζi = 0.25 and ξi = 0.91. In this simulation,
the cooperation matrixQij are designed asQ12 = Q13 = Q31 =
Q24 = [0.022, 0; 0, 0.022].

B. Simulation Results Analysis

The optimization problem Pi is solved with the nonlinear
programming solver IPOPT [38] via the YALMIP [39] toolbox
in MATLAB. The state trajectories of the cooperative regulation
problem of this multi-agent CPS are demonstrated in Fig. 5. It
can be observed that the states of this multi-agent CPS are finally
steered into the region Ω∗

1 × Ω∗
2 × Ω∗

3 × Ω∗
4, which verifies the

Theorem 2. Furthermore, Fig. 6 illustrates the torque input
sequences for the four subsystems, respectively. Based on the
results above, it can be verified that the proposed robust and
resilient distributed MPC strategy can achieve the cooperation
regulation goal with guaranteed input constraint satisfaction
under randomly existing DoS attacks.
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Fig. 6. Integrated torques for four ground vehicles.

Fig. 7. Deviation between each state and the center of all vehicles.

For the purpose of verifying the effectiveness, the pro-
posed method is compared with the standard distributed MPC
method [40] in simulation. To make a fair comparison, we
choose the same control parameters for both distributed MPC
methods. To guarantee the implementation of the distributed
MPC method, we set each controller in this system to use all zero
sequences to represent the neigbors’ states when attacks occur on
this channel. To further show the effectiveness of the proposed
method, we compare the deviation between the actual state and
the center of the system generated by using the distributed MPC
method with robustness constraint and the proposed method,
respectively. The result is shown in Fig. 7.

Let sa(k) = 1
M

∑M
i=1 si and va(k) =

1
M

∑M
i=1 vi be the av-

erage of the position and the velocity of the four vehicles. Then
we can introduce ds,i(k) and dv,i(k) to be the deviation between
each state and the center of the system, respectively. With the
definition above, these indexes are calculated as:

ds,i(k) = ‖si(k)− sa(k)‖, dv,i(k) = ‖vi(k)− va(k)‖.
Fig. 7 shows the deviation comparison result between

the proposed method and the distributed MPC method with
robustness constraint. It can be observed that the proposed

method accelerates the speed of convergence under the DoS
attacks. To conclude, by applying the robust and resilient dis-
tributed MPC control strategy, the states of the multi-agent
CPS can be steered into the region Ω∗

1 × Ω∗
2 × Ω∗

3 × Ω∗
4 under

the bounded disturbance and randomly occurring DoS attacks,
which meets the theoretical analysis in IV.

VI. CONCLUSION

In this work, we have developed the robust and resilient dis-
tributed MPC framework for discrete-time nonlinear multi-agent
CPS subject to external disturbances and randomly occurring
DoS attacks to achieve the cooperative regulation goal. A new
type of robustness constraint approach is proposed to enhance
the robustness of the MPC algorithm while also enlarging the
region of attraction compared to the original one. Furthermore,
a lengthened sequence transmission strategy is also applied to
utilize and lengthen the predicted state and control input se-
quences to mitigate the information block out among the agents
induced by DoS attacks. We have proven that the proposed
algorithm is recursively feasible and the state of the closed-loop
multi-agent CPS can be steered into a small region containing
the equilibrium. Numerical results also show the advantages of
the proposed work. Future work will focus on expanding the
region of attraction of this method.
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