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Abstract — The asynchronous time-sensitive networking (TSN) based on IEEE 802.1Qcr is expected to be a prom-
ising solution for the asynchronous transmissions of safety-critical flows without the support of clock synchronization.
When the asynchronous traffic shaping (ATS) mechanism is adopted to meet the deadline requirements for transmissions
of safety-critical flow, it is necessary to formally verify the real-time properties and corresponding network performance.
However, it is still unclear how to build an efficient formal model to evaluate different frame selection methods dur-
ing the ATS scheduling process, which originate from the dominations of priority or eligibility time. In this paper, we
present a formal modeling framework to compare the impacts of different frame selection on transmission sequence
under the ATS mechanism. According to the priority level (pATS) or eligibility time (eATS) for flows, two transmission
selection methods in ATS are modeled and compared. Then, we verify the real-time properties of ATS. The result
shows that  the  shaping-for-free  property  can be  satisfied  with  the  pATS method but  can not  be  fulfilled  with  the
eATS method. Besides, the timing analysis results illustrate that the eATS method can provide more fairness than
the pATS method for the transmission of low-priority flows in TSN networks.
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 I. Introduction
Time-sensitive  networking  (TSN)  [1]  is  gradually

considered to be the most promising solution that could
provide low-latency and deterministic transmissions over
standard Ethernet networks. Many shaping and scheduling
mechanisms [2], [3] have been defined in TSN standards
to  realize  applications  in  safety-critical  environments.
For instance, TSN is deemed to be a next-generation net-
work technology targeted at industrial automation systems
[4], Internet of things (IoT) [5], self-driving cars [6], and
aerospace onboard communications [7]. Specifically, TSN
provides fault-tolerant  and deterministic  forwarding  ser-
vices  through  global  time-triggered  scheduling,  which
makes the TSN more suitable for industrial communica-
tions  with  reliability  and  delay  constraints  compared
with complex fieldbus systems. In addition, TSN can be
seen as an efficient implementation of an in-vehicle func-
tional domain network to support the coexistence of safety-

critical and best-effort (BE) services simultaneously.
To  overcome  the  scalability  problem  of  networking

caused by the complexity of time-triggered scheduling and
global clock synchronization in TSN networks [8], Specht
and  Samii  initially  proposed  an  asynchronous  traffic
shaping (ATS) mechanism [9]. It can achieve determinis-
tic  network  transmissions  and  services  without  global
clock  synchronization  [10]  and  thus  has  been  developed
as  an alternative  implementation for  asynchronous TSN
communications [3].

In  safety-critical  systems,  the  failures  of  network
functions  can  easily  lead  to  chaos  and  disasters  [11].
When the ATS is deployed in a safety-critical scenario, it
is  essential  to  ensure  that  ATS  can  guarantee  the  real-
time performance  under  an  asynchronous  communica-
tion.  Existing  research  focuses  mainly  on  the  real-time
analysis  of  ATS  [9],  [12]–[16],  where  analytical  methods
such  as  network  calculus  [17]  are  used  to  evaluate  the 
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upper-bound  delay  of  ATS.  However,  it  is  still  unclear
how  to  build  an  efficient  formal  model  to  evaluate  the
detailed frame selection process in ATS. During the im-
plementation  of  ATS  scheduling,  we  find  there  are  two
different  frame  selection  methods.  One  depends  on  the
priority  class,  and  the  another  rests  with  the  eligibility
time.  We  name  the  former  the  priority  level  (pATS)
method,  and  the  latter  the  eligibility  time  (eATS)
method.  Both  the  two  selection  methods  are  consistent
with the ATS mechanism, but they possibly lead to dif-
ferent frame transmission orders and thus affect the real-
time performance of networks.

The  motivation  of  this  paper  is  how  to  model  and
compare the influences of different frame selection methods
on  transmission  sequence.  Previous  analytical  methods
have never been involved in the effects of different frame
selection methods on real-time performance and can only
perform  the  overall  upper-bound  delay  evaluation  of
ATS. As the formal method has a formal language with
precise semantics,  it  can  describe  the  ATS  frame  selec-
tion  process  and  realize  the  formal  analysis  of  ATS.
Then, the ATS mechanism can be modeled and verified
for applications to safety-critical systems. The aim of this
paper focuses mainly on the verification of the ATS real-
time properties  using  the  model-checking  tool  UPPAAL
[18]–[20], such as the starvation-free and shaping-for-free
properties. Moreover, we conduct a formal timing analysis
that  focuses  on  the  worst-case  delay  results  of  eATS/
pATS,  where  the  delay  bound  of  analytical  method  is
used as a benchmark for reference comparison.

The contributions of this paper are two folds:
1)  A  formal  modeling  framework  is  constructed  to

clarify  the  influences  of  different  ATS  frame  selection
methods on transmission sequence and corresponding real-
time  properties.  The  verification  results  show  that  the
shaping-for-free property can be satisfied with the pATS
method but can not be fulfilled with the eATS method.

2)  The  real-time  performance  of  flows  belonging  to
different priority  classes  is  evaluated  and  compared  be-
tween the two ATS frame selection methods. The end-to-
end  (E2E)  results  illustrate  that  the  eATS  method  can
provide more transmission opportunities than the pATS
method for the lower-priority flows in asynchronous TSN
networks.

 II. Related Work
This  section  presents  existing  studies  about  the

modeling  of  flow  shaping  mechanism  and  performance
analysis  for  safety-critical  systems,  including  analytical
methods, simulation-based approaches, and model-checking
based approaches.

Analytical  methods  use  mathematical  tools  such  as
network calculus [17] and queuing theory [21] to analyze
the real-time performance of networks. In [9], a trajectory
analysis method  is  firstly  presented  to  evaluate  the  de-
lay bounds of ATS. The results show that the ATS does
not increase the delay bounds of flows queueing with the

first  input  first  output  (FIFO).  The  conclusion  in  [9]  is
further  promoted  in  [13],  which  shows  that  placing  a
minimal  interleaved  regulator  in  any  FIFO  system  will
not  increase  the  worst-case  delay  bounds.  In  [22], vari-
ous shaping mechanisms in TSN networks are quantita-
tively evaluated  and compared  based  on  network  calcu-
lus, which  provides  a  reference  for  deploying  TSN  net-
works properly.

Unlike  the  analytical  methods  that  can  obtain  the
upper-bound delay results, the intention of simulation is
to  model  the  behaviors  of  shaped  flows  with  a  discrete
event  simulator.  The  simulation-based  approach obtains
the statistical  delay  results  of  transmission  in  the  net-
work. Then, we can process and analyze the recorded de-
lay  results  after  simulation  experiments.  For  example,
the ATS mechanism is modeled and compared with oth-
er shaping mechanisms defined in TSN networks, includ-
ing the Paternoster algorithm [16], the time-aware shaper
(TAS)  [23],  the  frame preemption  in  TSN [24],  and the
credit-based shaper [25].

Although the above two methods can be applied to
evaluate network performance, it is still a challenging is-
sue to  realize  formal  modeling  of  different  frame  selec-
tion  methods  in  ATS.  Analytical  methods  only  derive
mathematical delay bounds, but the upper-bound results
are  greater  than  the  exact  worst-case  delay  results.
Therefore, the results obtained by analytical methods are
usually  pessimistic.  For  simulation-based  approaches,
simulation  experiments  evaluate  network  transmission
performance  based  on  the  average  delay  results.  How-
ever,  it  is  quite  difficult  to  obtain  the  worst-case  delay
results of flow transmissions.

et al.

Model-checking has  become  a  well-accepted  tech-
nique for the verification of safety-critical systems. In [26],
Charara  firstly present  and  compare  the  E2E  de-
lay  results  of  avionics  full  duplex  switched  ethernet
(AFDX) networks using the above three methods. Based
on the work in [26],  an improved flow scheduling model
is  proposed  in  [27]  to  reduce  search  space  with  a  faster
exploration.  Regarding  the  schedulability  analysis,  an
UPPAAL-based framework for schedulability analysis of
embedded systems is presented in [28], and Sun et al. [29]
also develop an efficient analysis technique to analyze the
feasibility of real-time tasks based on the timed automa-
ta models.  Besides,  Han et al.  [30]  propose an approach
for  the  schedulability  analysis  of  distributed  integrated
modular avionics (DIMA). The approach can be applied
to multicore DIMA systems which are modeled as a set
of  stopwatch  automata  in  UPPAAL.  In  [31], an  en-
hanced  consistent  stream  reservation  protocol  (CSRP)
for resource  reservation  is  formally  verified  using  UP-
PAAL, which  improves  the  consistency  of  TSN  net-
works  during  the  resource  reservation  periods.  Also,  Lv
et al. [32] firstly propose a formal analysis framework for
the  TSN  scheduler,  which  can  be  used  to  analyze  the
synchronous  network  transmissions  based  on  the  TAS
mechanism.

  550 Chinese Journal of Electronics, vol. 33, no. 2



This paper  focuses  more attention on the frame se-
lection  of  the  ATS  mechanism.  Two  frame  selection
methods  of  ATS  are  modeled  and  compared  to  discuss
the possibility of ATS-based network application in safety-
critical  fields.  Also,  we present  a  formal  timing analysis
that  compares  the  worst-case  delay  results  of  ATS  and
strict priority (SP) scheduling in asynchronous TSN net-
works.

 III. Background
This  section  mainly  introduces  the  background  of

ATS mechanism and model-checking tool UPPAAL.
 1. ATS shaping mechanism

ATS is a fundamental shaping mechanism for asyn-
chronous flow transmissions in TSN networks.  As speci-
fied  in  IEEE  Std  802.1Qcr  [3],  ATS  adopts  a  per-flow
shaping  or  re-shaping  at  every  hop  to  comply  with  the
token-bucket  model  [33]  and  to  provide  deterministic
transmission guarantees.  At each hop,  a  frame is  exam-
ined and then released at the earliest time when it is eli-
gible  for  transmission  without  violating  the  token-buck-
et constraints. In a TSN network node, the functionality
of  ATS is  to  regulate  the  output  of  flows  with  a  stable
transmitting  rate  while  still  tolerating  some  degree  of
bursts. Correspondingly,  two  externally  configured  pa-
rameters, committed burst size (CBS) and committed in-
formation  rate  (CIR),  define  the  maximum  bursts  and
transmitting rate, respectively.

The  proposal  of  ATS  reduces  high  implementation
costs of re-shaping in switches. The essential idea is the
separation  between per-flow queuing  and per-flow state,
which  are  considered  to  be  different  factors  during  the
operation  of  the  ATS  mechanism  [9].  The  flow  control
based  on  ATS  is  regarded  as  an  interleaved  shaping  in
which various flows are enforced to satisfy shaping con-
straints without requiring per-flow queuing.

P
N

P ×N

Before  the  introduction  of  frame  selection  methods
in ATS, it is necessary to describe in detail how to select
and output a head-of-line (HOL) frame. Overall, the pro-
cessing of ATS involves two types of queuing, including a
group of shaped queues for interleaved shaping and a set
of  shared  queues  for  scheduling.  As  shown  in Figure  1,
we illustrate an ATS-enable switch with two input ports,
and there have two priority classes for flows from differ-
ent  input  ports.  Firstly,  the  ATS  shaper  computes  an
eligibility time and assigns the time to the arrival frames
in  the  shaped  queues.  The  computation  and  update  of
eligibility  time  mainly  depend  on  three  parts,  including
the arrival time of frames and the parameters of the pre-
vious frame and shapers.  Then,  different  flows from the
shaped  queues  are  aggregated  into  the  shared  queues
according  to  the  priority  class.  Finally,  the  scheduling
mechanism selects and outputs the HOL frame from the
shared  queues.  Note  that  an  ATS node  with  priority
classes  and  receiving  flows  from  input  ports  requires
at least  shaped queues.

 2. Model-checking tool UPPAAL
UPPAAL  is  a  tool  suite  developed  for  modeling,

simulations, and verification of systems that can be mod-
eled  as  networks  of  timed  automata  [34],  [35].  The  tool
UPPAAL provides a graphical editor that supports visual
representations  of  timed  automata  and  a  model-checker
implemented based on constraint-solving techniques.

In  UPPAAL,  a  timed  automata  model  is  defined
with a template that consists of locations (or states) and
edges. To ease the modeling process, UPPAAL has been
further  extended  with  additional  features.  For  example,
UPPAAL supports a notion of committed location where
no delay is allowed. Also, when the template parameters
are  substituted  by  given  arguments  during  declaration,
the template becomes a process. Besides, expressions are
used over edges in timed automata to indicate the loca-
tion  transitions,  change  the  value  of  variables,  or  reset
clocks, including:

name : type name
type

Select  A select  contains  a  colon  separated  expres-
sion  as ,  where  is  a  variable  name and

 is a defined type.
Guard  A  guard  is  a  side-effect-free  expression  to

decide  whether  a  location  transition  occurs  or  not.  The
result of guard expression is boolean, and only clocks, in-
teger variables, and constants are referenced.

Synchronization  Synchronization is  used  to  repre-
sent  channel  signals  (send or  receive)  over  edges  during
location  transitions.  The  synchronization  expression  is
side-effect-free and only refers to integers, constants, and
channels.

Update  Update is used to update the variable val-
ues after location transition. Hence, the update is a side-
effect expression.

Invariant  The invariant is used to constrain a state
further. Also, it is a side-effect-free expression.

In  addition,  to  verify  the  requirement  specification
of real-time systems with the model-checker, a machine-
readable  query  language  timed  computation  tree  logic
(TCTL) is  used  in  UPPAAL.  TCTL is  a  formally  well-
defined  language,  and  it  consists  of  path  formulas  and
state formulas. Also, the path formulas can be classified
into  reachability,  safety,  and  liveness,  as  illustrated  in
Figure 2.
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Figure 1  An ATS-enable switch with two input ports and two pri-
ority classes.
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φ

A[] φ

E <> φ

A <> φ ψ → φ

The reachability  properties  answer  whether  a  given
state formula, , possibly can be satisfied by any reach-
able  state.  The  second  safety  property  is  used  to  verify
that  something  bad  will  never  happen.  Also,  an  safety
property   can be expressed as the possible property
not  not .  Lastly,  the  liveness  properties  mean
that something will eventually happen. In UPPAAL, we
verify this property using the syntax  and .
In  brief,  the  TCTL  in  UPPAAL  supports  five  types  of
path  formulas,  and  they  can  also  be  reduced  to  two
types, as illustrated in Table 1.
 
 

Table 1  Property equivalences in UPPAAL

Name Property Equivalent to

Possibly E <> φ –

Invariantly A[] φ E <> φnot  not 

Potentially always E[] φ –

Eventually A <> φ E[] φnot  not 

Leads to ψ → φ  A[] ψ A <> φ (  imply  )
 
 

 IV. Analytical Model of ATS and
Problem Description

In this section, the analytical model of ATS related
to performance evaluation is firstly introduced in Section
IV.1.  Specifically,  we  show  the  difference  of  eATS  and
pATS during ATS scheduling, and the limitation of ana-
lytical  method  for  evaluation  of  these  two  methods  will
be demonstrated. Then, the frame selection problem dur-
ing  the  implementation  of  ATS  is  presented  in  Section
IV.2, which  generates  different  frame  transmission  se-
quences and can even affect the real-time performance of
flows belonging to different priority classes.
 1. Performance evaluation of ATS

F
P

f

For  the  set  of  flows  transmitted in  the  asyn-
chronous TSN networks, there are  priority classes. Al-
so, each flow  can be denoted by a token-bucket model:
 

αf = rf × t+ bf (1)

t rf bfwhere  is the time variable. Also,  and  correspond

to the average sustainable rate and maximum burstiness,
respectively.

dmax
f,e f

e

Then, the per-hop delay bound  of flow  at the
hop  is expressed as [9]
 

dmax
f,e = max

(
b̂
(e)
H + b̂

(e)
SP + l

(e)
L

Ce − r̂
(e)
H

+
lf
Ce

)
(2)

b̂
(e)
H =

∑
f∈FH

bf r̂
(e)
H =

∑
f∈FH

rf

FH

f b̂
(e)
SP =

∑
f∈FSP

bf

FSP f l
(e)
L

FL

f lf
f Ce

e

where  and  respectively de-

note the aggregated  bursts  and  flow  rate  generated  by
the  set  of  flows  with  higher  priority  level  than  the

flow ,  the  is  the  burstiness  of  the  set  of
flows  with the same priority level as the flow , 
is the maximum frame length for the set of flows  with
lower priority level  than the flow ,  is  the maximum
frame length of flow , and  is bandwidth of physical
link at the hop .

Df f
s d Paths,d

Based on the delay bound in (2), the worst-case E2E
delay  bound  of  flow  experienced  from  its  source
node  to its  destination node  with a path  is
upper-bounded as
 

Df≤
∑

e∈Paths,d

dmax
f,e (3)

According  to  the  above  mathematical  analysis,  we
can  obtain  the  worst-case  E2E  delay  bounds  for  flows
shaped by the ATS in TSN networks. However, formula
(3)  can  only  evaluate  the  upper-bound  delay  results  of
ATS.  Also,  as  described  in  Section  IV.2,  more  details
about frame  selection  cannot  be  presented  by  (3)  effec-
tively, which would have negative adverse on the perfor-
mance guarantee based on ATS. For example, it is essen-
tial  to  choose  an  applicable  frame  selection  method  to
configure  the  ATS  parameters  and  buffer  size  properly.
Then  the  buffer  overflows  or  starvation  of  services  for
low-priority flow can be avoided in TSN networks.

Hence,  it  is  necessary  to  conduct  a  formal  analysis
to  formalize  modeling  and  discuss  the  frame  selection
methods under the ATS mechanism. More details will be
given in Section V.
 2. Problem of frame selection in ATS

According to the ATS mechanism, the selection and
output  of  HOL  frames  are  determined  by  the  priority
classes  and  eligibility  time.  Also,  a  HOL  frame  has  a
ready state for transmission when the current time of the
scheduler  clock  is  not  less  than  the  assigned  eligibility
time of the HOL frame. Since there are two factors, pri-
ority  and  eligibility  time,  selecting  a  ready  HOL  frame
appears  to  be  two  different  methods.  No  matter  what
kind of methods it adopts, it should maintain the frame
sequences  and  consider  the  real-time  requirements  of
flows.  This  paper  mainly  concerns  two  frame  selection
methods,  which  depend on the  priority  class  (pATS) or
the latest eligibility time (eATS), respectively.

 

A [] 

E [] A <> 

E <>  →

 





φ

Figure 2  Path formulas supported in UPPAAL [18]. (The yellow lo-
cations are states for which a given state formula  could hold).
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The  main  problem  about  the  selection  method  is
shown  in Figure  3.  1)  Suppose  that  a  HOL frame  with
frame length  starts to transmit at time . Then the
HOL  frame  would  finish  its  transmission  at  time

 under the non-preemption policy, where  is
the  bandwidth  of  physical  link.  2)  As  the  schedule  of
frames is work-conserving*1, the scheduler needs to choose
and send the next ready HOL frame from the two shared
queues  at  time .  Also,  as  shown in Figure  3,
the eligibility time of the next ready HOL frames belong-
ing to the high- and low-priority in the shared queues are

 and ,  respectively.  3)  When  the  pATS  method  is
adopted,  the  scheduler  prefers  to  select  the  frame  with
higher priority if both the two frames belonging to differ-
ent priorities arrive at their ready state with adequate el-
igibility time. For example, no matter which is bigger for

 and ,  the  pATS  will  always  select  the  high  HOL
frame at time . On the other hand, when the
eATS method is adopted, the select results are closely re-
lated  to  the  eligibility  time  of  HOL frames.  Still  taking
the  situation  shown  in Figure  3 as  the  example,  if  the
value of tb is less than ta, the scheduler would select the
low-priority HOL  frame  since  its  transmission  require-
ment  looks  more  urgent  than  the  high-priority  HOL
frame.  Under  this  condition,  we  can  find  the  selecting
reuslts of pATS and eATS are different.
 

Shared queues

High
priority

Low
priority

tb

ta 2)
1)

3)

pATS/
eATS

t0+L0/B0

ta≤tb≤t0+L0/B0

tb<ta≤t0+L0/B0

Conditions pATS eATS

High High

High Low
 

Figure 3  Two frame selection methods under the ATS mechanism.
 

Based on the above explanation for frame selection,
it can be seen that the two frame selection methods pos-
sibly  generate  various  frame  transmission  sequences,
which could affect the real-time performance of flows be-
longing to different priority classes.

 V. The Modeling Framework
As shown in Figure 4, a workflow of formal analysis

is presented to model the ATS mechanism and then com-
pares  the  frame  selection  methods  formally.  Firstly,  an
overall  model  framework  of  the  ATS mechanism should
be established to achieve a complete frame transmission
process according  to  ATS.  The  ATS  mechanism  is  for-

malized  as  timed  automata  models  with  the  graphical
user interface in UPPAAL. Also,  the real-time network-
ing requirements are described by a subset of the TCTL
queries. Afterward, the templates of timed automata are
instantiated  and used  as  processes  to  construct  a  whole
system.  Finally,  the  model-checker  of  UPPAAL  is  used
to verify whether the real-time properties of  ATS possi-
bly can be satisfied in the system.
 1. Overview of model

Figure 4 presents an overall model framework of the
ATS mechanism.  According to  the  selection and output
of  frames  in  ATS,  the  framework  mainly  includes  flow
generation, frame  processing,  and  transmission  schedul-
ing models.

system flow_model,
frame_processing_model　　　 ,
transmission_scheduling_model　　　 ;

The flow generation model generates flows belonging
to  different  priority  classes  in  a  two-port  ATS-enabled
switch, i.e., the high- and low-priority. The frame process-
ing  model  computes  the  eligibility  time  and  assigns  the
time to the arrival frames according to the ATS mecha-
nism.  The  computation  and  assignments  of  eligibility
time  are  determined  by  the  arrival  time  of  frames  and
the  parameters  of  the  previous  frame  and  shapers.  The
transmission  scheduling  model  selects  and  outputs  the
HOL from queues belonging to different priority classes.
Also, the scheduling and frame selection methods are de-
fined in the transmission scheduling model, including the
SP and ATS scheduling.

t_global

t_sch

t_global
tran[Qnum]

Besides, the communications between different mod-
els  are  closely  related  to  the  enqueue  and  dequeue  of
frames  under  the  ATS  transmissions.  Hence,  the  clock
variables  and  channel  signals  are  defined  to  process  the
forwarding of frames from different queues. For example,
the  global  clock  records  the  arrival  time  of
frames and  achieves  the  consistency  of  time  among  dif-
ferent  flow  generation  instantiations.  Also,  a  scheduler
clock  is  defined  in  the  transmission  scheduling
model,  which  runs  at  the  same  rate  as  the  global  clock

.  Lastly,  we  define  a  four-channel  signal
 to distinguish  frames  transmitted  from  vari-

ous queues.
 2. Flow generation model

Frame Queue

UPPAAL supports complex user-defined types such
as data structure, which allows to define the abstract of

 and  in the flow generation model.

Frame
Definition  of  Frame  a  frame  could  be  represented

as a data structure  in UPPAAL, and the detail of
it is given as follows:

typedef struct{
int framePriority　　 ;
int flowID　　 ;
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 A scheduler is work-conserving if and only if it never idles time slots when there exists at least one frame awaiting transmission in the queues.



int frameLength　　 ;
int timeStamp　　 ;
int period　　 ;
int queueID　　 ;
int timeEligible　　 ;

}Frame;
framePriority1)   defines  the  priority  of  a  frame,

such as the high or low priority;
flowID2)   is used to identify the ID of flow;
frameLength3)   means  the  frame  length,  which

adopts the  transmission  time  to  represent  the  corre-
sponding frame length. Typically,  it  can be obtained by
the ratio of the frame length to the bandwidth of physi-
cal link;

timeStamp4)   records the time when a frame is gen-
erated in the flow generation model;

period5)   represents  the  period time to  generate  a
new frame for flows;

queueID6)   is  used  to  identify  the  ID of  the  queue
that stores frames during the shaping process;

timeEligible7)   records  the  time  when a  frame is
eligible for  transmitting  according  to  the  ATS  mecha-
nism.

Queue
Frames[n] n

Definition of queue  a queue is defined as a 4-tuple
structure  which  contains  an  array  of  frames

 with depth . Then,
typedef struct{

int queuePriority　　 ;
int front　　 ;
int rear　　 ;
Frame frames[n]　　 ;

}Queue;
queuePriority1)  defines the priority of queue;
front rear2)  and  point to  the  first  and  last  ele-

ment of queue, respectively;
frames[n]

n
3)  represents  an  array  of  frames  with  a

maximum buffering space .
The  flow  generation  model  is  the  source  of  flows

that  creates  frames  periodically.  Then  the  generated
frames will be stored in queues and waiting to be shaped
based on the ATS mechanism.

idle
ready sent waiting

idle

t_global initTime
ready

ready

sent

Figure  5 depicts  the  template  of  flow  generation
model  with  four  locations,  including  the  initial ,

,  committed  and  committed .  The
initial  location  represents  the  beginning  of  frame
generation. When the guard expression, the global clock

 equals  to  the  initialization  time ,  is
satisfied,  the  model  will  move to  the  location .  In
the  location ,  the  model  generates  a  frame  by  an
update  expression,  and then moves  to  the  next  location

 in one period of time according to an invariant ex-
pression.

sent

waiting waiting

tran[QueueID]!

ready

In the committed location , the newly generat-
ed  frame  will  be  sent  into  the  shaped  queue,  then  the
model will change into location . In the 
location, the frame waits for the shaping process accord-
ing to ATS shaping mechanism. Also, a synchronization
channel signal  is used during the waiting
time  to  indicate  the  ID  of  the  shaped  queue  which  has
stored the newly generated frame.  Lastly,  the model  re-
turns  to  the  location  to  repeatedly  generate  the
next frame.
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Figure 4  Workflow to model the ATS and compare the frame selection methods.
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Besides,  the  variables  and  functions  defined  in  the
flow generation model as shown in Figure 5, including:

t_period1)   is a  local  clock  to  measure  the  dura-
tion time occupied by the frame transmission;

genTime2)   is a local variable that records the time
when a frame is generated, and then its value will be as-
signed to the timestamp of frame;

produceFrame()3)   is a function to generate frames;
enqueue()4)   is a function that inserts a new frame

at the end of queue.
 3. Frame processing model

We first explain how to compute the eligibility time
for  the  arrival  frames  based  on  IEEE  Std  802.1Qcr  [3].
Then, the procedures of the frame processing model will
be demonstrated in detail.

frameProcess()

The computation  of  the  eligibility  time for  a  frame
consists of three steps: Firstly, the time variables associ-
ated with shaping, such as the eligibility time of shaper
and  the  bucket  full  time,  are  updated  according  to  the
arrived frame and the parameters of ATS shaper. Then,
the eligibility time of frame is the maximum value of the
frame  arrival  time  and  the  eligibility  time  of  shaper.
Lastly,  the  bucket  empty  time  is  updated  for  the  next
possible  frame.  In  this  model,  the  computation  of  eli-
gibility  time  for  frames  is  defined  in  the  function

 as presented in Figure 6.

tran[QueueID]?
initial

eligible
frameProcess()

elig!

As shown in Figure 6, the frame processing model is
simply  formalized  as  a  timed  automata  template  based
on the  frame  process  defined  in  ATS.  When  a  synchro-
nization channel signal  is received in the
processing model, it moves from the location  to
the  committed  location .  During  this  period,
the  function  is  invoked  to  compute  the
eligibility time for the arrival frame. Then, the model re-
turns  to  the  initial  location  and  sends  a  channel  signal

 to indicate that frame is ready to be scheduled ac-
cording  to  different  frame  select  functions.  Note  that
there  are  four  shaping  queues  in  this  paper.  Hence,  the

frame processing  model  should  be  instantiated  into  four
different subprocesses.
 4. Transmission scheduling model

As the pATS and eATS methods may lead to differ-
ent  frame  transmission  sequences,  they  are  defined  as
two  different  methods  in  the  transmission  scheduling
model. Meanwhile, we build a formal model that only us-
es  the  SP  scheduling  mechanism  as  the  benchmark  for
delay  reference.  The  difference  between  the  SP  and
pATS is that the SP does not consider the ready state of
the HOL frame as there is no eligibility time concept.
 1) Model of ATS scheduling

For the frame transmission in ATS scheduling mod-
el,  it  is  necessary  to  ensure  that  the  HOL  frame  has  a
ready  state.  Then,  a  HOL  frame  waiting  for  sending  is
selected  according  to  different  frame  selection  methods.
After the delivery of the selected HOL frame, a new HOL

 

// Global clock declaration
clock t_global;
clock t_sch;

// Global variables
int Qnum; // Number of queues
int Fnum; // Number of flows
int init_cnt;
Queue queue[Qnum];
Frame selectedFrame;

// Channels declaration
broadcast chan tran[Qnum];
broadcast chan elig;

// ATS parameters
int CBS[Qnum];
int CIR[Qnum];

timeStampFigure 5  Flow generation model. (MAXTIME is the maximum bound of the variable . For example, the value of MAXTIME is 20000
in this model).
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Figure 6  Frame processing model.
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frame will be selected again for the subsequent dispatch.

{f1, . . . , fq, . . . , fQnum}

{fr1, . . . , frp, . . . , frP }
p

We use Algorithm 1 to find a HOL frame that has
the  latest  eligibility  time  or  belongs  to  the  highest  pri-
ority  class.  The  HOL  frames  of
shaped  queues  are  given  as  the  input  parameters.  Also,
frame variables  are used in Algo-
rithm 1 to record the latest eligibility time of  priority
queues, respectively.  Overall,  our  algorithm has  the  fol-
lowing three steps:

{fr1, . . . , frp, . . . ,
frP }

− Initialize  the  eligibility  time  of 
.

p− Classify  HOL frames belonging to  priority  and
search for their latest eligibility time, respectively.

−  Select  HOL  frame  according  to  the  pATS  or
eATS method.

Algorithm 1  Frame selection method with pATS or eATS
{f1, . . . , fq, . . . , fQnum}

P

Require: :  the  HOL  frames  of  shaped
queues with  priorities.

fmEnsure: selected frame .
p　// Initialize the eligibility time of priority 

p = 1 P　for  to  do
frp.timeEligible = 0　　 ;

　end for
p　//  Classify  the  HOL frames  belonging  to  priority  and

// search for the latest eligibility time
q = 1 Qnum　for  to  do
fq p　　if  belongs to priority  then

fq.timeEligible > frp.timeEligible　　　if  then
frp.timeEligible = fq.timeEligible　　　　 ;

　　　end if
　　end if
　end for
　// Select frame according to the pATS or eATS method
　if ATS == eATS then

p = 1 P　　for  to  do
frp　　　if  has the latest eligibility time then
fm = frp　　　　 ;

　　　end if
　　end for
　else if ATS == pATS then

p = 1 P　　for  to  do
frp　　　if  belongs to the highest priority class then
fm = frp　　　　 ;

　　　end if
　　end for
　end if

initial ready startTrans
transmitted

Figure  7 demonstrates  a  timed  automata  model  of
the ATS scheduling mechanism, and there are four loca-
tions in the model,  including , , 
and .

initial
ready

elig?

In the  location, the model would change its
location to the  if a synchronization channel signal

 is received. During this period, the Algorithm 1 is

selectFrame(ATS)

startTrans ready

t_sch

timeStamp

timeStamp

timeStamp
t_sch

timeStamp

init_cnt

init_cnt Fnum

used to select a HOL frame. Based on Algorithm 1, the
function  is defined  as  an  update  ex-
pression  in  the  scheduling  model.  Mostly,  the  model
would move to the  location from the 
location  when  the  current  time  of  the  scheduler  clock

 is not less than the eligibility time of the selected
HOL frame. However, some exceptional cases due to the
bounded range of variables also need to be considered. In
UPPAAL,  the  integer  variables  have  a  bounded  range.
For  example,  the  value  of  frames  should  be
with  the  range  [0,  MAXTIME].  As  shown  in Figure  5,
when  frames  are  continuously  generated,  the  value  of

 would be in a periodic cycle. Correspondingly,
the eligibility time of frames calculated according to the

 would also have a bounded range. Therefore,
the scheduler clock  needs to be reset to 0 when all
of the  for the shaped HOL frames are zero in
a new MAXTIME generation cycle. In this paper, we de-
fine  an  integer  variable  to  count  the  number
of frames whose eligibility time is equal to zero, and the
initial value of  is .

startTrans

dequeue()

transmitted

Then,  the  model  stays  in  the  location 
until the transmission of frame is completed. Simultane-
ously,  the  function  is used  to  output  the  se-
lected  HOL frame  when  the  model  goes  to  the  location

.
readyLastly, the model would go to the location  if

there  still  exists  a  nonempty  queue,  and  the  next  HOL

 

Figure 7  ATS scheduling model.
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selectFrame(ATS)
initial

frame that  can  be  transmitted  is  selected  by  the  func-
tion . Otherwise,  the  model  would  re-
turn to the location  waiting for the next possi-
ble transmission opportunity.

Besides, the necessary variables and functions of the
ATS scheduling model are defined as follows:

t_trans

startTrans

1)   is a local clock to measure the duration
time  occupied  by  frame  transmission  in  the  location

;
init_cnt2)   records the number of frames with eli-

gibility time equal to 0 during frame transmissions;
selectFrame(ATS)

selectFrame(ATS)

3)   is  a  function  that  chooses  a
HOL frame according to  different  frame selection meth-
ods  defined  in  Algorithm  1.  We  use  pATS  or  eATS  as
different  input  parameters  in  the  function

.
selectedFrame4)   represents the HOL frame that is

ready to be transmitted;
dequeue()5)   is a function that outputs frame at the

head of queue.
 2) Model of SP scheduling

Figure 8 illustrates the timed automata model of the
SP  scheduling  with  four  locations.  Compared  with  the
ATS  scheduling  model,  the  main  difference  of  the  SP
model is  that it  does not consider the eligibility time of

frame during the frame selection process, and it is unnec-
essary to have a ready HOL frame to transmit. Thus, the
output of frames in the SP model is only determined by
the priority class.

init_cnt

init_cnt Fnum

Besides,  it  is  straightforward  to  recognize  that  the
states  of  the SP model  are  almost  the same as  those  in
the  ATS  model.  The  main  difference  between  the  two
models is  that  the  latter  uses  a  SP  scheduling  mecha-
nism  to  select  a  frame  if  there  exist  nonempty  shaped
queues. Correspondingly, there is no need to compare the
scheduler  clock with the eligibility time of  frame during
frame transmission. Lastly, the exceptional cases related
to the bounded variable ranges in UPPAAL also need to
be  considered.  Hence,  we  use  the  integer  variable

 to  count  the  number  of  frames  whose  time-
stamp  is  equal  to  zero.  Also,  the  initial  value  of

 is  in the SP scheduling model.
 5. Test automata model

In UPPAAL, a test automata can be built based on
the  delay-bounded feature  of  transmission to  realize  the
timing analysis of ATS. The test automata template usu-
ally  contains  channel  signals  and  integer  variables  and
defines  a  timeout  location  that  indicates  the  worst-case
delay  result  for  frame  transmission.  Then,  the  test  of
worst-case delay is abstracted into a reachability proper-
ty. By  verifying  whether  the  timeout  location  is  reach-
able, the worst-case delay results of transmission can be
obtained.  In  this  paper,  the  delay  results  of  the  SP
scheduling mechanism are used as the delay reference. If
the delays of ATS are equal to the results under the SP,
it  can  be  concluded  that  the  shaping-for-free  property
can be satisfied with the ATS mechanism.

begin!

Testing
begin?
Testing

Timeout

PRI maxD

As shown in Figure 9, we define a template for the
delay test of ATS, which is necessary for the timing anal-
ysis  of  ATS  and  the  verification  of  the  shaping-for-free
property.  Firstly,  a synchronization expression  is
used in the ATS/SP scheduling model when frame trans-
mission has just been finished. At this moment, the test
automata model will move to the location  when
a  channel  signal  is received.  Then,  in  the  com-
mitted  location ,  the  test  automata  would
change into the location  if  a transmitted frame
suffers the worst-case delay.  Otherwise,  it  needs to con-
tinue  testing  on  the  next  frame  transmission.  Besides,
the  integer  variables  and  are  defined  in  the
model to indicate the priority class and record the worst-
case delay result, respectively.
 

 

Figure 9  Test automata model for delay result.
 

Timeout
The verification case that whether the test automa-

ton model can be in the location  is a query for

 

Figure 8  SP scheduling model.
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maxD
maxD

maxD
PRI

reachability  property.  We use  the  model-checker  tool  in
UPPAAL  to  perform  a  reachability  check  for  a  set  of

 values.  If  the  query  result  of  reachability  changes
from satisfied to unsatisfied when the value of  is in-
creased by one unit, the current value of  is just the
worst-case delay of the flow with the  priority level.

 VI. Experiment and Formal Analysis
As shown in  Section V,  the  modeling  framework of

ATS is presented using UPPAAL. Afterwards, it is feasi-
ble to verify and compare the two different frame selec-
tion methods of ATS. In this section, we conduct several
experiments to  compare  the  two  different  frame  selec-
tion methods regarding real-time properties  and analyze
their  real-time  performance.  The  experiments  are  per-
formed  on  the  UPPAAL  4.1.24  and  a  laptop  computer
with an Intel processor.
 1. Experimental configuration

600× 8 / 100 = 48
600× 8 / 1000 = 4.8

As shown in Table  2,  there  are  four  shaped queues
and eight flows categorized into the high- and low-priority
classes.  The  bandwidth  of  physical  link  and  depth  of
queues are equal to 100 Mbps and 20, respectively. Also,
the CBS and CIR of  the  ATS shaper  for  the  high-  and
low-priority  classes  are  given  in  the  second  and  third
columns of Table 2, respectively. According to the above
configuration for the high-priority flows, it can be calcu-
lated that the transmission time for a high-priority frame
is  μs,  and  the  rate  of  a  high-priority
flow  is  Mbps. Similarly,  the  trans-
mission time  for  a  low-priority  frame  is  40  μs,  and  the

rate of a low-priority flow is 4 Mbps.
 
 

Table 2  Parameters of configuration

Priority
Queues Flows

CBS (B) CIR (Mbps) Qnum L (B) P (μs) Fnum
High 1000 32 2 600 1000 4

Low 800 16 2 500 1000 4
 
 

 2. Formal verification
In the  following  verification  cases,  we  use  the  net-

work configurations  listed in Table  2 to  verify  the ATS
model  formally.  The  real-time  properties  of  ATS  are
modeled according  to  the  networking  specification  re-
quirements, and the query formulas are given in Table 3.
The first query is used to verify the safety property guar-
anteeing  that  the  system  is  deadlock-free.  The  second
and fourth queries are used to verify the possible reacha-
bility properties of the ATS model. The third query is to
ensure that the scheduling mechanism can complete the
frame transmission eventually. The last query is defined
as a  safety  property  to  verify  that  the  shaping  mecha-
nism in ATS would not increase the extra delay or wors-
en flow transmission. The worst-case delay results can be
obtained by this verification case with the manually con-
figured variable maxD. Then, the delay results are com-
pared to  the  delays  in  the  SP scheduling mechanism.  If
the delay results in ATS are exactly the same as those of
SP, it can be concluded that the shaping-for-free proper-
ty is satisfied with ATS.

 
 

Table 3  Query formulas of ATS

Property Descriptions Query formulas

P1 Deadlock-free A[] not deadlock

P2 Starvation-free E <> ∈ selectedFrame.queueID == ID, ID  {0, 1, 2, 3}

P3 Liveness-of-forwarding →schATS.ready  schATS.transmitted

P4 Limited-depth E <> >= ∈ (queue[ID].rear-queue[ID].front)  maxQ, ID  {0, 1, 2, 3}

P5 Shaping-for-free
A[]

<= ∈
 (selectedFrame.framePriority == PRI)

imply (t_sch-selectedFrame.timeStamp)  maxD, PRI  {High, Low}
 
 

1)  Deadlock-free:  The  system  should  never  be  in  a
deadlock situation.  Also,  the  deadlock-free  property  al-
ways  has  outgoing  transitions  to  its  delayed  locations.
We verify this property with the safety formula and key-
word not deadlock, and it is satisfied in our model.

2) Starvation-free: All of the queues should have the
opportunity for transmissions eventually. If the transmis-
sion opportunities are overly occupied by one queue dur-
ing  the  scheduling  period,  the  others  will  be  starved
without adequate bandwidth resources.  The reachability
formula checks whether the selected frame can belong to
any one  of  the  four  shaped  queues.  The  verification  re-
sults show that the starvation-free property can be satis-
fied in the model.

3)  Liveness-of-forwarding:  The  process  of  frame

ψ →
φ

transmission would be completed eventually.  This  prop-
erty  ensures  that  the  selected  frame  based  on  the  ATS
mechanism can finish transmission eventually. The verifi-
cation effort is conducted with the liveness formula  

, and the results show that any frame that has been se-
lected could be forwarded eventually.

4)  Limited-depth:  The  safety-critical  system  should
use limited buffer size and guarantee that the queues will
never  be  overflow.  We  focus  on  the  possibly  maximum
amount  of  frames  maxQ  in  various  queues,  and  the
maxQ should  never  exceed  the  configured  queue  depth.
The amount  of  frames  can  be  obtained  by  the  subtrac-
tion  operation  between  the  value  of  rear  and  front  for
queues.  We  use  a  reachability  formula  to  verify  this
property,  and  the  maxQ  is  manually  configured  under
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different cases. The results show that the maxQ will nev-
er exceed the configured queue depth. Then the limited-
depth property can be satisfied in the model.

PRI

5)  Shaping-for-free:  Existing  research  [13]  indicates
that  the  delay  bounds  can  be  maintained  for  shaped
flows regardless of whether a minimal interleaved regula-
tor  is  included in  an  arbitrary  FIFO system.  The  delay
results  of  frame  transmissions  can  be  obtained  by  the
subtraction  operation  between  the  scheduler  clock  time
when finishing frame transmission and the timeStamp of
the selected frame. We use a safety formula to check the
worst-case delay results for frame transmission. Also, the
maxD  is  the  worst-case  delay  of  the  flow  with  the 
priority class.

We formally verify the shaping-for-free property for
flows  belonging  to  different  priority  classes.  The  worst-
case delay results show that the results under the pATS
method are equal to the results under the SP scheduling
mechanism.  Therefore,  the  shaping-for-free  property  can
be  satisfied  with  the  pATS  method.  Specifically,  the
maximum  delay  results  for  the  high-  and  low-priority
flows with pATS/SP are 232 μs (48 μs × 4 + 40 μs) and
352 μs (48 μs × 4 + 40 μs × 4), respectively. However,
the  verification  results  demonstrate  that  the  maximum
delay results for the high- and low-priority flows with the
eATS method are 272 μs (48 μs × 4 + 40 μs × 2) and 352
μs respectively, indicating that the shaping-for-free prop-
erty can not be satisfied with the eATS method. In brief,
the  shaping-for-free  property  can  be  satisfied  with  the
pATS method but not with the eATS method.

Besides, the  verification  times  and  the  memory  us-
ages of UPPAAL are given in Table 4 to show the com-
plexity of the ATS model. As it can be seen in Table 4,
the  verification  of  reachability  properties  (e.g.,  the  P2
and  P4)  usually  takes  less  time  with  a  lower  resource

consumption. On the other hand, longer verification time
with  an  increasing  memory  consumption  is  required  for
the  verification  of  the  safety  properties  (e.g.,  the  P1).
The  second  important  result  observed  from Table  4 is
that more  verification  time  and  memory  usage  are  re-
quired  to  verify  the  shaping-for-free  property  of  ATS
compared  with  the  SP.  We  suppose  the  most  possible
reason is  that  ATS needs  to  compute  and  select  a  out-
put frame  based  on  the  eligibility  time  in  the  verifica-
tion case, which increases the complexity of model.
 3. Timing analysis of eATS and pATS

The  verification  case  of  shaping-for-free  shows  the
different impacts of eATS and pATS methods on the de-
lay results for the high- and low-priority classes. Howev-
er,  the  delay  results  of  verification  are  only  based  on  a
single-node test, and more efforts are needed to compare
the  two  frame  selection  methods  for  timing  analysis.
Hence,  we  first  analyze  the  effects  of  ATS  parameters,
CIR and CBS,  on  real-time performance.  By comparing
the  worst-case  delay  results  of  the  two  frame  selection
methods  under  different  ATS  parameter  configurations,
it can provide  network designers  with  suitable  network-
ing  schemes  chosen  for  application  scenarios.  Also,  it  is
necessary to confirm whether eATS and pATS can main-
tain consistent  real-time  guarantee  effects  under  multi-
ple  priority  class  scenarios.  Therefore,  we  implement  a
case study where three priority classes are configured in-
cluding high-, medium-, and low-priority classes to illus-
trate  the delay results  of  multi-priority  classes  for  flows
under the two frame selection methods. Besides, an E2E
network scenario  is  used  to  compare  the  worst-case  de-
lay results of eATS/pATS among different network per-
formance analysis  methods.  Finally,  based on the  above
experimental results,  we  discuss  and  summarize  the  ad-

  

Table 4  Verification results

Property number Verification results Verification/Kernel/Elapsed time Peak resident/Virtual memory usage

P1 Yes 9.812 s/0.282 s/10.105 s 892,356 KB/1,784,636 KB

P2 (ID=0) Yes 0.063 s/0.062 s/0.134 s 22,104 KB/57,752 KB

P2 (ID=1) Yes 0 s/0 s/0.005 s 22,364 KB/58,092 KB

P2 (ID=2) Yes 0 s/0 s/0.001 s 22,368 KB/58,096 KB

P2 (ID=3) Yes 0 s/0 s/0.001 s 22,372 KB/58,100 KB

P3 Yes 17.219 s/0.343 s/17.564 s 913,080 KB/1,837,156 KB

P4 (ID=0) Yes 3.125 s/0 s/3.134 s 885,332 KB/1,768,816 KB

P4 (ID=1) Yes 3.141 s/0 s/3.128 s 885,340 KB/1,768,824 KB

P4 (ID=2) Yes 3.094 s/0 s/3.1 s 885,340 KB/1,768,824 KB

P4 (ID=3) Yes 3.094 s/0 s/3.096 s 885,340 KB/1,768,824 KB

P5 (eATS, PRI=High) No 5.687 s/0.125 s/5.805 s 892,860 KB/1,768,204 KB

P5 (eATS, PRI=Low) Yes 5.688 s/0.141 s/5.83 s 892,852 KB/1,786,088 KB

P5 (pATS, PRI=High) Yes 5.735 s/0.125 s/5.861 s 895,928 KB/1,791,072 KB

P5 (pATS, PRI=Low) Yes 5.719 s/0.125 s/5.836 s 895,920 KB/1,791,244 KB

P5 (SP, PRI=High) – 1.953 s/0.094 s/2.047 s 528,540 KB/1,065,736 KB

P5 (SP, PRI=Low) – 1.984 s/0.125 s/2.111 s 528,556 KB/1,065,748 KB
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vantages and disadvantages of eATS and pATS.
 1) Effects  of CIR/CBS configuration  on  the  worst-case

delay results

CIR/CBS

CIR

CBS

CIR/CBS

To  understand  the  impacts  of  ATS  parameters  on
real-time performance, we first adopt the flow configura-
tion in Table 2 but adjust the  to analyze the
worst-case delay  results  of  different  priority  classes  un-
der  various  ATS  parameter  conditions.  There  are  total
eight  flows  that  can  be  categorized  into  the  high-  and
low-priority classes. The rate and frame length of a high-
priority flow  are  4.8  Mbps  and  48  μs.  Also,  for  a  low-
priority flow, its rate and frame length are 4 Mbps and 40
μs,  respectively.  Note  that  the frame processing of  ATS
should  maintain  the  transmission  without  packet  losses
for a safety-critical system. Therefore, the value of 
in  ATS should  be  greater  than  or  at  least  equal  to  the
total  bandwidth  requirement  of  flows.  Otherwise,  the
shaped  queue  might  be  overflow  from  the  long-term
transmission  aspect.  In  addition,  the  value  of  is
mainly  related  to  the  maximum allowed  bursts  in  TSN
networks. Lastly,  the worst-case delay results under dif-
ferent  configurations can be obtained by the
test automata.

The experiment results show that the worst-case de-
lay  of  pATS  can  always  remain  the  same  value  even  if
the CIR/CBS configurations are adjusted in various test
cases. However, for the eATS method, the worst-case de-
lay results of the high-priority class can be greatly affect-
ed by the configuration of CBS. When the configuration
of CIR is slightly larger than the total bandwidth of ag-
gregated  flows,  the  delay  results  of  high-priority  flows
with eATS will be larger than that with pATS, and the
main  difference  between  them  is  a  maximum  frame
transmission  time  belonging  to  the  low-priority  class.
Conversely,  when  the  value  of CIR and CBS are  large
enough to  allow  more  bursts  in  networks,  the  delay  re-
sults of eATS will be the same as those of pATS.
 2) Performance  analysis  of  eATS/pATS  under  multiple

priority classes
The  experimental  results  in  Section  3.1  show  that

the worst-case delays of the high-priority class have sig-
nificant  differences  under  various CIR/CBS configura-
tion  cases  when  different  frame  selection  methods  are
adopted  in  asynchronous  TSN  networks.  To  clarify
whether  eATS  and  pATS  can  maintain  consistent  real-
time performance under multiple priority class scenarios,
we need to understand the influences of eATS and pATS
on  the  transmissions  of  prioritized  flows.  Therefore,  we
take  three  priority  settings  as  an  example  and  compare
the delay results of flows under different priority classes
using  formal  analysis,  simulation-based  approach,  and
analytical method, respectively.

As shown in Table 5, there are 6 shaped queues and
12  flows  classified  as  high-,  medium-,  and  low-priority
classes.  According  to  the  network  parameters  given  in
Table  5 for  the  high-priority  flows,  it  can  be  calculated

400× 8 / 100 = 32
400× 8 / 1000 = 3.2

that  the  transmission  time  for  a  high-priority  frame  is
 μs, and the rate of a high-priority flow

is  Mbps.  Similarly,  the  transmission
time for  the  medium-  and  low-priority  frame  are  64  μs
and 80 μs, and the rate of the medium- and low-priority
flows are 6.4 Mbps and 8 Mbps, respectively.
 
 

Table 5  Network parameters with three priority classes

Priority
Queues Flows

CBS (B) CIR (Mbps) Qnum L (B) P (μs) Fnum
High 600 16 2 400 1000 4

Medium 1200 16 2 800 1000 4

Low 1600 16 2 1000 1000 4
 
 

Based  on  the  formal  analysis,  simulation  approach
and analytical method [9], the delay results under three-
priority classes are presented in Figure 10, and the prior-
ity class is used as the x-axis. Overall, the lower the pri-
ority of flow is, the larger its transmission delay becomes.
Also, the red and blue histograms respectively represent
the  worst-case  delay  results  of  the  three  priority  flows
under the formal analysis method. For the flows belong-
ing  to  the  low-priority  class,  the  delay  results  of  both
eATS and pATS are 704 μs (32 μs × 4 + 64 μs × 4 + 80
μs × 4). However, the delay results of the medium- and
high-priority flows under the eATS are larger than those
under the pATS. A possible reason is that lower-priority
flows  may  have  more  opportunities  to  transmit  when
they  arrive  earlier  than  higher-priority  flows  under  the
eATS method. Then, the higher-priority flows under the
eATS have to wait more time in shaped queues and re-
sulting in a larger transmission delay. For this reason, it
can be concluded that eATS provides more transmission
opportunities  for  the  lower-priority  class  at  the  expense
of real-time  performance  for  higher-priority  classes.  Be-
sides, according to the delays of flows obtained from sim-
ulation experiments in Figure 10, it can also be seen that
the average delay results of the low-priority flows under
eATS has been significantly improved.
 3) Delay results in an E2E network scenario

{f1, f2, f3, f4, f5,
f6, f7, f8}

In  the  E2E experiment  case,  we  intend  to  compare
the worst-case  E2E delay results  to  discuss  the  applica-
bility of different frame selection methods under an E2E
scenario. As shown in Figure 11, the network topology of
the E2E case consists of four end systems (ES) and two
bridges  connected  by  a  full-duplex  link  with  100  Mbps.
Also,  there  are  a  total  of  eight  flows 

 in the network, of which the red color belongs
to the high-priority class and the black color is the low-
priority class. All flows start from the Talkers (ES1/ES2)
and go through 3-hop forwarding before finally reaching
the Listeners (ES3/ES4). The flow parameters in Table 2,
including  the  frame  length  and  period,  are  adopted  to
configure  the  high-  and  low-priority  flows,  and  we  also
use the CIR/CBS parameters in Table 2 to configure the
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ATS shapers in networks.
Besides,  we  also  evaluate  the  E2E worst-case  delay

bounds of eATS/pATS with the analytical results [9] and
experimental  simulations  as  benchmarks  for  reference
comparison. Figure  12 shows the  E2E  delay  results  un-
der formal analysis, simulation-based approach and ana-
lytical method. For each priority class, five different E2E
delay results  are demonstrated,  including the worst-case
delays  of  eATS/pATS  method,  the  average  simulation
results in  UPPAAL  and  the  analytical  calculation  re-
sults  with (3).  As shown in Figure 12, for  the delay re-
sults  of  low-priority  class  in  formal  analysis,  the  eATS
and pATS have the same E2E worst-case delay results, 704
μs.  However,  the  worst-case  delay  for  the  high-priority
flows in eATS (544 μs) is larger than the delay in pATS
(504 μs).  Meanwhile,  the average delay results  for  high-
and low-priority flows are calculated based on the simu-
lation experiments in UPPAAL. As shown in Figure 12,
for the average delay results under the simulation experi-
ments,  the average delay of  high-priority flows in eATS
is larger than that in pATS. On the contrary, the aver-
age  delay  of  low-priority flows  in  eATS  is  smaller  than
that in pATS. Therefore, the fairness of transmission for
lower priority flows based on the eATS method can also
be effectively verified in an E2E network scenario.

Besides, as it can be seen from Figure 12, the delay
results for all priority classes with the analytical method
are much larger than the results of eATS/pATS. Hence,
the worst-case E2E delay results obtained by the analytical
method can only show the upper-bounded delay of differ-
ent priority classes, but cannot effectively distinguish the
details of the frame selection process.

 4) Discussion
According  to  the  comparison  results  of  the  above

different cases, we can discuss and summarize advantages
and disadvantages of the two frame selection methods.

Firstly, the pATS can always satisfy the shaping-for-
free property under different CIR/CBS configurations, so
it  ensures  the  real-time  performance  of  higher-priority
flows during network transmissions. Secondly, the trans-
mission  of  higher-priority  flows  with  the  eATS  method
might be delayed by lower-priority flows due to the fac-
tor  of  eligibility  time.  Hence,  the  lower-priority  flows
could have more transmission chances thanks to the pos-
sibly earlier  eligibility  time.  Based on the above reason,
it can be concluded that the eATS can provide more fair-
ness for transmitting low-priority flows in networks, and
the improvement for lower-priority class is mainly at the
cost  of  a  slight  increase  in  worst-case  delay  for  high-
priority  class.  Lastly,  in  most  cases  we  just  take  two-
priority  classes  as  an  example  to  analyze  the  real-time
performance of flows in eATS/pATS. However, the con-
clusions from this experiment are still valid for more pri-
ority  scenarios  according  to  the  performance  analysis  of
eATS/pATS under multiple priority classes, and the de-
tailed implementation schemes of networking need to be
evaluated and optimized further by the network design-
ers to meet the deadline requirements.

 VII. Conclusion
In this  paper,  we present  a  formal  modeling  frame-

work of  ATS  to  compare  the  influences  of  frame  selec-
tion  methods  on  real-time  properties  and  corresponding
network  performance.  Based  on  the  formal  model,  the
deadlock-free, starvation-free,  and  shaping-for-free  prop-
erties have been verified for possible safety-critical appli-
cations.  The  verification  results  show  that  the  shaping-
for-free property is satisfied with the pATS method, but
it is not fulfilled with the eATS method. Besides, we con-
duct a timing analysis for the two transmission selection
methods.  The  E2E  worst-case  delay  bounds  under  the
two frame selection methods are compared and analyzed.
The  results  illustrate  that  the  eATS  can  provide  more
fairness for the transmission of low-priority flows in asyn-
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Figure 10  Delay results under three-priority classes.
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chronous TSN networks.
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