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Abstract — As a safe and convenient imaging technology in clinical routine diagnosis, ultrasound imaging can pro-
vide real-time 2D images of internal tissues and organs. To realize real-time 3D image reconstruction, pixel nearest
neighbor interpolation (PNN) reconstruction algorithm and Bezier  interpolation algorithm are combined into a hy-
brid  reconstruction  algorithm.  On  this  basis,  a  real-time  interactive  3D  ultrasound  imaging  system  is  developed.
Through temporal calibration and spatial calibration, the six degrees of freedom poses of 2D ultrasound images can
be accurately collected. The 3D volume reconstructed by the proposed 3D reconstruction algorithm is visualized by
volume rendering.  A multi-thread  software  system allows  parallel  operation  of  data  acquisition,  3D reconstruction,
volume visualization and other functions. 3D imaging experiments on a 3D printing femur model,  a neck phantom
and the neck of human volunteers were performed for systematic evaluation. When the reconstruction voxel size was
set to be (0.53 mm3, 1.03 mm3, 1.53 mm3), the reconstruction errors of the femur and trachea model were respective-
ly (0.23 mm, 0.31 mm, 0.56 mm) and (0.62 mm, 0.88 mm, 1.41 mm). Clinical feasibility was demonstrated by appli-
cation of the 3D ultrasound imaging on the neck of human volunteers.
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 I. Introduction
The  accurate  diagnosis  and  treatment  of  modern

medicine needs the information support of medical imag-
ing.  With  the  development  of  intraoperative  navigation
system and robot technology, how to obtain real-time 3D
spatial structure of patients has become an urgent prob-
lem  to  be  solved.  Computerized  tomography  (CT)  and
magnetic resonance  imaging  (MRI)  can  provide  3D  im-
ages  of  the  human  body  with  high  accuracy.  With  the
use  of  C-arm  CT,  real-time  intraoperative  imaging  has
been  achieved  [1].  However,  these  imaging  techniques
have some problems,  such as radiation,  large equipment
and  high  cost.  Ultrasound  (US)  imaging  does  not  have
the above problems and has better real-time and soft tis-
sue  imaging  effect.  Nowadays,  2D  US  imaging  is  more
widely  used  than  3D  US  imaging  because  of  its  higher
image  quality  and  lower  cost.  At  the  same  time,  the
reading of 2D US images has a higher requirement on the

knowledge  and  experience  of  doctors.  There  is  a  higher
demand for 3D US imaging in the examination of fetuses,
spines and other organs [2]–[4].

3D US imaging  techniques  can be  divided into  two
main  categories  depending  on  the  transducer  used.  One
is  using  a  2D  matrix  transducer  [5]  or  a  spherically
curved array transducer [6] to generate 3D US images di-
rectly.  However,  the  process  of  making  a  2D  matrix
transducer  or  a  spherically  curved  array  transducer  is
complicated and expensive, and the resolution of the gen-
erated image is low. Another one is still using the tradi-
tional transducer.  3D  images  are  reconstructed  by  col-
lecting  six  degrees  of  freedom  (6-DoF)  poses  of  2D  US
images. Compared  with  the  first  category,  the  3D  im-
ages produced by such methods are of higher quality and
the  operation  is  more  flexible.  The  process  of  3D  US
imaging  using  2D  US  images  with  known  6-DoF  poses
can be divided into three steps: data acquisition, 3D re- 
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construction and volume visualization.
The key of the data acquisition stage is to accurate-

ly obtain the 6-DoF pose of each 2D US image. The ex-
isting 6-DoF pose acquisition methods can be divided in-
to sensorless and sensor-based. Sensorless methods use al-
gorithms,  such  as  speckle  decorrelation  [7]  and  machine
learning  [8],  to  predict  the  relative  pose  relationship  of
adjacent  2D US images.  In  this  way,  3D images  can be
obtained  without  any  additional  equipment.  However,
there is a large cumulative error. Even if the addition of
small  sensors,  such  as  inertial  measurement  unit  (IMU)
[9], can reduce the error while retaining the original ad-
vantages, it is still difficult to use for large-scale imaging.
In the sensor-based approach, a sensor or a device, such
as  optical  measurement  systems  [10],  electromagnetic
measurement  systems  [11],  [12],  vision  systems  [13],
robots  [14]–[16]  and  mechanical  devices  [17],  [18], is  in-
stalled on the US probe to capture its 6-DoF pose. Chan
et  al. even  tried  to  implement  pose  collection  using  a
game  controller  [19].  The  sensor-based  methods  have
higher accuracy than the sensorless methods, but the op-
eration is limited by the existence of sensors. Many stud-
ies have  reduced  this  limitation  through  equipment  im-
provement [20] and algorithm design [21].

3D  reconstruction  is  to  convert  2D  images  with
known 6-DoF poses into a structured 3D volume with re-
construction algorithm. Point cloud data is the easiest to
generate, but only for small amounts of data [13]. In or-
der to  facilitate  subsequent  visualization  and  data  pro-
cessing, 3D data is usually set in 3D voxel grid form. The
existing reconstruction algorithms in 3D voxel grid form
can be  divided  into  three  categories:  pixel-based  meth-
ods (PBMs), voxel-based methods (VBMs) and function-
based  methods  (FBMs).  PBMs  traverse  each  pixel  of
each 2D image  to  update  the  voxel  values  in  its  neigh-
borhood,  such  as  pixel  nearest  neighbor  interpolation
(PNN) [22],  [23],  pixel  trilinear interpolation (PTL) [23]
and squared distance weighted interpolation (SDW) [24].
So PBMs  are  often  used  in  real-time  3D  imaging  sys-
tems  [12],  [23].  VBMs  traverses  each  voxel  in  the  grid
and calculates its value based on the values of pixels in
its neighborhood, such as voxel nearest neighbor (VNN)
[25]  and  distance  weighted  (DW)  [26]. VBMs  can  com-
plete  3D reconstruction quickly  when all  data collection
is completed. FBMs use the function, such as radial ba-
sis  function  (RBF)  [27]  and  Bezier  curve  [28],  fitted  by
values  and  coordinates  of  pixels  to  calculate  values  of
voxels. Even with a small amount of data, FBMs can en-
sure the continuity of reconstruction results.

Due to the limitation of technology, the existing 3D
ultrasound imaging  system  is  difficult  to  meet  the  re-
quirements  of  clinical  application.  Chen et  al. used  a
wireless  real-time  3D  US  imaging  system  to  image  the
human  spine,  but  the  imaging  accuracy  was  low  [29].
Jiang et al. also achieved rapid reconstruction of a com-
plete  human spine  [30]. However,  limited  by the  visual-
ization method,  it  can  only  be  used  for  scoliosis  assess-

ment. Xing et al. designed a 2D/3D US/CT-guided sys-
tem  for  percutaneous  focal  liver  thermal  ablation,  but
the accuracy still needs to be further verified [31].

In order to meet the needs of clinical application, we
propose  a  real-time  interactive  3D  US  imaging  system.
During the  scanning  process,  the  system can  simultane-
ously reconstruct and display high quality 3D images. In-
teractive  functions  can  meet  a  variety  of  clinical  needs.
An  improved  spatial  calibration  method  [32]  is  used  to
calibrate the US probe. The 3D voxel grid is updated by
a hybrid  reconstruction  algorithm  combining  Bezier  in-
terpolation  [28]  and  PNN  algorithm  [23]. The  recon-
structed 3D  volume  is  visualized  by  ray-casting  render-
ing on the GPU. A multi-thread software system is pro-
posed to implement the above functions in parallel. The
clinical feasibility of the system has been verified by vari-
ous experiments on models and human.

The  research  was  presented  at  the  2022  World
Robot  Conference  Symposium  on  Advanced  Robotics
and Automation (2022 WRC SARA) [33]. In this paper,
the calibration methods and results,  experimental meth-
ods and results as well as the improved reconstruction er-
ror calculation method will be introduced in more detail.

 II. Methods

 1. System description
The components of  the real-time interactive 3D US

imaging system are shown in Figure 1.
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Figure 1  The components of the real-time 3D US imaging system.   
    
 

The system consists  of  three  main  parts:  US image
acquisition system, pose acquisition system and comput-
er  system.  US  image  acquisition  system  contains  a
portable US scanner (M9T, Mindray Corporation, Shen-
zhen, China) with a linear 2D US probe (L12-4S). 2D US
images  are  transmitted  from  the  US  image  acquisition
system to the computer system with using an image ac-
quisition card (TC-UB 530, TCHD, Beijing, China). Pose
acquisition system is  used to  obtain  6-DoF poses  of  the
US  probe.  It  contains  an  optical  measurement  device
(Polaris Vega, NDI, Ontario, Canada) and an optical mark-
er mounted on the US probe. Computer system contains
a PC (AMD Ryzen 7 5800 H with Radeon Graphics 3.20
GHz,  16  GB  RAM  and  Nvidia  GeForce  RTX  3050Ti)
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and  a  multi-thread  software  system  programmed  with
C++. The software system uses the collected data for 3D
reconstruction  and  realizes  3D  image  visualization  and
user interaction through a graphical interface.
 2. Temporal calibration

Because  the  collected  data  does  not  contain  a  time
stamp and there is an unknown time difference in the da-
ta transmission process, the time axes of image data and
pose  data  are  not  aligned.  Therefore,  it  is  necessary  to
obtain  the  unknown  time  difference  between  the  two
types  of  data  by  temporal  calibration.  Rousseau et  al.
proposed  a  calibration  method  [34].  We  simplified  it  so
that the temporal calibration could be done quickly. The
US probe moves up and down quasi-periodically in a sink
filled  with  water.  During  this  time,  the  bottom  of  the
sink should always be within US imaging range.  At the
same  time,  US  images  and  6-DoF  poses  are  collected
from the  US  scanner  and  optical  measurement  equip-
ment.  The bottom of  the sink is  extracted from the US
image by the linear detection algorithm. The vertical dis-
placement curves with time are calculated by using two
kinds of data collected respectively. Then the time differ-
ences  between  the  two  curves  at  the  highest  positions
and  the  lowest  positions  are  calculated.  The  average  is
considered  to  be  the  time  difference  between  the  two
kinds of data.
 3. Spatial calibration

3D reconstruction requires 2D images with known 6-
DoF  poses.  However,  the  data  provided  by  the  optical
measuring device  is  the  6-DoF  pose  of  the  marker  in-
stalled on the US probe,  rather  than the 2D US image.
We improve  a  US  probe  spatial  calibration  method  de-
signed  by  Wen et  al. [32]  to  calculate  the  relative  pose
relationship  between  the  2D US image  and  the  marker.
This  method  has  high  precision,  simple  operation  and
low cost.

{I}
{M} {W}

{S}

For  spatial  calibration,  a  stylus  (standard  Polaris
stylus,  NDI,  Ontario,  Canada)  was  adjusted  so  that  its
tip was just on the 2D US image plane. As shown in Fig-
ure 2, let  represent the 2D US image coordinate sys-
tem,  represent the marker coordinate system, 
represent the optical measurement device coordinate sys-
tem and  represent the stylus coordinate system. The
coordinate of the stylus tip in the marker coordinate sys-
tem can be described as
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where  is  the  coordinates  of  the  stylus  tip  in  the
marker  coordinate  system and  is  the  coordinates  of
the  stylus  tip  in  the  stylus  coordinate  system.  and

 are  the  corresponding  homogeneous  transformation
matrices. The coordinates of the pixel in the stylus coor-
dinate system is caculated by a pointer calibration [35].

The tip of the stylus appears as a bright white point
on the US image. The coordinate of the tip in the 2D US

image can be obtained by manual selection.
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T (2)
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where  is  the  coordinate  of  the  stylus  tip  in  the  2D
US image and  is the 2D pixel coordinate of the sty-
lus tip in the 2D US image.  and  are the scaling fac-
tors representing the pixel spatial resolution along the 
and  direction.

Multiple  sets  of  coordinates  can  be  obtained  by
changing the position of the stylus tip on the US image.
The relative pose relationship between the 2D US image
and the  marker  was  obtained by registering  two groups
of  point  clouds  in  2D  US  image  coordinate  system  and
marker coordinate  system  by  singular  value  decomposi-
tion (SVD) method [36].

For ease of operation, the spatial calibration is per-
formed using the device shown in Figure 3.
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Figure 3  The device of spatial calibration.
 

A calibration phantom fixed in a water sink is used
for fixing the US probe. A stylus plate is set on the side
of the sink. Four adjusting bolts between the stylus plate
and the sink are used to fine-tune the position of stylus
so that the stylus tip is in the US image plane. The posi-
tion of the stylus tip on the US image can be changed by
placing the stylus in different holes on the stylus plate. A
needle guidance keeping a puncture needle indicates the
physical spatial position of the 2D US image. Just make
sure the stylus tip is in contact with the puncture needle.

In order to verify the accuracy of the spatial calibra-
tion, nine additional sets of data were collected to calcu-
late  the  error.  The  formula  of  root-mean-square  error
(RMSE) is expressed as follows.
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Figure 2  Schematic diagram of spatial calibration.
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where  is  the  Euclidean  norm.  is the  homoge-
neous transformation  matrix  computed  by  spatial  cali-
bration.  is the number of data groups.
 4. Hybrid reconstruction algorithm

{V }

In the 3D US imagine system, a volume in the form
of a 3D voxel grid is predefined for 3D reconstruction. As
shown in Figure 4, let  represent the volume coordi-
nate  system.  The  coordinate  transformation  from  pixels
of 2D images to volume voxels can be described as
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where  is  the  coordinates  in  the  volume  coordinate
system and  is the coordinates in the 2D US image co-
ordinate  system. , ,  are  the  corresponding
homogeneous transformation matrices.
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Figure 4  The transformation relationships among the 2D US image,
the marker, the optical measurement device and the volume.
 

After  coordinate  transformation,  the  voxel  values
need to be calculated by reconstruction algorithm. Nowa-
days,  few reconstruction algorithms can meet  both real-
time performance and high precision [37]. The PNN algo-
rithm  [38]  is  widely  used  in  incremental  reconstruction
because of its small computation and its ability to calcu-
late a single image. However,  it  is  difficult to guarantee
the continuity and smoothness  of  reconstruction results.
Huang et  al. realized  fast  reconstruction  of  sparse  data
by using Beizer interpolation [28].  Compared with other
algorithms, this  algorithm takes into account the recon-
struction speed and the continuity of  the reconstruction
result. However, the low accuracy and the inability to re-
peat the scan make it less useful. In this paper, a hybrid
algorithm combining  PNN reconstruction  algorithm and
Bezier  interpolation  algorithm  is  used  to  achieve  real-
time reconstruction with high precision, repeatable scan-
ning and good continuity.

As shown in Figure 5, each reconstruction uses four
2D images with known 6-DoF poses to fit a Bezier curve
to  determine  voxels  to  be  updated  and  their  values.  In
order to ensure continuity and smoothness, there will be
two identical 2D images in two adjacent reconstructions.

Pixels  in the same position on the four images are used
as control points to fit a cubic Bezier curve.
 

P (t) =P1 (1− t)
3
+ 3P2t (1− t)

2

+ 3P3t
2 (1− t) + P4t
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where  is 3D coordinates and value of the point on
the  Bezier  curve,  is  the  normalized  parameter  of  the
position on the Bezier curve and , , ,  are the
control points. A control point  can be described as
 

P = [px, py, pz, pv]
T (6)
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where  is the 3D coordinates of  in the vol-
ume coordinate system, and  is the value of .
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Figure 5  Bezier curve fitted with four 2D images.
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The values calculated from the Bezier curves are not
directly assigned to the voxels. The weighted average as-
signment  method  in  PNN  algorithm  is  used  to  update
the voxel value. The predefined volume contains two 3D
voxel grids,  and . Values of voxels are recorded in ,
and  weight  values  of  voxels  are  recorded  in .  Before
each  reconstruction,  assume that  the  value  of  the  voxel
of  coordinates  is  and  its  weight  is

. The value calculated using Bezier curve is 
and the weight is  (default is 1). The values of  and

 at the coordinates  are updated to
 

V (i, j, k)n+1 =
V (i, j, k)n W (i, j, k)n + vw

W (i, j, k)n + w
(7)

 

W (i, j, k)n+1 = W (i, j, k)n + w (8)

V (i, j, k)n+1 W (i, j, k)n+1

(i, j, k)

where  and  are  the  new value
and new weight value of voxel at coordinates , re-
spectively.

Due to the limitation of computing performance, the
2D  images  need  to  be  down-sampled  to  speed  up  the
computational speed of reconstruction. Downsampling re-
duces the number of pixels involved in computation, thus
realizing real-time reconstruction. In order to ensure the
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accuracy of reconstruction results, the down-sampling co-
efficient should not be too large. In this study, the down-
sampling coefficient is 2.

By the method shown in Algorithm 1, each time a 2D
US  image  and  its  pose  are  collected,  3D  reconstruction
can be  performed once.  The  hybrid  reconstruction  algo-
rithm not only satisfies the real-time and high precision,
but also ensures the continuity and smoothness of the re-
sults.

Algorithm 1  Hybrid reconstruction algorithm
V W

DataQueue
Predefine: : 3D voxel grids for voxel values; : 3D voxel

grids for weight values; : queue for 2D images
and their 6-DoF poses.

Image PoseInput: : 2D image;  6-DoF pose of 2D image.
Image = (Image)　  downsample ;

(Image,Pose) DataQueue　Put  into ;
DataQueue ≥ 4　if (size of )

DataQueue　 Take out the first two in the ;
DataQueue　 Copy the first two in the ;

　 Repeat until (traverse all pixel positions of 2D image)
　　 Compute four control points;
　　 Compute Bezier curve;
　　 Repeat until (traverse all voxels on the Bezier curve)

V W　　　 Update  and .

 5. 3D visualization
With using the ray casting method based on a GPU,

real-time volume rendering is realized by the visualization
toolkits (VTK, KitwareInc, New York, USA). Interactive
tools are designed to allow users to freely adjust the color
and transparency of 3D images. To make it easier for doc-
tors to operate during scans and surgeries, the US probe
is also visualized on 3D image with using the VTK.
 6. Multi-thread software system

The  software  system  requires  data  acquisition,  3D
reconstruction  and  visualization  in  real-time.  As  shown
in Figure 6, the software system consists of eight threads
to perform multiple tasks simultaneously.
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Figure 6  The structure of multi-thread software system.
 

The  next  steps  describe  the  functionality  of  each
thread and the transfer of data between them.

• Graphical  interface  thread:  The  graphical  inter-
face  will  run  in  this  thread.  Receive  data  from  other
threads, such as 2D images, 3D images, 6-DoF poses and
segmentation results, and display them on the interface.
After the user uses the interactive tools on the interface,
this thread will send interactive signals to other threads.
Rendering with VTK is also done in this thread.

•  US  thread:  Receive  2D  US  images  from  the  US
scanner and send them to other threads at 30 frames per
second.

•  Pose  thread:  Receive  6-Dof  poses  of  the  marker
from the  optical  measurement  device  and  send  them to

other threads at 30 frames per second.
• Data processing thread: In this thread, 2D US im-

ages are segmented using an algorithm chosen by the us-
er. 2D images and 6-DoF poses are matched one by one
with using the result of the temporal calibration. 2D im-
ages with known 6-DoF poses are sent to other threads.

•  Complete  reconstruction  thread:  The  volume  is
updated by the hybrid reconstruction algorithm with us-
ing  2D  US  images  with  known  6-DoF  poses.  What's
more,  the  volume  is  predefined  and  segmented  in  this
thread. The volume is sent to other threads.

• Segmentation reconstruction thread:  The volume
is updated by the hybrid reconstruction algorithm using
2D image segmentation results with known 6-DoF poses.
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The volume is sent to other threads.
• Tools show thread: In this thread, 3D images with

known 6-DoF poses  of  tools,  such  as  the  US probe  and
puncture needle, are generated. Then the data is sent to
Graphical Interface Thread to implement tools visualiza-
tion.

• Section view thread: Receive the volume sent by
the Complete Reconstruction Thread. The sectional view
is generated using the 6-DoF pose of the section plane se-
lected  by  the  user  and  sent  to  the  Graphical  Interface
Thread for visualization.
 7. 3D imaging experiments on phantoms

In order to verify the feasibility of the proposed sys-
tem and test the accuracy, 3D imaging experiments on a
femur model and a neck phantom were carried out.

The femur model was 3D printed using resin materi-
al. Since  the  femur model  was  placed in  the  water  dur-
ing  the  scanning  process,  the  accuracy  of  the  freehand
scanning will be reduced because of hand shaking due to
lack of  support.  As  shown in Figure  7,  the  US probe is
mounted on a KUKA iiwa7 robot arm to scan the femur
model to rule out the effects of hand shaking. The robot
arm will follow a predefined trajectory to scan the entire
end of the femur model. The surface of the femur model
is segmented  with  using  a  threshold  segmentation  algo-
rithm.

The neck phantom is a resinous solid cube contain-
ing a trachea, an esophagus, blood vessels, thyroid gland
and  two  thyroid  nodules.  After  the  scan  was  complete,
the color and transparency were changed through the in-
teractive tool  of  the software system. The purpose is  to
clearly  distinguish  the  various  tissues  and  organs  from
the 3D image.

In  order  to  evaluate  the  accuracy  of  the  3D  US
imaging system, the reconstruction errors in experiments
were  calculated.  The  3D  printed  femur  model  had  the
original  3D  data.  The  accurate  3D  data  of  the  trachea
model in  the  neck  phantom  was  obtained  by  CT  scan-
ning.  The  accurate  3D  data  of  phantoms  are  compared
with the imaging results  of  the 3D US system to calcu-
late reconstruction errors.

The  reconstruction  error  was  calculated  using  the
Medical  Image  Computing  System  software  (MICSys,
https://mrs.buaa.edu.cn/?page_id=342)  developed  by
our laboratory. The voxels representing the surface of the
femur model or trachea were segmented from the recon-
structed  volume  through  threshold  segmentation  and
connected  domain  selection.  With  using  morphological
closing  operation,  the  defects  caused  by  segmentation
were repaired.  The  outer  surface  of  the  segmented  vox-
els was extracted and smoothed. Since US imaging of the
surface  of  the  femur  model  or  tracheal  has  a  certain
thickness, the extracted surface data were double layers.
Only the outer surface was retained by manual selection.
The extracted  surface  data  were  registered  with  accu-
rate 3D data. The RMSE of the registration was taken as

the reconstruction error.
 8. 3D imaging experiments on human volunteers

The  3D  imaging  experiments  on  human  volunteers
were  performed  to  verify  the  clinical  feasibility  of  our
system.  A  sonographer  with  years  of  clinical  experience
performed  an  ultrasound  scan  on  the  neck  of  3  human
volunteers.  Two  of  them  had  thyroid  nodules  no  larger
than  3  mm  in  diameter.  Four  physicians  evaluated  the
quality of the 3D images generated in real time by exam-
ining  the  imaging  of  carotid  arteries,  thyroid  gland  and
thyroid nodules.

In order to verify the feasibility of the 3D US imag-
ing system  for  real-time  segmentation  of  tissue  and  or-
gan, an  additional  scan  of  the  carotid  artery  was  per-
formed.  A  circle  detection  algorithm  based  on  Hough
transform is  used to segment the carotid artery.  During
the scan, a complete 3D US image and a separate 3D im-
age of the carotid artery were generated simultaneously.

600× 800

In all experiments, the depth of the US imaging was
set  to  be  5  cm.  The  resolution  of  2D  US  images  was

 and the pixel size was 0.063 mm × 0.063 mm.
The frame rates of  2D US image acquisition and 6-DoF
pose acquisition were  both 30 frames per  second (FPS).
The down-sampling coefficient was set to be 4.

 III. Results

 1. Temporal calibration
The  variation  curves  of  vertical  displacement  with

time directly drawn using the data collected from the US
scanner and the optical measurement device are shown in
Figure 8(a). Apart from the beginning and the end, each
curve  contains  three  highest  points  and  four  lowest
points.  The  average  of  the  time  difference  between  the
highest  or  lowest  point corresponding to the two curves
is taken as the unknown time difference between the two
kinds of  data.  The  variation  curves  of  vertical  displace-
ment with time after eliminating time difference is shown
in Figure 8(b).

The two curves basically coincide after temporal cal-
ibration. Due to the hand-held US probe in the calibra-
tion  process,  the  US  image  cannot  be  guaranteed  to  be
strictly vertical.  Therefore, the two curves don't exactly
coincide, like the beginning and the end. Due to the au-
tomatic  algorithm,  the  bottom  position  of  the  sink  in
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some images  has  not  been  accurately  extracted.  There-
fore, there are mutation points in the curve representing
the  image  data,  such  as  the  first  and  second-highest
points. These mutation points were eliminated in the cal-
culation process.
 2. Spatial calibration

M
I T

The spatial  calibration was  carried out  for  5  times.
In  each  calibration,  9  sets  of  data  are  used  to  calculate

,  and  the  other  9  sets  of  data  are  used  to  calculate
calibration  error.  The  calibration  errors  are  shown  in
Table 1,  where FRE is the RMSE of registration in the
calibration  and  TRE  is  the  calibration  error  calculated
using equation (3).
 
 

Table 1  Spatial calibration errors

1 2 3 4 5

FRE (mm) 0.4557 0.4462 0.5159 0.6573 0.6168

TRE (mm) 0.8978 0.9531 0.7003 0.7391 0.9750
 
 

The calibration errors were all less than 1 mm. Due
to the low FRE value and the lowest TRE value, the re-
sult of the third spatial calibration was used for the sub-
sequent 3D reconstruction experiments.
 3. 3D imaging experiments on phantoms

The processes of 3D imaging experiments on the fe-
mur  model  and  the  neck  phantom  were  carried  out  as
shown  in Figure  9(a)  and (b). The  sizes  of  the  recon-
structed  volumes  are  shown  in Table  2.  The  scanning
process of the femur model shows 3D images with thresh-
old  segmentation.  The  scanning  processes  of  the  neck
phantom shows original 3D images.

The 3D imaging result of the femur model is shown
in Figure 10(a). In order to make the original 3D data of
the  neck  phantom more  intuitive,  interactive  tools  were
used to adjust them. As shown in Figure 10(b), the ad-

justed 3D image of the neck phantom can clearly present
various tissues and organs, such as the trachea, the thy-
roid gland, blood vessels and thyroid nodules.

The  3D  imaging  experiments  of  the  femur  model
and the neck phantom were repeated five times with the
voxel  size of  0.53 mm3,  1.03 mm3 and 1.53 mm3, respec-
tively. The surface of the femur model or trachea model
extracted  from  the  reconstructed  volume  was  registered
with the original 3D data or CT scan data. The registra-
tion results are shown in Figure 11. The mean and stan-
dard deviation (SD) of  the reconstruction errors  for  dif-
ferent voxel sizes are shown in Table 3.

The real-time 3D US imaging system has high recon-
struction  accuracy.  With  the  increase  of  the  voxel  size,
the reconstruction results are smoother. However, recon-
struction errors increase and some details are missing due
to the reduced resolution. The reconstruction errors and
SD of the femur model are smaller than those of the tra-
chea  model.  This  shows  that  robot  scanning  has  higher
imaging accuracy and stability than freehand scanning.
 4. 3D imaging experiments on human volunteers

The processes of 3D imaging experiments on human
volunteers were carried out as shown in Figure 9(c) and
(d). The sizes of the reconstructed volumes are shown in
Table  2.  During  the  scanning  progress  of  the  human
carotid artery,  the black part is  original  3D images and
the  red  part  is  3D  images  of  the  segmented  carotid
artery. According  to  the  graphical  interface  display  re-
sults, the real-time 3D US imaging system can follow the
US probe  to  achieve  real-time  incremental  reconstruc-
tion. The  reconstruction  results  have  excellent  continu-
ity  and smoothness.  Moreover,  repeated scanning of  the
same area does not adversely affect the imaging results.

Due  to  the  influence  of  the  surrounding  tissue,  it
was difficult to separate 3D images of the human by ad-
justing  the  color  and  transparency.  Although  the  circle
detection  algorithm can  segment  the  carotid  artery,  the
continuity  and  smoothness  of  the  segmentation  results
still have room of improvement.

The involved clinical practitioners can clearly distin-
guish  the  tissues  and  organs  from  the  3D  image  of  the
neck phantom.  For  human volunteer  imaging,  as  shown
in Figure  10(c), tissues  and  organs  can  be  clearly  ob-
served  after  manual  segmentation.  The  involved  clinical
practitioners had positive comments on the feasibility of
the system for clinical application.

 IV. Discussion
In this  paper,  a  real-time  interactive  3D  US  imag-

ing system  is  implemented.  Through  temporal  calibra-
tion  and  spatial  calibration,  the  6-DoF  poses  of  2D  US
images are accurately obtained. A hybrid reconstruction
algorithm, combining  Bezier  interpolation  and  PNN  re-
construction, achieves both real-time and continuous re-
construction. Compared with the Bezier interpolation al-
gorithm [28], our  algorithm can  not  only  realize  the  re-
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Figure 8  The  variation  curves  of  vertical  displacement  with  time.
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construction of  sparse data,  but also improve the image
quality by repeated scanning in the same position.

In  the  experiment,  the  real-time  3D US imaging  of
the models and human tissues is successfully realized us-
ing our system. The 3D imaging on human body is more
complex, and  the  muscle  tissue  joined  together  is  diffi-
cult to remove. Organs that are more responsive to ultra-
sound, like bones, are more easily to be segmented with
using segmentation algorithms. Further research may fo-
cus on changing or adding advanced 2D or 3D image seg-
mentation algorithms to improve the 3D image quality.
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Table 2  The sizes of the reconstructed volumes

Size of reconstructed volume

Femur model × ×76 mm  84 mm  106 mm

Neck phantom × ×68 mm  175 mm  121 mm

Human 1 × ×65 mm  67 mm  108 mm

Human 2 × ×82 mm  94 mm  112 mm

Human 3 × ×79 mm  83 mm  107.5 mm

Carotid artery × ×46 mm  83 mm  55 mm
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Figure 10  3D imaging results. (a) Femur model; (b) Neck phantom; (c) Human; (d) Carotid artery of human.
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In  addition  to  excellent  real-time  and  interactive
functions,  the  system  also  has  excellent  reconstruction
accuracy. Most of the calculated reconstruction errors are
even  smaller  than  the  length  of  the  voxel  sides.  This  is
also due to the surface extraction operation of the recon-
struction results in the error calculation process.

With  the  increase  of  the  voxel  size,  the  increase  of
reconstruction error and SD is easy to understand. How-
ever, the experimental results showed that the SD of tra-
chea  model  with  the  voxel  size  of  1.0  mm  was  smaller
than that with the voxel size of 0.5 mm. After analysis,
when the voxel  size  is  small,  the main source of  the in-
stability of  reconstruction  is  the  handshake.  The  reduc-
tion  of  resolution  reduces  the  effect  of  handshake  on
imaging  results.  The  larger  reconstruction  error  of  the
tracheal  model  compared  with  the  femur  model  is  also
due to the instability of freehand scanning.

Although  the  clinical  feasibility  of  our  system  has
been  verified  through  experiments,  there  is  still  a  long
way to march before the actual clinical application. The
current system requires the patient to remain still in the
duration of  the  scan,  otherwise  the  results  will  be  mis-
aligned and deformed.  In addition,  the patient's  breath-
ing will also affect the imaging accuracy. There are stud-
ies using the visual system to track the patient’s move [39].
In the  follow-up  work,  we  will  also  try  to  add  the  pa-
tient tracking function into the system.

 V. Conclusion
We  have  proposed  a  real-time  interactive  3D  US

imaging  system using  a  hybrid  reconstruction  algorithm
combining Bezier interpolation and PNN reconstruction.
The system can present 3D images while scanning. Imag-
ing  results  have  high  accuracy,  good  continuity,  good
smoothness  and  can  be  improved  by  repeated  scanning.
Interactive  functions  meet  the  clinical  needs  of  clinical
practitioners. The experimental results confirmed the fea-
sibility of the system in clinical application.
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