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   Abstract — For low latency communication service of
vehicles, it is critical to improve the delay performance of
power  line  communication  (PLC)  for  in-vehicle  network,
which can decrease the weight and cost of the vehicle. In
order to minimize the total time slots used in a transmis-
sion  task,  an  orthogonal  frequency-division  multiplexing
(OFDM)  subcarrier  diversity  combination  algorithm  of
PLC based on the  deep reinforcement  learning (DRL) is
proposed herein. The short packet communication theory
is  used  to  develop  an  optimal  combination  model  with
constraints on short packet reliability, transmitting power
and  the  amount  of  data.  The  state,  action,  and  reward
function of double deep Q-learning network (DDQN) are
defined, and diversity combination for OFDM subcarriers
is performed using DDQN. An adaptive power allocation
algorithm  based  on  the  thresholds  of  error  rate  and  the
data  amount  is  used.  Simulation  results  show  that  the
proposed algorithm can effectively improve the delay per-
formance of PLC under the constraints of power and data
amount.

   Key words — Power  line  communication, OFDM,

Low latency, Diversity, Deep reinforcement learning.

 I. Introduction
The  6G  integrated  sensing  and  communication

technology  for  the  internet  of  vehicles  (IoV)  not  only
has the function of high-precision positioning and sens-
ing, but also can monitor the internal operating condi-
tions of  the  vehicle  in  real  time  to  ensure  good  opera-
tion  of  the  vehicle  [1]. Therefore,  it  has  attracted  ex-
tensive  attention  from  academia  and  industry  [2],  [3].
Existing research mainly focuses on information interac-
tion  such  as  vehicle  to  infrastructure  (V2I)  [4],  [5],

vehicle  to  vehicle  (V2V)  [6],  and  vehicle  to  pedestrian
(V2P) [7]. The information collected by a large number
of sensors in-vehicle needs to be transmitted or aggreg-
ated  to  the  gateway  via  the  in-vehicle  network,  and
then  be  processed  or  forwarded  by  the  gateway.  With
the  increasing  number  of  sensors  and  applications,  to
enhance  the  performance  of  in-vehicle  network  is  also
crucial for the development of IoV.

Wireless  communication  has  the  characteristics  of
flexible access and strong scalability and can be used for
vehicle multimedia service transmission, but it needs to
solve the  adverse  effects  such as  impulse  noise  and in-
terference. For orthogonal frequency-division multiplex-
ing (OFDM) systems,  the  joint  sparse  theory  and ma-
chine learning algorithm framework can be used to  es-
timate and eliminate impulse noise to improve commu-
nication  reliability  [8].  In  addition,  due  to  the  limited
space in the vehicle, the wireless sensor network would
generate strong mutual interference. A large number of
dedicated communication lines, such as twisted pair and
coaxial cable  are  used  for  transmission  in-vehicle  net-
work.  With  the  increasing  number  of  6G  sensors  and
applications,  dedicated  communication  cables  will
greatly  increase  the  weight  and cost  of  the  vehicle.  As
shown  in Fig.1,  the  use  of  power  lines  in-vehicle  for
data  transmission  [9] does  not  require  additional  com-
munication wiring,  which can effectively reduce weight
and cost, and has important research value.

Considering the  complex  communication  environ-
ment and infrastructure, the delay, throughput and reli-
ability requirements of different services in the IoV are
also diverse. Compared with the traditional channel-ori- 
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ented design ideas, the data-oriented design idea will be
more  in  line  with  the  application  requirements  of  the
IoV. Focusing  on  the  data-oriented  resource  optimiza-
tion of  low latency,  Yang et al.[10]  proposed the delay
outage rate  (DOR)  as  an  evaluation  metric  and  dis-
cussed  how  optimal  rate  adaptation  (ORA),  optimal
power and rate adaptation (OPRA) and diversity tech-
nologies  improve  performance.  The  authors  of  [11] de-
duced the DOR for technologies such as adaptive modu-
lation coding and selective diversity,  among others,  for
low latency transmission of small data over fading chan-
nels. It investigated the ORA’s performance in conjunc-
tion with power allocation (ORA-PA). The above liter-
ature only  analyzes  and  optimizes  the  delay  perform-
ance in wireless communication and proposes theoretic-
al  innovative  ideas  and  achievements,  rather  than
provide  a  specific  implementation  scheme.  Considering
that the power line channel in-vehicle is easily affected
by factors such as fading and impulse noise,  it  is chal-
lenging to realize the power line transmission with high
reliability and low latency. Therefore, the study of how
to improve the delay performance of power line commu-
nication  (PLC)  to  meet  the  transmission  requirements
of  low  latency  services  of  in-vehicle  network  has  great
practical significance.

2× 2

Diversity  technology  and  massive  multiple  input
multiple output  (MIMO)  technology  are  key  technolo-
gies for implementing ultra-reliable low-latency commu-
nication  services.  In  wireless  communication  systems,
massive MIMO technology can be used to achieve data
diversity transmission, improving reliability without re-
ducing  spectrum  utilization,  and  diversity  technology
includes spatial  diversity,  time  diversity,  frequency  di-
versity, etc.  However,  PLC is  a  kind of  wired commu-
nication, the power line channel can only provide gener-
ally  communication  links  [12],  and  the  resources
are limited, so it cannot use massive MIMO technology
like wireless communication. In addition, if the time di-
versity technology is adopted, the transmission interval
of the same symbol should be larger than the coherence
time in  order  to  ensure  the  diversity  effect,  which  will
increase the transmission delay. In order to improve re-

liability on the basis of guaranteeing transmission delay,
frequency diversity becomes the primary choice of PLC.
In  [13], the  means  of  time  diversity  and  frequency  di-
versity are used to improve the ability of PLC to resist
periodic  impulse  noise  and  narrowband  interference  to
reduce a certain interleaving delay. Iraqi et al. [14] pro-
posed a  subcarrier  diversity-based  OFDM  smart  al-
gorithm.  It  may  be  possible  to  reduce  bit  error  rates
while maintaining spectral efficiency and rate by utiliz-
ing  transmission  diversity.  Diversity  technology  is  one
of  the  key  technologies  to  low  latency.  However,  the
previous studies has not discussed the optimal diversity
combination method in detail. For low latency services,
the  combination  should  consider  the  constraints  or
trade-offs  associated  with  performance  indicators  such
as  reliability  and  delay.  As  a  result,  relevant  studies
pose difficulties and provide theoretical value.

Deep reinforcement learning (DRL) can be used to
achieve fast  adaptive  strategy  selection  and  optimiza-
tion, and is  widely used in communication resource al-
location under multi-objective and multi-constraint con-
ditions.  Reference  [15] proposed  an end-edge-cloud col-
laborative  computing  framework  for  5G-enabled  IoV,
and  designed  a  distributed  service  offloading  method
based  on  deep  learning  and  DRL.  Reference  [16] pro-
posed a  joint  optimization  framework  for  spectrum al-
location  and  power  control  based  on  federated  DRL.
This  framework  can  improve  the  total  transmission
rates of  all  the  V2I  users  under  the  high-speed  move-
ment of the vehicle, and can also guarantee the robust-
ness of the network when new vehicles are connected to
the network.  Aiming at  the bottleneck of  spectrum re-
source shortage and low utilization rate of the air inter-
face in V2X, Reference [17] proposed a method based on
distributed  multi-agent  reinforcement  learning,  which
can  allocate  resource  block  sharing  in  OFDM  and
vehicle transmission power by optimizing long-term cu-
mulative discount returns, so as to improve the utiliza-
tion rate  of  spectrum resources.  In  the  coexistence  en-
vironment  of  train  to  wayside  (T2W)  communication
and  train  to  train  (T2T)  communication,  in  order  to
make  full  use  of  limited  spectrum  resources  and  solve
the problem  of  co-channel  interference  caused  by  fre-
quency  multiplexing,  Reference  [18] proposed  an  inde-
pendent channel selection and transmission power selec-
tion algorithm for T2T communication based on multi-
agent DRL, so as to reduce co-channel interference, im-
prove the throughput of T2T link and system, and en-
sure  successful  transmission  probability  of  T2T  link
within a  specified  time.  Aiming  at  the  problem of  un-
manned aerial  vehicles  pair-supported  relaying  naviga-
tion  in  the  Internet  of  things,  Huang et  al.  [19] pro-
posed an algorithm based on a dueling double deep Q-
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Fig. 1. Schematic  diagram  of  in-vehicle  data  transmission
based on PLC.
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network (dueling DDQN), the algorithm can have bet-
ter performance without prior knowledge and meet the
constraint  that  the  amount  of  information  reaches  a
certain threshold.  In view of  the non-reliability of  can-
didate  relays  in  nonorthogonal  multi-access  networks
under power line channels, Reference [20] proposed a ro-
bust security transmission scheme that aims to maxim-
ize the safety and speed of the system through joint op-
timal relay selection and power optimization allocation.
The solution method of DRL based on quantized chan-
nel state information is also presented. The proposed al-
gorithm can  effectively  alleviate  the  dimensional  dis-
aster problem with low time complexity,  and has good
scalability  and  generalization  performance.  Obviously,
under multiple  constraints,  DRL  has  certain  advant-
ages and exploration value in realizing the dynamic op-
timal allocation of communication resources.

In the vehicle communication environment, because
the  vehicle  is  moving,  the  communication environment
changes in real time. With the change in vehicle operat-
ing environment, the sensor data of each vehicle is dif-
ferent,  and  the  communication  environment  in  the
vehicle will  still  change.  If  the  method of  online  learn-
ing is adopted, a large amount of data needs to be col-
lected for  training,  and  the  algorithm  processing  com-
plexity is relatively large. In contrast, DRL can adopt a
combination  of  offline  training  and  online  training  to
pre-train the model with a large amount of data in ad-
vance,  and  then  conduct  real-time  data  collection  and
online  training  every  time  the  vehicle  runs,  which  can
reduce  the  amount of  data,  training time and improve
the universality of the algorithm.

Currently,  PLC  research  is  also  channel-centric,
with  little  attention  paid  to  critical  data  transmission
technologies. Because PLC is susceptible to channel fad-
ing  and  impulse  noise,  low  latency  data  transmission
presents additional challenges. In light of the preceding
studies, this  paper  proposes  a  novel  resource  optimiza-
tion  allocation  algorithm  based  on  OFDM  subcarriers
diversity combination and adaptive power allocation to
enhance the ability of PLC to transmit low latency ser-
vices. With a compromise between diversity and multi-
plexing,  subcarriers  with  varying  fading  conditions  are
combined in order to minimize the overall delay of ser-
vice data transmission, making full usage of subcarriers
with poor performance.  The main contributions of  this
paper are summarized as follows:

1) In order to minimize transmission delay, an op-
timization  model  for  PLC  systems  with  impulse  noise
by  combining  short  packet  communication  (SPC)  and
OFDM technology is established.

2) A DRL-based resource optimization algorithm is
proposed.  The  DDQN  algorithm  is  used  to  determine

the optimal  channel  diversity  combination.  An  adapt-
ive  power  allocation  algorithm  is  improved  and  used,
considering  the  SPC  error  rate  and  data  amount
threshold.

3)  Under  the  multiple  constraints  of  short-packet
reliability, subcarrier, and power, the model and its op-
timization performance were  compared,  and the effects
of diversity order, power distribution factor, and DDQN
parameters  on  deterministic  delay  performance  were
analyzed, which provides theoretical support for the ap-
plication  of  PLC  in  the  in-vehicle  network  under  the
background of 6G.

The remaining of this paper is as follows. The sys-
tem model  is  introduced in  Section II.  Section III  pro-
poses  a  DRL-based  algorithm of  diversity  combination
of  OFDM  subcarriers  approach.  Section  IV  provides
simulation results  and  the  conclusion  is  finally  re-
marked in Section V.

 II. System Model
In the vehicular network, the data volume of differ-

ent services  is  different.  For  example,  the  control  in-
formation is usually only tens or hundreds of bits, and
the  image  information  is  several  Mbits.  The  required
transmission  time  varies  from  one  transmission  slot  to
multiple transmission  slots.  The  data-centric  transmis-
sion scheme is to analyze and design from the transmis-
sion perspective  of  a  single  service  according  to  differ-
ent  service  requirements  and  resource  constraints,  to
carry out dynamic resource allocation according to the
real-time status of the power line channel and provide a
stable and  effective  transmission  scheme  for  data  ser-
vices that can meet boundary requirements.

 1. Channel model
This subsection mainly introduces the OFDM com-

munication  system  model  and  the  optimization  model.
Fig.2 is  the  schematic  diagram  of  the  OFDM  system
transmission framework based on diversity combination.
Based  on  the  quality  of  service  (QoS)  requirements  of
low-delay services  and  constraints  of  physical  layer  re-
sources  (number of  subcarriers,  maximum transmission
power, etc.), the transmitter performs resource optimiz-
ation allocation within a transmission time slot in com-
bination with the subcarrier state information obtained
by perfect channel  estimation:  Firstly,  subcarriers with
different fading degrees are combined by diversity, that
is, the same information is transmitted on multiple sub-
carrier channels with different fading estimates, so as to
fully integrate  transmission  resources  of  poor  subcarri-
ers and improve the boundary short-board performance
of multi-carrier transmission. Then, under multiple con-
straints such as resource and performance, algorithms of
estimated  error  modeling,  adaptive  power  allocation,
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and  machine  learning  are  used  to  minimize  service
transmission delay, so as to realize the effective tradeoff
between diversity and multiplexing.

t

K

X ′
t = [x′

t,1, x
′
t,2, . . . , x

′
t,K ]T

Xt = [xt,1, xt,2, . . . , xt,M ]T M

(·)T

Yt

According to  the  service  requirements,  In  the -th
transmission  slot,  the  transmitter  obtains  complex
signals  by  serial-to-parallel
conversion  and  mapping.  The  system  performs  diver-
sity combination and power allocation according to the
channel estimation values to obtain transmission signal

,  where  denotes the num-
ber of subcarriers and  denotes the transpose. Then,
the modulated symbol by OFDM is transmitted in the
power  line  channel.  After  discrete  Fourier  transform
(DFT) demodulation at the receiver, the equivalent re-
ceiving sequence  is produced:
 

Yt = Ht

√
PtXt + Fnt (1)

Ht

Pt

F

nt

where  denotes the power line channel frequency do-
main  fading  matrix,  represents  the  transmission
power matrix,  denotes the operator of discrete Fouri-
er  transform, and  represents  the time-domain noise
vector.

Ht

Ht = diag{ht,1, ht,2, . . . , ht,M} ht,i, i = 1,

2, . . . ,M i

t

For the PLC system of OFDM modulation, it is as-
sumed  that  the  channel  delay  spread  is  less  than  the
cyclic  prefix  length,  and  the  influence  of  inter  symbol
interference can be ignored, so  is a diagonal matrix,
then ,  where 

 denotes the channel fading coefficient of the -
th subcarrier in the -th transmission slot, and it can be
obtained using a bottom-up deterministic modeling ap-
proach based on transmission line theory [21] or a top-

ht,i

ht,i = logN(µp, σ
2
p)

ht,i

down statistical modeling approach that relies on chan-
nel  measurement data [22],  [23].  This  paper  focuses  on
the  channel  combination  and  power  allocation  algo-
rithm  under  the  condition  of  instantaneous  fading,  so
without loss of generality, it is assumed that the chan-
nel fading  satisfies the log-normal distribution [24],
[25], which can be expressed as , and
the  subcarrier  channel  is  a  flat  block  fading  channel,
that  is,  the  channel  fading  coefficient  remains un-
changed in a transmission time slot, and its probability
density function (PDF) is
 

fht,i(hp) =
1

hp
√

2πσ2
p

exp
(
− (lnhp − µp)

2

2σ2
p

)
(2)

E(h2
p) = exp(2µp + 2σ2

p) = 1 µp = −σ2
p

In order to ensure that the channel fading does not
change  the  average  power  of  the  received  signal,  this
paper normalizes the channel fading energy [24], so that

, then .
The power line channel is susceptible to the mixed

influence  of  background  noise  and  impulse  noise,  and
the two  are  independent.  In  order  to  study  the  influ-
ence  of  noise  in  PLC  system,  the  power  line  noise  is
modeled as a Bernoulli-Gaussian model [26], which con-
sists of two parts: background noise and impulse noise.
Its PDF has the following form:
 

f(n) = (1− PI)CN (0, σ2
B) + PICN (0, σ2

I ) (3)

CN (0, σ2
B) CN (0, σ2

I )

PI

σ2
B σ2

I

where  and  denote the normal dis-
tribution,  is the probability of the occurrence of im-
pulse  noise,  and  denote the  power  of  back-
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Fig. 2. OFDM system model using DRL-based diversity combination.
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N0 = (1− PI)σ
2
B + PIσ

2
I

ground noise and impulse noise, respectively. So the av-
erage total noise power is .

 2. Optimization model
M

M = {1, 2, . . . ,M}

k

t

It  is  known  that  there  are  subcarriers  at  the
transmitter and receiver, and  indic-
ates  the  sequence  number  set  of  the  subcarriers.  This
paper  discusses  the  use  of  diversity  to  transmit  the
same data over multiple subcarriers.  When a rate con-
straint exists, the channel with poor performance has a
high probability of being interrupted and retransmitted.
As a result, the paper effectively combines the channel
with  low  performance  with  other  channels  in  order  to
balance  the  performance  of  each  subcarrier  diversity
combination. Finally, the utilization rate and delay per-
formance of the channel are improved. At the receiver,
the merging  algorithm  is  adopted  to  process  the  re-
ceived  signals,  so  the  equivalent  signal-to-noise  ratio
(SNR) of the -th group of signals after merging in the
-th transmission slot is

 

γCt,k =
∑

i∈Mk

γt,i (4)

γt,i =
pt,i|ht,i|2
N0Wt,i

i

t pt,i
Wt,i Mk

k

where  denotes the SNR of the -th sub-
carrier in -th time slot,  denotes the transmit power
and  denotes  the  channel  bandwidth,  denotes
the sequence number set of the subcarriers correspond-
ing to the -th group.

||Mk1
||0 =

||Mk2
||0 = LD, k1 ̸= k2 LD

||·||0

This paper assumes that the same diversity order is
used in an OFDM transmission slot, so that 

,  where  denotes  the  diver-
sity order,  and  is  the 0-norm, that is  the number
of nonzero elements (In this paper represents the num-
ber  of  subcarriers  that  are  divided  into  the  same
group). So the transmission rate of SPC [27] can be ap-
proximated as
 

Rt,k=Wt,k

[
log2 (1+γCt,k)−

√
Vt,k

LS,t,k

Q−1(εt,k)

ln2

]
(5)

Vt,k = 1− (1 + γCt,k)
−2

LS,t,k Q−1(εt,k) Q

εt,k εt,k = 10−6

where  is  channel  dispersion,
 is packet size,  is the inverse of -func-

tion, and  is error rate and it is taked  in
this paper.

Dall
th

k

t

For  low  latency  services,  the  amount  of  data 
that  needs  to  be  transmitted  is  small.  Following  the
data-oriented  approach  in  this  paper,  the  rate  formula
is converted into the amount of data formula. Then the
amount of data that the -th packet transmitted at the
-th transmission slot in OFDM is

 

Dt,k=TC,tWt,k

[
log2 (1+γCt,k)−

√
Vt,k

LS,t,k

Q−1(εt,k)

ln2

]
(6)

Then, the total amount of data transmitted by all
subcarriers is
 

Dt =

K∑
k=1

Dt,k (7)

K t

Dt,k

where  denotes the total number of groups in the -th
OFDM transmission slot. Considering the system reliab-
ility,  the  system  interruption  will  occur  when  is
lower  than  a  certain  threshold.  Therefore,  the  actual
amount of data transmitted is
 

Dt = Dth

K∑
k=1

U(Dt,k −Dth) (8)

U(·) Dth

LS,t,k t

TC,t Dall
th Lt∑Lt

t TC,t
TC,t = TC

where  is  the  unit  step  function,  and  is  the
amount of data threshold, which is equal to the packet
length .  Given  that  the -th  transmission  slot  is

,  if  the amount of data  needs  transmission
slots  to  complete  transmission,  the  total  duration  is

. Without  loss  of  generality,  let  the  transmis-
sion slot  duration of  OFDM be equal, .  That
means  our  goal  is  to  minimize  the  total  number  of
transmission  slots  for  service  transmission.  Hence,  the
optimization problem is formulated as
 

min
{M1,...,MK}

Lt∑
t=1

TC,t (9)

 

s.t.



C1:Dth
∑Lt

t=1

∑K
k=1U(Dt,k −Dth) ≥ Dall

th

C2:
∑Lt

t=1

∑K
k=1

∑
i∈Mk

pt,k,i ≤ ptotal,∀t, k, i

C3: 0 ≤ pt,k,i ≤ pmax,∀t, k, i

C4:Mk1
∩Mk2

= ∅, k1 ̸= k2, k1, k2 ∈ {1, 2, . . . ,K}

C5:M1 ∪M2 ∪ · · · ∪MK = {1, 2, . . . ,M}

ptotal pmax

TC

where C1 represents the total data constraint of a single
service.  C2  represents  the  power  constraint  of  a  single
service,  is  the  total  power,  is  the  maximum
transmit power  of  a  single  subcarrier.  C3  is  the  trans-
mit power constraint on a single subcarrier; and C4 and
C5 are constraints on channel diversity combination, in-
dicating that within a , all subcarriers participate in
resource  allocation,  and  each  subcarrier  can  only  be
used once.

M
M !

M
2 !×2

M
2

−1
M = 20

1.3× 109

It can be known from formula (9) that the optimiz-
ation model  has  high  computational  complexity.  Tak-
ing  diversity  combination  as  an  example,  when  the
number  of  subcarriers  is ,  the  optimal  combination
scheme is . For instance, when , there

are  combinations. It  also  involves  parameter
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optimization.  Obviously,  the  traditional  algorithm  is
difficult and lacks closed analytic expression. In order to
solve the above problems, it proposes a low complexity
resource optimization algorithm based on DDQN to ob-
tain an approximate optimal solution. DDQN is a kind
of  DRL that  mainly solves  the problems of  continuous
state space and discrete action space. Herein, the para-
meters are continuous, and the diversity combination is
discrete, so DDQN is the most suitable for resource op-
timization.

 III. DRL-Based Resource Optimization
Algorithm

This section proposes a DDQN allocation (DDQN-
AL) algorithm for the low latency service’s SPC to op-
timize  the  allocation  of  OFDM subcarriers  and  power,
so as to minimize the transmission delay.

 1. Double deep Q-learning network

Q

Q

Q

Q

Q

Q

Q

Q

The key  feature  of  standard Q learning  and DQN
is  to  use  the  same  value  to  evaluate  and  select  the
best  action,  which  makes  agent  overestimate  the 
value of the selected action. To solve this problem, the
most effective way is to separate the  value of action
selection  from the  value  of  action  evaluation.  Using
the network structure shown in Fig.3, DDQN conducts
training by maximizing the  value of the selected ac-
tion into two network models:  action selection and ac-
tion evaluation, so as to reduce the overestimation of 
value through unbiased estimation of  value. Its work-
ing principle is that if the value network overestimates
an action, as long as the target network does not over-
estimate the action, accurate  value can still be calcu-
lated according to the target network.
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Fig. 3. DDQN principle.

 

θ∗

θ

When training the parameters of DDQN model, the
weight of  its  value network is  updated and the weight
of target network remains unchanged, while the weight
of  the target  network  is  the parameter through the
value network  replace the original weight parameters
get.  Since  the  weight  parameters  of  the  value  network

and the target network are not updated synchronously,
and  the  update  frequency  of  the  weight  parameters  of
the target network is lower than that of the value net-
work, the model parameters are more stable when con-
verging.  The experimental  research of  Van DDQN can
effectively reduce overestimation and thus obtain more
stable learning  in  the  experimental  study  by  van  Has-
selt et  al.  [28],  and  the  DDQN  algorithm  can  achieve
better performance than DQN in Atari 2600 games.

 2. Solution process of DDQN-AL algorithm
The system is assumed to use the ideal channel es-

timation algorithm.  After  receiving feedback about  the
channel state,  the  transmitter  uses  DDQN  to  determ-
ine  the  optimal  diversity  combination.  Then,  ORA  is
used  in  conjunction  with  a  power  allocation  algorithm
to minimize the total transmission slots for service data
blocks. To obtain the optimal diversity combination us-
ing  the  DDQN algorithm,  the  state  space,  action,  and
reward functions of DDQN should be defined in accord-
ance with the optimization formula (9), as illustrated in
Fig.3.

st

t st

1) State: The environmental state  describes the
key characteristics or parameters of the system for dif-
ferent transmission slots . In DRL, the definition of 
should  be  able  to  provide  necessary  reference  for  the
agent’s  decision-making,  reduce  redundant  information
and avoid interference to the agent’s decision-making.

gt,i =
|ht,i|2
N0Wt,i

ht,i N0

gt,i, i = 1, 2, . . . ,M {g′t,1,
g′t,2, . . . , g

′
t,M}
g′t,i

In  this  paper,  first  calculate  the  channel-to-noise
ratio  as  according  to  the  channel  fading
coefficient  and  the  noise  parameter ,  then  sort

 in  descending  order  to  get 
. Finally, the expression obtained by nor-

malizing  is as follows:
 

βt,i =
g′t,i −min(g′t,i)

max(g′t,i)−min(g′t,i)
, i = 1, 2, . . . ,M (10)

st
N0

t

Therefore,  this  paper  defines  as  the  normalized
channel-to-noise  ratio  and  noise  power  of  all  PLC
subcarriers in the -th transmission time slot:
 

st = {βt,1, βt,2, . . . , βt,M , N0} (11)

t

A

AM
AP

2) Action: Action is the agent’s response to the en-
vironment  in  the  current  transmission  slot  according
to the current state information. The action space  in
this paper  consists  of  two  parts:  all  possible  combina-
tions of subcarriers  and the power quantization set

.
tThe  action  of  subcarrier  combining  of  the -th

transmission slot can be expressed as
 

aM,t = {Mt,1,Mt,2, . . . ,Mt,K} (12)
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pt,k
k t

The  equation  (26)  in  reference  [11]  is  combined
with  SPC,  and an  improved  adaptive  power  allocation
algorithm based on error  rate  and the  amount  of  data
threshold is adopted. Finally, the total power  of the
-th group in the -th transmission slot is

 

pt,k =
N0Wt,k∑

i∈Mk
|ht,k,i|2

[
exp(

Dth ln 2
TC,tWt,k

+ ηt,k)− 1
]

(13)

ηt,k=

√
V t,k

LS,t,k
Q−1(εt,k) V t,k=1−(1+γCt,k)

−2

γCt,k k

pt,k,i =
pt,k

||Mt,k||0
pmax

k

t

where , , and

 denotes average SNR. In the -th group,  in order
to satisfy the constraint of subchannel and total power,
if equal power allocation for each subcarrier, i.e., 

,  is  larger  than  or  the total  power,  the
power  will  be  restricted  according  to  the  limit.  In  this
paper, it represents the number of subcarriers in the -
th group. Then the set of possible actions for the power
allocation of the -th transmission slot is
 

aP,t = {Pt,1,Pt,2, . . . ,Pt,K} (14)

Pt,k, k = 1, 2, . . . ,K

k t

where  denotes the power set of the
-th  group.  Therefore,  the  action  obtained  in  the -th

transmission slot is
 

at =
{
{Mt,1,Pt,1}, {Mt,2,Pt,2}, . . . , {Mt,K ,Pt,K}

}
(15)

ϵ

In  order  to  strike  a  tradeoff  between  exploration
and exploitation, the agent chooses actions according to
-greedy algorithm.

rt

3) Reward: In this model, after completing a trans-
mission, the  agent  will  get  feedback  from the  environ-
ment, which is a set of rewards. The reward represents
the optimization goal of the DRL task. The total trans-
mission  slots  in  the  optimization  model  is  determined
by the  total  amount  of  data,  the  amount  of  data  cor-
rectly  transmitted  at  a  single  time,  etc.  When  the
amount  of  data  transferred  is  determined,  the  number
of transmitted time slots is inversely proportional to the
amount  of  data  successfully  transmitted  by  a  single
time slot. To meet the rate and delay requirements for
different  services,  the  reward  function  consists  of
three parts, which is defined as
 

rt = δ1rt,1 + δ2rt,2 + δ3rt,3 (16)

δ1, δ2, δ3
δ1+δ2+δ3 = 1

rt,1 (5)

rt,2

t

where  denote  weight  coefficients  of  the  three
sub-reward  functions,  respectively,  and .

 denotes the rate corresponding to equation  after
the  diversity  combination.  in the  second  part  de-
notes the equivalent transmission rate corresponding to
the worst subchannel group in OFDM frame at the -th
transmission slot that is the lower limit of system rate:

 

rt,2 = min{Rt,1, Rt,2, . . . , Rt,K} (17)

Obviously,  the  higher  the  worst  sub-channel  grouping
rate is,  the  more  data  the  OFDM system can  success-
fully communicate in a fixed time.

rt,3In equation (16),  is the data successfully trans-
mitted  after  using  the  power  allocation  algorithm  and
can be expressed as
 

rt,3 =
Dth

K

K∑
k=1

U(Dt,k −Dth) (18)

δ1
δ1 : δ2 : δ3 =

1 : 0 : 0

δ2

δ1 : δ2 : δ3 = 0 : 1 : 0

δ1=δ2=δ3=
1
3

When  the  weights  are  different,  the  performance
and focus  of  optimization  are  also  different.  When the
value of  is  large,  the algorithm is  suitable  for  high-
speed  transmission.  For  example,  when 

, the selection of DDQN action is only related to
the average transmission rate. In order to maximize the
transmission rate, DDQN will imitate the actions of the
water-filling algorithm, combine subcarriers with better
channel conditions, and allocate more power to maxim-
ize the transmission rate. However, due to ignoring sub-
carriers with poor performance, a large amount of erro-
neous  data  may  need  to  be  retransmitted  during  data
transmission,  which  increases  the  transmission  delay.
When the value of  is large, the algorithm is suitable
for  services  that  require  deterministic  performance.  If

, DDQN pays attention to the per-
formance improvement  of  poorer  subcarriers  to  elimin-
ate the short board effect, but the highest transmission
rate obtained is lower than that of the water-filling al-
gorithm.  In  order  to  facilitate  theoretical  analysis  and
simulation,  without  loss  of  generality, their  values  are
set to .

Since the DDQN model  maximizes  the cumulative
reward  function  for  training  and  action  optimization,
DDQN have  a  certain  correlation  in  time  through  dis-
count factors. For data services, the objective of minim-
izing transmission delay is to ensure the amount of data
transmitted in a single pass and the number of retrans-
missions of  erroneous data,  and to accumulate rewards
for several slots through a discount factor.

4) Loss function: In order to ensure the stability of
the algorithm, experience playback and quasi-static tar-
get network techniques can be used. For experience re-
play,  instead  of  using  a  single  experience  to  train  the
QNN  at  the  end  of  each  execution  step,  we  can  pool
many  experiences  for  batch  training.  Specifically,  the
loss function is defined as
 

Loss(θ) = E
[
(qtarget −Q(sj , aj ; θ))

2
]

(19)

 

qtarget = rj + ΓQ∗[sj+1, argmax
aj

Q(sj+1, aj ; θ); θ
∗]

(20)
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q Q∗ Γ

Q∗ Q

θ

Loss(θ)

Iteratively,  denotes  the  target  value  and 
denotes the discount factor. Additionally,  and  de-
notes  the  weights  of  the  target  and  value  network.
Based on reference [29], the parameter  can be optim-
ized by minimizing the loss function . The steps
of the DDQN algorithm in this paper are shown in the
pseudocode, and the DDQN-AL can be expressed as Al-
gorithm 1.

Algorithm 1　Agent update DDQN-AL algorithm
QInput: Environment simulator,  network, minibatch size.

Q θ θ∗

DEM

Initialize:  network with random weights  and , re-
play memory ;
for each training step do
  Repeat

st,0 = {βt,1, βt,2, ..., βt,M , Nt,0}    Observes state ;
k = 1 : K    for  do

at,k = {Mt,k,Pt,k} st,k
ϵ

      Select action  according to 
and the probability ;

st,k+1 st,k at,k      Observe a new state  with , ;
    end for

at = {{Mt,1,Pt,1}, {Mt,2,Pt,2}, . . . ,
{Mt,K ,Pt,K}} t

    Obtain  action 
 at -th;

at rt    Execute , calculate dynamic reward  by (16);
(st,k, at,k, rt,k, st,k+1) DEM

(sj , aj , rj , sj+1), j = 1, 2, . . . DEM

    Save experience  into  the 
until  constraint  (C1)  in  (9)  sample  a  random  mini-
batch data  from ;

θ    Perform a gradient descent step and Update ;
ζ θ → θ∗    Every  steps, update the target network ;

end for
Return: Trained DDQN and state-action values.

O(
∑LF

l=1(XlYl)) LF

Xl Yl

l

Complexity analysis of the algorithm in this paper:
The main solution steps in this paper are to use DDQN
to complete the optimal combination of subcarriers and
use (13) for power allocation, and the complexity of (13)
is low, so the complexity of the algorithm in this paper
is mainly influenced by DDQN. Because DDQN adopts
a fully connected layer network, the time complexity of
each  resource  cluster  is ,  where  de-
notes  the number of  connection layers,  and  and 
are respectively the input and output dimensions of the
-th fully connected layer.

 IV. Experimental Evaluation
 1. Parameter setting of simulation scenario
In order to verify the performance of the proposed

algorithm,  this  paper  conducts  simulation  analysis  of
the  algorithm  through  Python  3.0,  TensorFlow  1.14.0
and Keras 2.3.1.  The gain of the power line channel is
randomly generated,  that  is,  the  channel  gain  corres-
ponding to  each subcarrier  in  the  algorithm processing
process is different. Reference [8], unless otherwise spe-
cified, the parameter settings during system simulation

and calculation are shown in Table 1, and the paramet-
ers of DDQN are shown in Table 2.
  

Table 1. The parameters of system simulation

Parameters Value
Number of sampling points 256
Total number of subcarriers 128

MNumber of data subcarriers 20
Sub-carrier wave band width W (kHz) 100

σ2
PPower line fading coefficient  (dB) 2.5

Channel coherence time (ms) 2
PIImpulse noise probability 0.01

σ2
I /σ

2
B  (dB) 15

 

  
Table 2. The parameters of DDQN

Parameters Value
Memory size 1024
Batch size 64

Learning rate 0.002
Discount factor 0.99

εMax- -epsilon 1
εMin- -epsilon 0.05

Attenuation factor 0.995
Hidden layers 3

Neurons 256
Activation function Relu

θ∗ ζ Update frequency 5
Optimizer Adam

 

In this  section,  we analyze the performance of  the
proposed  DDQN-AL.  The  ORA-PA  [11]  and  water-
filling  are  selected  to  compare  with  the  algorithm  in
this  paper.  The  ORA-PA  algorithm  maximizes  the
amount of effective data in a fixed transmission time by
adaptive modulation  coding  and  power  allocation  ac-
cording to the fading value of the channel. In addition,
to  better  reflect  the  performance  of  the  algorithm  in
this paper, the referenced ORA-PA algorithm also uses
diversity technology, but the subcarrier packets are ran-
domly combined.

 2. Diversity orders analysis

LD = 1, 2, 3, 4

LD = 1

LD = 2 LD = 3

LD = 4

LD = 2

LD = 2

Figs.4 and 5 are  the  comparison  diagrams  of  the
lower  limit  of  system  rate  and  overall  transmission
delay corresponding to  different  SNR and diversity  or-
ders ( ). Fig.4 shows that when SNR = 8.5
dB, the  case is the best, and the performance of
the  case is better than that of the  and
the  when SNR = 2.5–8 dB. Based on equation
(5), the transmission rate of a single packet follows the
logarithmic growth trend. When SNR is large, the bene-
fits brought by diversity will gradually decrease. When
the SNR is small, the higher the diversity order is, the
better the performance is. Hence,  has relatively
better  performance  in  the  range  of  SNR  =  2.5–8  dB,
and the performance of  is worse in other ranges.
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LD = 2

LD = 2

LD = 2

Fig.5 shows the  average  transmission  delay  of  the  sys-
tem corresponding  to  different  SNR  and  diversity  or-
ders when transmitting short packets of 10 Kbits. When
SNR = 9.5 dB, it is not necessary to combine the sub-
carriers (uncombined). In the range of 6–10 dB, the per-
formance  of  the  case  is  better.  It  can  be  seen
from Figs.4 and 5 that the  SNR  of  the  best  perform-
ance  of  is different  for  different  evaluation  in-
dexes,  because  the  optimization  schemes  of  machine
learning are different for different indexes. Based on the
simulation analysis  in  the  following  paper,  The  follow-
ing analysis will be based on .
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Fig. 4. Lower limit of system rate.
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Fig. 5. Performance of delay.

 

 3. Convergence analysis
Fig.6 compares the effects of various optimizers on

the DDQN convergence rate. As can be seen, the Adam
optimizer  has  the  best  performance  and a  high  rate  of
convergence,  which  is  close  to  optimal.  When the  root
mean  square  prop  (RMSprop)  optimizer  is  used,  the
system  exhibits  significant  volatility.  The  convergence
rate of the stochastic gradient descent (SGD) optimizer
is slower than that of the Adam optimizer, and it does
not converge to the optimal.

σ2
p

Fig.7 illustrates  the  performance  of  the  trained
model  when  the  environment  changes. Fig.7(a)  shows
the training times required for model re-convergence at
various SNRs when the channel fading  changes from
1dB to 2dB, while Fig.7(b) shows the training times re-

quired for model reconvergence when the SNR changes.
As can be seen,  the training times required for  re-con-
vergence of  the  trained  model  are  less  than  those  re-
quired for initialization, and the volatility of the conver-
gence process  is  significantly  less  than  that  of  the  ini-
tialization process.  This  is  because when DDQN is  ini-
tialized, the  internal  parameters  are  randomly  distrib-
uted,  and  the  parameters  have  converged  after  offline
training. However,  when  the  environment  changes,  al-
though  the  input  parameters  also  change,  the  relevant
definitions of the optimization model and DDQN do not
change.  Only  a  little  adjustment  of  the  original  neural
network parameters  is  needed  to  ensure  rapid  conver-
gence again.  This  demonstrates  that  the  proposed  al-
gorithm has a higher convergence rate and a better ro-
bust performance,  as  well  as  the  ability  to  rapidly  ad-
apt to changes  in environmental  parameters.  This  per-
formance  is  critical  to  multi-dimensional  power  line
channel  as  well  as  and optimization model  and service
adaptation for algorithm parameters.
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Fig. 7. Convergence of algorithm with parameters change.

 

 4. Analysis of delay outage rate
Fig.8(a) illustrates  the  system  average  transmis-

sion delay for various algorithms at various SNRs when
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Fig. 6. Convergence comparisons of different optimizers.
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transmitting a short 10 Kbits packet. The transmission
delay of each algorithm decreases as the SNR increases,
but  the  delay  required  by  the  algorithm  proposed  in
this paper is always kept to a minimum. Fig.8(b) illus-
trates the  transmission  delay  sampling  values  for  vari-
ous algorithms when SNR = 5 dB. Not only is the aver-
age transmission delay of the algorithm proposed in this
paper the shortest possible, but also the volatility is as
small  as  possible.  Meanwhile,  the  average  transmission
delay and volatility of the water-filling algorithm are at
their maximum. This is because the data with transmis-
sion error  needs  to  be  retransmitted  under  the  con-
straint  of  ensuring  high  reliability,  so  the  resources  of
subcarriers  with  poor  performance  will  be  wasted.  In
this  paper,  the  algorithm  makes  full  use  of  subcarrier
resources with  different  performance  through  the  di-
versity transmission of subcarrier groups to achieve the
balance  and  overall  improvement  of  subcarrier  groups’
performance.  However,  the  water-filling  algorithm only
allocates  power  to  subcarriers  with  good  performance
and does  not  pay  attention  to  transmission  interrup-
tion of  poor  subcarriers  in  time  slots,  so  the  transmis-
sion performance may fluctuate greatly.

For the data-centric optimization (9) in this paper
and  Reference  [12],  this  paper  uses  the  delay  outage
rate  as  an  evaluation  indicator  of  system  reliability,
where DOR is defined as the probability that the delay

of  transmitting  a  specific  amount  of  data  volume  is
greater  than the  threshold duration,  and the  threshold
usually results  from the  delay  requirement  of  the  con-
sidered data  traffic.  Therefore,  compared  to  the  tradi-
tional  physical  layer  outage  probability,  DOR  focuses
on the overall performance of service over multiple time
slots transmission.

10−6

10−6 ≈

Fig.9 compares and analyzes the DOR of different
algorithms. In Fig.9(a), when SNR = 5 dB, the DOR of
the  four  algorithms  increases  with  the  increase  of  the
amount  of  data.  When  the  same  volume  of  data  is
transmitted, the DOR of the algorithm in this paper is
the minimum. Taking DOR =  as an example, the
algorithm proposed in this paper can transmit 6 Kbits,
which  is  obviously  superior  to  other  algorithms.
Fig.9(b) shows the relationship between DOR and SNR
when  the  system  transmits  7  Kbits.  The  algorithm  in
this paper can reach  when SNR  6.3 dB, which
also has the best  performance.  It  can be seen that un-
der the constraint of deterministic delay, the transmit-
ted  data  usually  only  experiences  a  few  states  of  the
channel  when  the  amount  of  data  transmitted  by  a
single service is small. Therefore, the randomness of the
channel has a great impact on DOR. The algorithm in
this paper first adopts DDQN to optimize the combina-
tion  of  subcarriers,  maximize  the  performance  of  the
worst  subcarriers,  and  reduce  the  randomness  between
each group. Then, it satisfies the basic requirements of
the  lowest  transmission  rate  of  each  group  through
power distribution and provides a stable channel envir-
onment for the transmission of services. While other al-
gorithms  mainly  maximize  the  performance  of  better
subcarriers, so there are no corresponding measures are
given to reduce the bit error rate when the channel is in
a  poor  state.  Therefore,  the  DOR  performance  of  the
proposed algorithm is the best compared with other al-
gorithms.

5KDth 5TC[∑5
t=1 Dth

∑K
k=1U(Dt,k −Dth)

]
/ (5KDth)

Taking the  maximum transmitted amount of  data
 of  as  a  reference,  we  can  use  the  formula

 to  perform
normalization for the data actually transmitted, and the
normalized amount of data of the algorithm can be ob-
tained, this  indicator  shows  the  percentage  of  success-
fully  transmitted  data  volume in  the  total  transmitted
data volume. Fig.10 compares the mean value, and the
root mean square error (RMSE) of the normalized data
set for various algorithms. In this paper, the DDQN-AL
algorithm  has  the  largest  average  normalized  data.
With increasing  SNR,  the  volatility  or  RMSE  of  nor-
malized data for the DDQN-AL algorithm decreases, re-
maining superior  to other  algorithms.  In five  consecut-
ive time slots, the data cannot experience all the states
of  the  channel,  so  the  algorithm needs  to  analyze  and
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Fig. 8. Delay performance of different algorithms.
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predict the five consecutive states to make more reason-
able use  of  power  resources.  However,  the  DRL  al-
gorithm is trained with the objective of maximizing the
cumulative reward of continuous multiple environment-
al  states,  so  as  to  realize  the  effective  utilization  of
power in different time slots. Therefore, the DDQN-AL
algorithm in  this  paper  can  achieve  the  best  perform-
ance.

In order to analyze the effect of DDQN-AL in sup-
pressing  impulse  noise,  we  simulate  the  delay  outage
rate of these three algorithms (DDQN-AL, ORA-PA [11]
and  Blanking  [30]  combined  with  ORA-PA  (Blank

σ2
p = 1

σ2
p = 2 σ2

p = 3

ORA-PA)) under different fading channel conditions. It
can be seen from Fig.11 that when  dB, because
the  peak-to-average  power  ratio  (PAPR)  in  OFDM  is
very  small,  the  performance  of  the  Blank  ORA-PA  is
better  than  DDQN-AL  at  a  relatively  high  average
SNR.  However,  when  dB  or  dB,  the
PAPR of OFDM increases, which leads to the perform-
ance  degradation  of  detection  probability  and  false
alarm  probability  of  Blanking  algorithm.  Although
DDQN-AL  does  not  specifically  handle  impulse  noise,
its  performance  is  significantly  better  than  the  other
two methods. All in all, the effect of DDQN-AL in sup-
pressing impulse noise is better than other algorithms in
most cases, especially when the channel fading is great-
er, its effect is more significant.
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Fig. 11. DOR performance analysis.

 

 V. Conclusions and Future Work
According to the actual needs of in-vehicle commu-

nication,  enhancing the communication capacity of  the
power line to support low latency service has a certain
role  in  the  development  of  the  IoV.  In  order  to  solve
this complex optimization problem, this paper proposes
a resource optimization algorithm applied for PLC sys-
tems  with  OFDM  modulation  based  on  the  diversity
combination of OFDM subcarriers. This algorithm first
combines  SPC  and  OFDM  technology  to  establish  an
optimization model, and then solves the relevant model
by  defining  the  state,  role,  and  reward  function  of
DDQN and improving the adaptive power allocation al-
gorithm, in order to minimize the transmission delay.

Moreover,  the  effectiveness  of  this  method  is
proved by simulation data analysis. The DDQN-AL al-
gorithm  can  adjust  the  weight  of  the  reward  function
according to different environmental conditions and op-
timization objectives, so as to meet the requirements of
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Fig. 9. Comparison of DOR of different algorithms.
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Fig. 10. Comparison of  data  packets  transmitted  by differ-

ent algorithms.
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service performance indicators. For DOR under determ-
inistic delay,  the  performance  of  the  DDQN-AL  al-
gorithm  surpasses  that  of  the  ORA-PA  algorithm  and
DDQN-water algorithm.  Specifically,  under  the  con-
straint of 10 ms and 20 MHz, the DDQN-AL algorithm
can transmit about 2 Kbits more data.

The  DDQN-AL  algorithm  used  in  this  paper
achieves  good  results  in  deterministic  time  delay.  But
mainly for the end-to-end communication system. In fu-
ture  work,  we  will  combine  in-vehicle  communication
and V2X communication to explore the delay perform-
ance of mixed multi-hops in IoV. Additionally, consider-
ing  the  resource  scheduling  problem  between  different
users in the system, the multi-user carrier resources can
be jointly optimized in the future.
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