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   Abstract — The  unmanned  aerial  vehicles  (UAVs)-
assisted  intelligent  traffic  perception  system  can  provide
effective situation awareness. However, UAVs are required
to  be  recharged  before  the  energy  is  exhausted,  which
may cause task interruption. To address this concern, the
charging  UAV  (CUAV)  is  employed  to  provide  wireless
charging  for  the  mission  UAVs  (MUAVs).  This  paper
studies the charging scheduling problem of the CUAV un-
der  the  premise  of  optimizing  the  MUAVs  deployment.
We first model the MUAVs deployment problem consid-
ering the energy consumption and data transmission and
establish  the  CUAV  charging  model.  Then,  the  above
problem  is  formulated  as  a  multi-objective  multi-agent
stochastic  game  process  to  simplify  the  decisions-making
of  MUAVs  and  CUAV,  based  on  which  we  propose  the
utility-based Pareto optimal deployment and charging al-
gorithm,  which  reduces  the  computing  complexity  by
equivalent  utility  of  the  MUAVs  while  using  Kullback-
Leibler divergence to constrain solutions. Next, to ensure
the effectiveness  of  policy  update,  the  multi-agent  com-
munication protocol is adopted to improve policy explora-
tion efficiency. Simulation results show that the proposed
algorithm outperforms  existing  works  in  terms  of  energy
efficiency and charging by comparing with the Pareto front
of  different  methods,  endurance  anxiety  of  the  MUAVs,
and charging utilization under different task modes.

   Key words — Wireless charging, UAVs deployment,

Multi-objective  optimization, Multi-objective reinforce-

ment learning, Pareto optimal.

 I. Introduction
Nowadays, traffic perception mainly relies on fixed

sensor equipment. However, the quality of collected data
is vulnerable to the blind spots of cameras and the bad
weather, and  thus  cause  the  wrong  scheduling  judg-
ments of control center [1]. With the popularization of 6G
network for the space-air-ground integration, unmanned
aerial  vehicles  (UAVs)  characterized  by  high  mobility
can  be  rapidly  deployed  to  cover  roads  and  conduct
tasks  by  equipping  with  cameras  [2].  Mission  UAVs
(MUAVs) transmit the data to the base station by con-
tinuous visual  field coverage [3],  [4]. However,  the lim-
ited battery  capacity  of  MUAVs  cannot  support  dur-
able  flight  [5]. It  is  worth  noting  that  the  energy  con-
straint problem cannot be solved well by merely optim-
izing  the  energy  of  MUAVs  [6].  Thus,  the  wireless
power  transmission  (WPT)  technology  for  UAVs  has
emerged to provide MUAVs with sustainable energy. As
a  stable  energy  source,  the  charging  UAV  (CUAV)  is
employed  to  provide  wireless  charging  for  MUAVs  to
ensure their endurance [7].

In  the  above  scenario,  the  deployment  of  MUAVs
and  charging  of  CUAV  are  two  main  problems.  Most
studies regard UAVs task energy efficiency as the main
optimization objective [8]–[11]. The researches on UAV
charging include single  objective optimization [12]  that
considers  charging  and  multi-objective  optimization
(MOO) that optimizes both charging and deployment [13],
[14].  The  former  only  focuses  on  charging  and  ignores
UAVs tasks  while  the  latter  ignores  the  coupling  rela-
tionship between charging and deployment. 
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For  the  deployment  and  charging  problems  of
UAVs, MOO  methods  have  attracted  extensive  atten-
tion  [15],  [16].  However,  they  usually  transform  the
MOO problems  into  single  objective  by  weighted  sum,
which  is  difficult  to  find  reasonable  weight  and  may
lead to local optimal solution [17]. To address these is-
sues,  Pareto  optimal  solutions  have  emerged  [18].
However, because  the  solution  search  space  will  in-
crease when the number of objectives increase, the solu-
tion process will consume huge computing resources.

Reward driven deep reinforcement  learning (DRL)
[19] can make up for the complex solution of nonlinear
problems. In  this  paper,  a  multi-agent  deep  reinforce-
ment  learning  (MADRL)  [20]  method  combining  with
the  Pareto  optimal  solution  is  used  to  obtain  optimal
strategies. The main contributions are as follows.

•  The  MOO  problem  of  UAVs  deployment  and
charging  is  modelled  as  a  multi-agent  multi-objective
stochastic  game.  In  addition,  the  utility-based  Pareto
optimal deployment and charging (UPDC) algorithm is
proposed  by  considering  the  MADRL  and  MOO  to
guarantee the tradeoff of solutions.

•  To  ensure  rapid  update  of  joint  policies,  the
CUAV is regard as altruistic agent,  and combine equi-
valent  utility  with  the  advantage  function  to  improve
learning efficiency of the UPDC algorithm. In addition,
the  KL  divergence  is  used  as  the  constraint  to  ensure
Pareto optimal policies of deployment and charging are
solved within the trust region.

• To ensure the effectiveness of policy update, the
temporal  message  control  (TMC)  protocol  is  leveraged
based on vectorized  multi-objective  agent  network and
message transmission process is  filtered to improve the
exploration efficiency of optimal strategies.

The remainder of this paper is organized as follows.
Section II discusses the related work. In Section III, we
first describe the deployment of MUAVs and the char-
ging scheduling of CUAV, respectively, and then intro-
duce  the  multi-objective  optimization  problem.  Section
IV describes  the  implementation  process  of  the  pro-
posed UPDC algorithm. The results and analyses of the
experiments  are  presented  in  Section  V.  We  conclude
our paper and discuss future research work in Section VI.

 II. Related Work
This section will  review the related work from the

following two aspects: 1) UAVs deployment and energy
optimization; 2) UAVs deployment and charging.

 1. UAVs deployment & energy optimization
For  UAVs deployment,  one  of  the  objectives  is  to

ensure  that  MUAVs  complete  tasks  within  the  energy
constraints.  For  the  UAV-aided  communication,  Li et
al.  [21] considered  deploying  MUAVs  to  provide  ex-

pandable connection for users, in which the network en-
ergy  efficiency  is  maximized  by  jointly  optimizing  the
UAV association,  location  and  resource  allocation.  For
deployment  and  energy  optimization  in  mobile  edge
computing, Chen et al. [22] formulated the information
freshness-aware  task  offloading  as  a  stochastic  game,
which  aims  to  maximize  long-term  payoff  of  mobile
users.  Pang et  al.  [23]  presented  an  IRS-assisted  UAV
network,  which  aims  to  guarantee  high  energy-effi-
ciency communication between the UAV and users.

To provide dynamic services for IoT devices, Moz-
affari et  al.  [24]  studied  UAVs-assisted  data  collection,
and proposed  a  new  framework  to  optimize  space  lay-
out and movement to minimize energy consumption of
MUAVs. Liu et al. [25] proposed an efficient DRL-based
method  to  maximize  the  energy  efficiency  considering
communication  coverage  and fairness.  Samir et  al.  [26]
designed a trajectory optimization method for  MUAVs
to  maximize  vehicle  coverage  and minimize  the  energy
consumption. And Zhang et al. [27] proposed an energy-
saving  deployment  algorithm  by  balancing  the  flight
distance  and  final  service  altitude  of  heterogeneous
MUAVs to maximize residual energy. Huang et al. [28]
studied  the  UAV  pair-supported  relaying  problem  in
IoT  systems,  which  receiver  is  used  as  relay  between
transmitter  and  destination,  and  proposed  dueling
DDQN method to solve the optimization problem. Wu
et  al.  [29]  proposed  a  multi-UAV-based  cooperative
framework  to  balance  the  accuracy  and  efficiency  of
UAVs searching  and  localization,  and  studied  two  al-
gorithms  to  decide  UAVs flight  direction  and estimate
the position of interference source.

The above researches [21]–[29] mainly focus on op-
timizing  the  deployment.  However,  MUAVs  cannot
provide  long-term  services  due  to  the  limited  energy.
For the UAV-assisted intelligent traffic perception task
considered in this paper, the uninterrupted tasks of the
MUAVs are crucial. Therefore, it is necessary to optim-
ize the charging scheduling scheme in dynamic deploy-
ment process to maintain continuous tasks.

 2. UAVs deployment & charging
To  maintain  the  continuous  task  of  MUAVs,  the

CUAV is employed to provide charging. Zhu et al. [30]
proposed a WPT scheme for UAVs data collection and
designed  a  trajectory  scheduling  algorithms  for  the
CUAV  to  provide  charging.  Similarly,  Fu et  al.  [31]
studied the  problem  of  data  collection  based  on  wire-
less charging, and employed Q-learning to find the op-
timal strategy. Xiong et al. [32] solved the MOO prob-
lem to obtain the  best  strategy for  MUAV collect  and
transmit  data  while  maximizing  the  system  long-term
effectiveness. Fu et al. [33] optimized the UAVs traject-
ory while maximizing residual energy of the CUAVs. Li
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et  al.  [7]  established  a  uninterruptible  charging  model,
and  formalized  charging  problem  as  an  optimization
problem  to  reduce  the  charging  waste.  However,  the
work aforementioned [7], [31]–[32] focus on charging for

the  MUAVs  under  full  deployement,  but  ignores  the
coupling relationship between charging and deployment.
Finally, we  summarize  the  critical  aspects  and  differ-
ence for the existing literature and our work in Table 1.

 
 

Table 1. Summary of relevant papers in critical aspects and difference

Optimization objective References Critical aspects Difference from our work

UAVs Energy Efficient [6], [8]–[11], [21]–[29]
1) Energy-aware deployment;
2) Energy efficient trajectory;
3) Cooperative deployment.

Single objective optimization of
UAVs task energy efficiency

UAVs Charging
Scheduling [5], [7], [12]–[14]

1) Charge scheduling optimization;
2) Nondisruptive UAV charging;
3) Seamless and long-term service.

Single objective optimization of wireless
power transmission, charging

coverage and scheduling

UAVs Energy Efficient
and Charging Scheduling [15], [17], [30]–[33]

1) Joint deployment and charging;
2) Multi-objective optimization;
3) Far field wireless charging.

Multi-objective optimization of energy
efficiency and charging is converted into a
single objective problem by weighted sum

 

This paper mainly focuses on how to obtain trade-
off  solutions  among  coupling-relationship  MOO.  Some
researches  have  explored  novel  methods  to  achieve  a
balance between two conflicting optimization objectives.
For example, Reymond et al. [34] proposed the Pareto-
DQN  algorithm  to  estimate  the  Pareto  front  with  a
high-dimensional state-space  and  could  obtain  the  ap-

proximately  real  Pareto  front.  Wang et  al.  [35] pro-
posed the Pareto-optimal actor-critic method to obtain
optimal  policies  by  optimizing  the  coupling  objectives,
which was not affected by the concavity and convexity
of the Pareto front. For convenience of reading, the im-
portant  symbols  are  listed  in Table  2 with the  corres-
ponding descriptions.

 
 

Table 2. Table of Important Symbols

Symbol Description Symbol Description
m,M The index and total number of MUAVs V m,k

t MUAVm MUAVkData transmission rate from  to 
Um,t The position of MUAVs ξ Energy efficiency of MUAVs
Em MUAVmPropusion energy consumption of ρ Charging capacity of the CUAV
Erem MUAVmThe residual energy of rt The reward value
E0 Initial energy of MUAVs st, at State and action of all UAVs

Ethreshold The residual energy threshold of MUAVs V πi Utility of single policy
Emin, Emax The minimum and maximum charging capacity N The number of intersections

 

 III. System Model and Problem
Formulation

τ

Fig.1 shows the rechargeable UAVs-assisted traffic
perception  system,  which  consists  of  two  kinds  of
UAVs.  The  MUAVs  are  deployed  for  perception,  and
one  CUAV  is  employed  for  the  charging. M MUAVs
patrols among N target areas. T consecutive time slots
with  equal  slot  duration  are  considered.  There  are
two patrol  modes  for  MUAVs,  which  can  serve  differ-
ent traffic conditions in an energy-saving way.

t t = 1, 3, . . . , T

• Patrol mode 1: High-connectivity priority based
cruise (HCPC). Each MUAV is responsible for covering
one  road  section  in  time  slot  ( )  in  the
form of round-trip patrol between two intersections. Its
main goal is to maintain stable connectivity of MUAVs.

•  Patrol  mode  2:  Low-overhead  priority  based
cruise (LOPC). Each MUAV patrol roads along a clock-
wise  or  counter-clockwise  direction  within  square  area.
This patrol  mode  mainly  maintains  the  minimum  re-
quired number of MUAVs on the premise of keeping the

basic connectivity to save the deployment overhead.
Since the goals of MUAVs and the CUAV are dif-

ferent, the  change  of  MUAVs  status  will  affect  de-
cisions of the CUAV, and CUAV’s strategies will affect
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Fig. 1. Rechargeable UAVs-assisted traffic perception system.
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the  MUAVs  task.  In  this  section,  we  will  describe  the
problem from three parts: MUAVs deployment, CUAV
scheduling, and MOO of deployment and scheduling.

 1. Deployment problem

MUAVm

m=1, 2, . . . ,M t t=1, 2, . . . , T

Um,t=[xm,t, ym,t, zm,t] xm,t ∈ [xmin,

xmax] ym,t ∈ [ymin, ymax] zm,t ∈ [zmin,zmax]

MUAVm

t vm,t ∈ [vmin, vmax]

MUAVm

t t+1

This  paper  focuses  on  MUAVs’ energy  efficiency,
which is related to energy consumption, network connec-
tivity and patrol efficiency. The coordinate of 
( )  in  time  slot  ( ) is  de-
noted  as ,  where 

,  and  are  the
horizontal coordinate,  vertical  coordinate,  and the alti-
tude of each UAV, respectively. The speed of 
in time slot  is . In addition, for two
patrol  modes,  the  flight  distance  of  between
slots  and  is constrained as follows:
 

vminτ ≤ ∥Um,t+1 − Um,t∥2 ≤ vmaxτ (1)

Reliable  data  transmission  needs  to  consider  the
network  connectivity,  data  transmission  rate,  and  the
current residual energy comprehensively.

1)  Energy  consumption  model  and  communication
model of MUAVs

MUAVm

The energy consumption of MUAVs consists of two
aspects:  propulsion  energy  consumption  [36] and  com-
munication energy consumption. The propulsion energy
consumption of  is calculated as
 

Em(t) =

ˆ t

0

P (Vm(t)) dt (2)

Vm(t)

MUAVm t P (Vm(t))

MUAVm

where  denotes  the  instantaneous  speed  of
 in time slot , and  is the propulsion

power. Thus, the residual energy of  is
 

Erem(t) = E0 − (Em(t) + Ecm(t)) (3)

E0 MUAVm

Ecm(t)

where  is the maximum battery capacity of ,
 is communication energy consumption, which in-

cludes the  energy  consumption  caused  by  the  data  re-
ception and transmission. When an MUAV residual en-
ergy drops to the residual energy threshold, the MUAV
has  been  selected  as  the  priority  service  object  by  the
CUAV. Whether the energy consumption is high or low
during hovering,  the  MUAV  will  eventually  get  char-
ging service  to  recover  the  task.  Therefore,  the  hover-
ing energy consumption of MUAVs is ignored.

The stable  communication  network  should  be  es-
tablished  among  MUAVs  to  transmit  perception  data.
Data  transmission  is  not  only  related  to  transmission
rate, but related to its own residual energy. This is be-
cause that the MUAVs will suspend their current tasks
and switch  to  the  hovering  state  to  wait  for  the  char-
ging from the CUAV when the residual energy is lower
than  the  threshold.  Thus,  link  interruption  occurs  and

the real-time data transmission will fail.

MUAVm

MUAVk

Due  to  the  high-quality  line  of  sight  links  among
MUAVs,  the  average  path  loss  between  and

 during data transmission is exspressed as [37]
 

Lm,k
t = 20 log

(
4πfdm,k

c

)
+ ηLoS (4)

dm,k MUAVm

MUAVk ηLoS

ψtx ψn

snrm,k
t =ψtx−

Lm,k
t − ψn MUAVm

MUAVk V m,k
t =W log(1 + snrm,k

t )

where  indicates  the  distance  between 
and , c is velocity of light, and  is the aver-
age additional  pass  loss.  Assuming  that  the  transmis-
sion  power  and  the  average  noise  power  are
fixed, the received signal-to-noise ratio is 

.  The  transmission  rate  from  to
 can be expressed as ,

where W is bandwidth.

Ethreshold

V m,k
t MUAVm MUAVk

When the residual  energy of  MUAV is lower than
threshold  value ,  the  data  transmission  rate

 from  to  will be affected, i.e.,
 

V m,k
t =

{
V, Erem > Ethreshold

λV, Erem≤Ethreshold
(5)

Ethreshold

λ ∈ (0, 1)

where  is  the  residual  energy  threshold  of
MUAV, and  is the decay factor.

2) Task energy efficiency

ξ

To  jointly  consider  energy  consumption,  network
connectivity and patrol efficiency, the energy efficiency
indicator  is designed as
 

ξ =
1

ET

(
T∑

t=1

M−1∑
m=1

M∑
k=m+1

V m,k
t

)
M∑

m=1

κm (6)

ET =
∑T

t=1

∑M
m=1Em(t)

κm = 1
Tτ+cTw

∑T
t=1 d

m
t

Tw

Tw∑T
t=1 d

m
t

MUAVm

where  is  MUAVs’ total en-
ergy  consumption.  indicates  the
patrol efficiency where  is the charging waiting time,
c is the binary decision variable, it is 1 when the resid-
ual energy  is  greater  than  the  threshold,  and  0  other-
wise. Due to the energy limitation,  will decrease the
patrol efficiency.  is the movement distance of

.
3) The MUAVs deployment problem
The maximization of energy efficiency is set as the

optimization  goal  to  ensure  all  MUAVs  complete  the
perception task. The optimization Objective 1 is
 

f1(X1) = max
X1

ξ (7)

X1where  is the continuous independent variable, i.e.,
 

X1=
[
X1×M ,Y1×M ,Z1×M ,E1×M ,V1×M

]
=
[
x1, x2 . . . , xM , y1, y2, . . . , yM , z1, z2, . . . , zM ,

E1, E2, . . . , EM , V1, V2, . . . , VM
]

(8)

(X1×M ,Y1×M ,Z1×M )

(E1×M ,V1×M )

where  denotes  the  position  of
MUAVs,  and  denotes the  residual  en-
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ergy and the transmission rate of MUAVs.
It is obvious that the residual energy of MUAVs is

related to  the  energy  efficiency.  In  this  paper,  the  en-
ergy  efficiency  of  MUAVs  is  a  necessary  indicator  to
measure the task. Because the reduction of the residual
energy  will  change  the  status  of  MUAVs,  i.e.,  from
moving to hovering and waiting for charging, which will
have  a  negative  impact  on  the  energy  efficiency  in
terms of  equation (6).  Therefore,  to  maintain  the  en-
durance of  MUAVs  while  ensuring  higher  energy  effi-
ciency, it is necessary to schedule the CUAV to provide
active charging. Because the position of MUAVs is dy-
namic,  and  the  energy  efficiency  changes  with  the
change of residual energy of each MUAV, which is chal-
lenging for  CUAV to  adopt  effective  charging  schedul-
ing strategies for MUAVs that need charging services.

 2. Charging scheduling problem
For CUAV,  this  paper  mainly  focuses  on  two  is-

sues:  1)  Which  MUAV  will  be  selected  by  CUAV  to
charge? 2) How much energy required for charging the
MUAV to  meet  the  current  system endurance  and en-
sure higher energy efficiency. In this subsection, the mo-
bility model  and  charging  model  of  the  CUAV are  es-
tablished, and the optimization objective is introduced.

1) CUAV mobility model
t

t = 1, 2, . . . , T Ct = [xt, yt, zt]

vct ∈ [vmin, vmax]

vct

Tcs = dcm/vct
Tw dcm = ∥Um,t − Ct∥2

MUAVm

The  coordinate  of  the  CUAV  in  time  slot 
( )  is  expressed  as .  The
speed of  the CUAV is .  CUAV will  fly
towards the target  MUAV at the speed  to provide
charging when its central controller determines the cur-
rent or  next  objective,  and  the  flight  time  in  the  pro-
cess is , which is a part of charging wait-
ing  time ,  where  indicates  the
distance between CUAV and the .

For the charging, the CUAV needs to select the ap-
propriate  service  object  by  evaluating  their  current
states. This paper focuses on the impact of CUAV char-
ging strategies on the overall task of MUAVs, the addi-
tional energy consumption of the CUAV scheduling and
energy supplement are ignored.

2) CUAV charging model

ϕel ϕlt

ϕle
Pt

Pc

For the CUAV charging, the charging efficiency is
determined by  the  electricity-to-laser  conversion  effi-
ciency  of  transmitter ,  transmission  efficiency 
and laser-to-electricity  conversion  efficiency  of  the  re-
ceiver  [38]. Assuming that the working power of the
laser  charging  transmitter  is ,  the  laser  charging
power  is
 

Pc = Ptϕelϕltϕle (9)

Eharv = Pc · Tc Tc

Thus,  the  CUAV  charges  one  of  MUAVs  with
, where  is the duration of charging.

In terms of CUAV charging scheduling, Jain’s fair-

ness index [39] is used to guide fair charging decisions.
For charging decision, it is considered from two aspects,
namely, the  objective  of  charging  service  and  the  de-
gree of energy transmission. The construction process of
the CUAV fair charging index is given as follows:
 

fr =

(∑M

m = 1
Et
rem

)2

M ×
∑M

m = 1
Et
rem

2
(10)

 

fc =

(∑M

m = 1
Cm

)2

M ×
∑M

m = 1
Cm

2
(11)

 

ft = w1fr + w2fc (12)

fr
Cm

MUAVm Cm = Eharv/Em Em

fc
ft

w1 ∈ [0, 1] w2 ∈ [0, 1]

w1 + w2 = 1

MUAVm

ρ = Eharv × ft

where  represents whether the CUAV charges MUAVs
with low residual energy,  is the score of energy ob-
tained by , ,  denotes con-
sumed energy of MUAV,  is used to measure wheth-
er MUAVs are charged in a relatively fair way,  indic-
ates  whether  CUAV  serves  all  MUAVs  fairly,  and

 and  are  two  adjustable  weights,
, which can be adjusted by the residual en-

ergy  of  and charging  capacity  of  the  CUAV.
The  charging  capacity  of  the  CUAV can  be  expressed
as  by fairness optimization.

3) The CUAV charging scheduling problem
Due to the energy limitation, MUAVs will suspend

the current task to hover and wait for charging service
when the residual energy is insufficient, which will lead
to the following problems: 1) It may cause the interrup-
tion of MUAVs network connectivity, which will  affect
the reliable data transmission to a certain extent; 2) It
will affect the cooperation among MUAVs while degrad-
ing the overall task energy efficiency.

To address the above two challenges, the CUAV is
scheduled to provide charging services for MUAVs, and
the optimization  Objective  2  considering  charging  fair-
ness is given as follows:
 

f2(X2) = max
X2

ρ (13)

X2where  represents the  continuous  independent  vari-
able of the objective function, i.e.,
 

X2 = [E1×M
C ,A1×M ]

= [EC1
, EC2

. . . , ECM
, A1, A2 . . . , AM ] (14)

(E1×M
C ,A1×M )and  denotes the  CUAV charging  capa-

city and the variable of charging scheduling.
 3. Multi-objective optimization problem
In  this  paper,  the  deployment  of  the  MUAVs and

charging of CUAV need to meet the above two object-
ives simultaneously,  i.e.,  maximizing  the  energy  effi-
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ciency  of  task  and  maximizing  the  charging  amount.
The MUAVs and CUAV have a  correlation that  char-
ging decisions  of  the  latter  depend  on  the  residual  en-
ergy  and  mobility  strategies  of  the  former.  The  action
state and network topology of MUAVs are in dynamic
change, which brings challenges for the CUAV to plan

rational charging decisions.
Therefore, to obtain trade-off solutions between ob-

jectives,  we balance  the  charging  and energy efficiency
by  solving  a  MOO problem. Fig.2 shows  the  decision-
making of the MUAVs and CUAV and the relationship
between the two objectives.

 
 

Optimization

MUAVs CUAV 
State information exchange in multi-UAV system

Step 1: MUAVs 

task initialization

Location initialization: U
m,t

Remaining energy 

initialization: Ere
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t
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……
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Fig. 2. Decision Framework of MUAVs and CUAV.

 

By determining the position and residual energy of
each  MUAV  while  considering  the  correlation  among
the  MUAVs and between the  CUAV and MUAVs,  we
formulate the MOO problem of UAVs deployment and
charging  scheduling.  Combined  with  Section  III.1  and
Section  III.2,  we  take  the  energy  efficiency  of  the
MUAVs and the charging amount of the CUAV as op-
timization  objectives,  and  explore  balanced  solutions.
The above MOO problem is expressed as follows:
 

P: max
X1∪X2

F = max
X1∪X2

{f1, f2} (15)
 

s.t. C1: Xmin≤xm,t≤Xmax,∀m ∈M, ∀t ∈ T,

C2: Ymin≤ym,t≤Ymax,

C3: Zmin≤zm,t≤Zmax,

C4: Eremaining≥Ethreshold,

C5: Emin≤ρm,t≤Emax,

C6: Act ∈ {1, 2, . . . ,M} ,∀t ∈ T .

Xmin Xmax

Ymin

Ymax

Zmin Zmax

Emin Emax

Act
Act = m

t

where  and  are the minimum and maximum
range covered by the MUAV in the field of view. 
and  represent the minimum and maximum cover-
age  of  MUAV  longitudinal  vision.  and  are
the  lowest  and  highest  vertical  height.  and 
are the minimum and maximum power that CUAV re-
plenishes for MUAVs.  indicates the scheduling rela-
tionship between the CUAV and MUAVs, i.e., 
if the CUAV chooses to charge the m-th MUAV at th

time slot.  C1–C3 are movement constrains of  MUAVs,
respectively. C4 constrains the residual energy of MUAVs.
C5  constrains  the  charging  capacity  of  CUAVs  within
an appropriate range. An appropriate charging strategy
will increase  the  mission endurance  of  MUAVs.  C6 in-
dicates  the  charging  scheduling  of  the  CUAV,  i.e.,
which MUAV is selected for charging service.

For the above two objectives, if one objective is ex-
cessively optimized,  it  is  difficult  to  meet  the  require-
ments  of  maximizing  the  energy  efficiency.  Once  the
charging waiting or data transmission are impaired, the
charging scheduling fails. In summary, the MOO prob-
lem of UAVs deployment and charging in this paper is
NP  hard  [40].  Hence,  we  employ  the  multi-objective
MADRL method to solve the problem. In addition, we
transform  it  into  a  multi-objective  decision  making
problem  [41]  while  combining  Pareto  optimal  to  meet
the policy requirements of different optimization goals.

 IV. Multi-Objective Optimization with
Pareto-Optimal MADRL

P

We design a  multi-UAV deployment and charging
scheduling algorithm based on multi-objective MADRL.
First,  we describe the MOO problem  as a multi-ob-
jective  multi-agent  (MOMA)  decision-making  problem,
and then propose the UPDC algorithm to solve it.

 1. Multi-objective Markov decision process
To  denote  the  MOMA  decision-making  problem,
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(S,A, T, γ,R)

P ∈ [0, 1] γ ∈ (0, 1)

R = R1 ×R2 × · · · ×Ri × · · · ×RM+1

Ri

i (i = 1, 2, . . . ,M + 1)

we  introduce  multi-objective  stochastic  game  (MOSG)
[42], i.e., multi-objective Markov decision process (MO-
MDP). Therefore,  the  multi-objective  problem  is  de-
scribed  as  a  multi-objective  stochastic  game  tuple

, which is used to model the decision-mak-
ing  process.  The  tuple  consists  of  five  parts,  i.e.,  state
space S,  joint action set A,  state transition probability

,  reward  discount  factor , and  re-
ward  function ,
where  denotes  the  vector  reward  function  of  agent

 for  each  objective.  The  state
space, action space and rewards are defined as follows.

st ∈ S

t st = (Um,t, Er, Lp)

State Space S　State  is the set of agent ob-
servations in time slot , and .

Um,t = [xm,t, ym,t, zm,t]

m (m = 1, 2, ..., M)

•  denotes the position of
MUAVs  in time slot t.

Er = {Erem |m = 1, 2, . . . ,M}•  denotes the  resid-
ual energy set of MUAVs in time slot t.

Lp = [xp, yp]•  denotes location of target points.

at ∈ A

at = (αt, dt, ρm,t)

Action  Space A　The  action  space  consists  of  all
possible actions taken by agents (i.e.,  the MUAVs and
CUAV) during the task. ,  and both agents  take
actions  in  the  same  action  space. 
consists of the following three parts:

αt ∈ [0, 2π]•  denotes flight  direction  of  MUAVs
and CUAVs in time slot t.

dt ∈ [0, dmax]•  denotes flight  distance  of  MUAVs
and CUAVs in time slot t.

ρm,t ∈ [0, Emax]•   denotes the  amount  of  charge
that CUAV charges MUAV m in time slot t.

Reward R　The task  environment  is  partially  ob-
servable  and  non-stationary  for  the  MUAVs  and
CUAVs. They can evaluate current actions and under-
stand the  environment  according  to  the  reward  re-
ceived. Agents can learn the efficient control strategy of
MOO problems through the reward function. In this pa-
per, the reward is designed as a two-dimensional vector:
 

R = {rt} = {[rte(t), rc(t)]} (16)

rte(t) rc(t)

rte(t) rc(t)

where  and  correspond  to  two  optimization
objectives: maximization  of  energy efficiency  and char-
ging capacity.  and  are given as
 

rte(t) =

{
104 × ξ, ∀Erem > Ethreshold

0, otherwise
(17)

 

rc(t) =

{
ρ+ rc , if Tw = 0

0 , otherwise
(18)

rc

where the former is the joint reward maintained by the
MUAVs,  and  the  latter  is  the  the  CUAV independent
reward.  is  a  positive  reward  compensation  value  to
encourage the CUAV to actively conduct charging.

Reasonable reward setting is useful to guide agents

Pm

to explore  strategies.  For  optimization  goal,  maximiz-
ing  the  energy  efficiency  of  the  MUAVs  is  based  on
reasonable charging. Excessive charging of a MUAV by
the CUAV may make other MUAVs switch to the state
of charging waiting, which will cause the degradation of
the  energy  efficiency.  Thus,  appropriate  punishments
are considered to ensure fair charging. The punishment
to the CUAV is denoted as  and is given as
 

Pm =

 p1, ∃ MUAV m,Erem < Ethreshold

p2, if ξ < ξmin

0, otherwise
(19)

P1 10ρ P2 ρ+ rc

Ethreshold

Pm

where  is ,  and  is ,  which  means  the
CUAV will be punished when the residual energy of the
MUAVs is lower than , and the total energy ef-
ficiency of the MUAVs is lower than the minimum en-
ergy  efficiency  required.  is  0  when  the  remaining
energy is sufficient to execute current task.

 2. UPDC algorithm
As  a  typical  policy  based  the  MADRL  algorithm,

HATRPO [43]  is  suitable for  agents to learn strategies
in the continuous action space under complex UAV de-
ployment and charging task. The reason is that the the-
orem that monotonic improvement of policies is proved
and the  trust  region update  is  introduced to  keep effi-
cient policies update step. Therefore, the HATRPO al-
gorithm is used as the basic algorithm in our work. We
combine  the  solution  of  multi-objective  pareto  optimal
solution set with the HATRPO algorithm to obtain the
tradeoff of two optimization problems solutions by tak-
ing the vector reward as bridge.

Fig.3 shows  the  architecture  of  the  UPDC  algo-
rithm.  It  adopts  the  framework  of  centralized  training
and  distributed  execution  [44].  In  the  training  phase,
the utility  of  MUAVs  is  equated  as  a  part  of  the  ad-
vantage function to reduce the complexity of solutions,
and  the  trust  region  update  is  applied  in  the  utility-
based Pareto  optimal  advantage  function  gradient  up-
date. The TMC protocol is also introduced based on the
multi-objective  agent  network.  Next,  we  will  describe
the  algorithm  from  three  aspects:  1)  Equivalence  of
Pareto optimal based on utility; 2) Trust region update
of Pareto  ptimal  policies;  3)  Efficient  policies  explora-
tion for policy update.

1) Equivalence of Pareto optimal based on utility

π π

For  MUAVs,  each  agent  reacts  depend  on  the
policy , and the optimization of policy  means max-
imizing the expected discounted long-term reward
 

V πi = E

[ ∞∑
t=0

γtRi(st, at, st+1)|π

]
(20)

V πi πiwhere  indicates the utility about single policy  of
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π = (π1, π2, . . . , πn)

Ri(st, at, st+1)

at ∈ A st ∈ S

each  agent  and  represents  joint
strategy.  is  the  rewards  obtained  by
agent i for an action  under state .

V π
u

However,  the  computing  of  the  utility  function  of
each  agent  will  consume  huge  computing  resources.
Therefore,  for  MUAVs,  this  paper  considers  the  team-
based  utility  function,  namely  obtaining  joint  utility
function  by the agents joint policies
 

V π
u = u

(
E

[ ∞∑
t=0

γtRi(st, at, st+1)|π

])
(21)

Aπ(s, a) ≜
Qπ(s, a)− V π

u

The CUAV makes decisions with the state of oth-
er MUAVs as input. We regard CUAV as an altruistic
agent  and take  the  utility  of  other  agents  as  the  goal,
and  combine  the  joint  advantage  function 

 in HATRPO to update gradient. For dif-
ferent sets  1  and  2  of  agents,  the  multi-agent  advant-
age function [43] is given as follows:
 

A1
π(s, a

1, a2) ≜ Q1,2
π (s, a1, a2)−Q2

π(s, a
2) (22)

Since  the  joint  utility  function  of  MUAVs  is  the
result  of  cooperation,  we equate the team-based utility
function with  the  multi-agent  state  action  value  func-
tion to improve the computing ability of algorithm.

2) Trust region update of Pareto optimal policies
After obtaining the equivalent advantage function,

we  compare  the  multi-objective  Pareto  non-dominated
set  achieved  by  the  vector  reward.  When  the  target
value is  no  longer  improved,  the  Pareto  optimal  solu-
tion  set  is  obtained.  Since  the  monotone  improvement
property  of  the  joint  policy  update  in  the  trust  region
policy update [45],  we combine the iterative  process  of

obtaining the Pareto optimal policies with the update of
trust region strategy to ensure near optimal solutions.

In the process of updating, the KL divergence con-
straint is used to limit the update step of approximate
solution. The agents target function is given as follows:
 

L1
π (π̄, π̂) ≜ Es,a1,a2

[
A1

π(s, a
1, a2)

]
(23)

π̄ π̂

π̄

where  and  denote  other  joint  policies  of  different
agents sets 1 and 2, respectively. For joint policies ,
 

J(π̄) ≥ J(π) +

n∑
m=1

[
Li1:m
π

(
π̄i1:m−1 , π̄im

)
− CDmax

KL

(
πim , π̄im

) ]
(24)

J(π) ≜ Es,a [
∑∞

t=0 γ
trt]

E
[
DKL(π

im , π̄im)
]
≤δ δ

where  is the  expected  total  re-
ward. C is  the  coefficient, and KL  divergence  con-
straint  is ,  is threshold  hyper-
parameter,  which  limits  the  step  size  of  policy  update
and ensures it occurs within trust range.

For  the  selection  of  policies,  two principles  should
be followed: 1) It must converge to the real Pareto front
as much as possible; 2) The solution should be as dense
as possible. Thus, hypervolume metric [46] and sparsity
metric [47] are introduced to evaluate the quality of the
solution to find the approximate Pareto front.

3) Efficient policies exploration for policy update
The update  and selection of  policies  for  maximum

energy efficiency  and  charging  capacity  depend  on  ex-
ploration  of  policies.  We  utilize  TMC  protocol  [48]  to
design  multi-objective  agent  network  that  consists  of
three networks to control agents messages transmission,
and improve the exploration efficiency of policies by re-
ducing redundant data exchange.
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Fig. 3. The architecture of UPDC Algorithm.
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{
Qloc

1 , Qloc
2 , . . . , Qloc

n

}
{
Qglb

1 , Qglb
2 , . . . , Qglb

n

}
val(n) = 1

The  multi-objective  agent  network  structure  is
shown in Fig.4. It consists of four parts: 1) Joint action
generator, 2) Message encoder, 3) Message buffer, and 4)
Message combination block. The network uses the joint
action  generator  to  obtain  the  vector  local  Q-value

, and then combine it  with the re-
ceived  message  to  obtain  the  vector  global  Q-value

.  Received message buffer  receives
messages while updating with a new message, and then
selects the message with the valid bit .
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Fig. 4. Multi-objective agent network structure.

 

The  communication  protocol  works  between  the
sent  message  buffer  and  the  received  message  buffer.
The communication protocol is given as follows.

On the sender side,
 

ms =

{
fmsg(c

t) , if
∥∥fmsg(c

t) −mb
∥∥≥δ

0, otherwise
(25)

ms fmsg(c
t) mb

tlast

δ ωs

where  denotes  sent  message,  and  de-
note  message  generated by message  encoder  and saved
message in the sent message buffer,  respectively. t and

 denote  the  current  timestep  and the  last  timestep
at which agent broadcasts messages to the other agents,
respectively.  and  are Euclidean distance threshold
and the smoothing window size.

On the receiver side,
 

val (n) =

{
0, if tupdated > ωs

1, otherwise
(26)

tupdatedwhere  is time period, and valid bit is 0 when a
message is expired.

The UPDC algorithm (Algorithm 1) is designed to
address the MOO problem of MUAVs deployment and
CUAV charging, and its principle is given as follows.

Parameter  initialization (line  1)　 Initializing  the
experience  replay  buffer  Bc,  the  actor  network  and
Global  V-value  network,  and  the  corresponding  two
message buffer during the training phrase.

Experience  sampling (lines  3–6)　 The agents  ex-
ecute actions  at  each  episode,  and  transfer  the  collec-
ted state transitions into reply buffer  as  policies  learn-
ing  basis,  then  filter  redundant  information  by  TMC
protocol.

π

Aπ (st, at)

Equivalent advantage function generation (lines 7–
10)　Agents estimate  joint  utility  of  MUAVs  by  cur-
rent joint policy , and equate it with the state action
value  function  for  estimating  advantage  function

 during the training phrase.
Policy update (lines 12–19)　After determining the

joint advantage function, the optimal strategies are ob-
tained by calculating the gradient, then determining the
update direction, and planning the update range.
 

gimk =
1

B

B∑
b=1

T∑
t=1

∇θim
k

logπim
θim
k

(aimt |simt )M i1:m(st, at)

(27)

M i1:m(st, at)where  is  equivalent  advantage  function,
and then determining the update direction by
 

dimk ≈ gimk /Him
k (28)

Him
kwhere  is the  Hessian  of  the  expected  KL  diver-

gence, and then planning the update range of policy
 

E
[
DKL(π

im , π̄im)
]
≤δ (29)

lastly, the Global network is updated by loss function
 

ϕk+1 = argmin
1

BT

B∑
b=1

T∑
t=0

(V (st)−Rt)
2 (30)

V (st)where  represents  the  state  value  function  of  V-
value network.

Algorithm 1　UPDC Algorithm

Um,t Er

Input:  Number  of  agents n,  episodes K,  coordinate  of
MUAV , and residual energy .

Output: The charging policies of CUAV.
//Parameter initialization
1: Initialize: Actor  network,  Global  V-value  network,  ex-

perience reply  buffer  B,  two  message  buffer  and  mes-
sage encoder;

k=0, 1, . . . ,K−12: for  do
//Experience sampling

π
3: 　Collect  a  set  of  experiences  by  performing  MUAVs

and CUAV joint policy ;
4: 　Transfer transitions into experience reply buffer B;
5: 　Sample  a  minibatch  of B transitions from  B  ran-

domly;
6: 　Filtering similar message by TMC;
//Equivalent advantage function generation

V π
u π7: 　Estimate utility function  based on joint policy ;

V π
u8: 　Equate  with the state action value function;

Aπ(st, at)9: 　Estimate advantage function  based on glob-
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al V-value network with GAE according to (22);
M i1(st, at) = Aπ(st, at)10: 　Set equivalent ;

//Policy update
im = i1, i2, ..., iM11: 　for agent  do

12: 　　Estimate  the  gradient  of  the  agent  maximization
objective by (27);

13: 　　Compute the update direction of gradient by (28);
14: 　　Update  jointly  the  Pareto-optimal  approximate

solution by the KL-constraint by (29);
15: 　　Select  Pareto-optimal  solution  by  Hypervolume

and Sparsity metric;
im16: 　　Update the policy of agent 

17: 　end for
18: 　Update Global V-value network by loss function (30)
19: end for

 3. Complexity analysis

I

J

O(N )

This paper uses the complexity to measure the per-
formance  of  the  UPDC  algorithm.  Suppose  the  Actor
network contains  fully connected layers and the Glob-
al  V-value  network  contains  fully  connected  layers,
the time complexity  can be calculated as follows:
 

O(N ) = O

I−1∑
i=1

ua,iua,i+1 +

J−1∑
j=1

ug,jug,j+1

 (31)

ua,i ug,jwhere  and  are the neuron number in the i-th
and j-th layer of the actor and global V-value network.

F ×H

(F + 2)×H

O(N )

O(Sm) O(Rm)

O(N) +O(Sm)+

O(Rm)

There  is  an  matrix  for  the  fully  connected
layer.  Therefore,  the  fully  connected  neural  networks
need the number of  storage unit ,  and the
space  complexity  is .  It  is  essential  for  the  sent
message and received message buffer to distribute stor-
age unit so as to store more experience, and space com-
plexity  is  and . Hence,  the  space  com-
plexity  of  the  UPDC  algorithm  is 

.

 V. Performance Evaluation

800 m× 800 m

In this section, simulation results are performed to
state  the  effectiveness  of  the  UPDC  algorithm.  As
shown  in Fig.5,  task  area  consists  of  9  intersections  is
taken as simulation scenes. MUAVs perform tasks with-
in  road  sections.  Meanwhile,  CUAV  keep  in  standby
while  observing  the  MUAVs  states.  We  set  the  task
range to a square area of size . The simil-
ation parameter settings are listed in Table 3.

Due  to  the  limited  battery  capacity  of  MUAVs,
they  will  exhaust  energy  soon.  Considering  MUAVs
patrolling  sections  5  times  and  CUAV  charges  all
MUAVs  as  a  cycle.  Experiments  are  conducted  under
above condition to verify the algorithm performance.

For  deployment  and  charging,  taking  the  number

of crossroads N as variable. We explore the strategies of
MUAV and CUAV under different tasks.

≥
For patrol mode 1 HCPC, one MUAV is deployed

in one road section, and M  N. Each MUAV operates
on road section in the form of round-trip patrol between
two intersections. Three task cases with different num-
ber of MUAVs M and the number of intersections N are
considered  to  evaluate  the  performance  of  algorithm
about addressing complex MOMA continuous decisions-
making problems. Three task cases are given as follows:

• Case 1: N = 4, M = 4;
• Case 2: N = 6, M = 7;
• Case 3: N = 9, M = 12.
For patrol mode 2 LOPC, each MUAV patrols sec-

tions  along  a  clockwise  or  counter-clockwise  direction.
Since this mode focuses on low MUAVs number deploy-
ment  overhead,  and  thus  a  small  number  of  MUAVs
that can maintain basic connectivity are deployed in a
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Fig. 5. Simulation scenario.

 

Table 3. Simulation parameter settings

Parameters Value
Reward discount factor 0.99

Number of MUAVs (M) 3–12
Number of CUAV (C) 1

Number of target points (N) 4–9
Coverage radius of UAVs (r) 8 m
Width of road segment (g) 14 m
Length of road segment (d) 400 m

Horizontal coordinate range of MUAVs [−400, 400]

Vertical coordinate range of MUAVs [−400, 400]

EminMinimum speed of UAVs ( ) 2 m/s

EmaxMaximum speed of UAVs ( ) 10 m/s

E0Initial energy of UAVs ( ) 2000 kJ

EmFlying energy consumption ( ) 0.6 kJ/m

EcmCommunication energy consumption ( ) 0.001 kJ/s

Charging rate of the CUAV 10 kJ/s
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<square  area.  In  the  mode, M  N,  and  three  different
situations are considered to evaluate the continuous de-
cision-making  performance  of  the  proposed  algorithm.
Three task cases are given as follows:

• Case 1: N = 4, M = 3;

• Case 2: N = 6, M = 5;
• Case 3: N = 9, M = 8.
 1. Performance and analysis
Fig.6 shows  that  the  vector  rewards  convergence

curves of the UPDC algorithm in different cases.
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Fig. 6. Training  episodes  and  vector  reward  of  the  UPDC algorithm in  three  cases  with  two  patrol  modes.  For  patrol  mode  1

HCPC: (a) MUAVs energy efficiency reward; (b) CUAV average charging reward. For patrol mode 2 LOPC: (c) MUAVs
energy efficiency reward; (d) CUAV average charging reward.

 

As  shown  in Fig.6,  for  patrol  mode  1  HCPC,
MUAVs energy efficiency and CUAV charging capacity
have changed when the task scale  extends from 2 × 2
and 2 × 3 intersections to 3 × 3 intersections by com-
bining  with Fig.6(a)  and Fig.6(b). The  converged  en-
ergy  efficiency  reward  has  reduced  from 87  to  76,  and
the CUAV charging capacity has also reduced from 1300
to 850.  The  reason  is  that  the  number  of  MUAVs  in-
creases  with  the  expansion  of  the  task.  To  ensure  all
MUAVs can  be  served,  the  policies  with  energy  effi-
ciency  rewards  as  utility  guarantee  deployment  is  not
affected at the cost of reducing the charging capacity.

For patrol  mode  2  LOPC,  to  save  deployment  re-
sources,  the  number  of  MUAVs  has  reduced.  For  the
three cases, it is obvious that the charging capacity re-
ceived  by  MUAVs  increases,  because  the  number  of
MUAVs decreases, which means that the CUAV is able
to take  care  of  all  MUAVs  and  maintain  their  endur-
ance.  Through  the  fair  charging  scheduling  strategy,
each MUAV can obtain more charging times. However,
its energy efficiency reward has declined, i.e., after con-
vergence,  case  1  and  case  2  have  reached  80  at  most,
and  case  3  has  only  reached  70,  which  has  declined
compared  with  patrol  mode  1.  The  reason  is  that  the
decrease of MUAVs number causes that the connectiv-
ity cannot always be maintained, which leads to the de-
cline in  transmission  rate  but  saves  deployment  re-
sources and improves the endurance of MUAVs.

It is  worth  noting  that  the  MUAVs  energy  effi-
ciency can also reach the threshold energy efficiency at
the  initial  stage  of  task  execution,  which  owes  to  the
joint  advantage  function  of  the  global  policies  updates
in trust  region.  In addition,  due to the TMC protocol,
the vector reward can quickly converge from 1800 to 2000
episodes, which  shows  that  the  improved  agent  net-

work successfully filters out redundant messages.
 2. Performance comparisons  with  three  re-

lated schemes
In  this  section,  the  UPDC  algorithm  is  compared

with POAC, PDQN, and OU-MADDPG.
• PDQN: Reference [34] proposed the Pareto-DQN

algorithm, which can estimate Pareto front with a com-
plex high-dimensional multi-objective state space.

•  POAC:  Reference  [35]  proposed  the  Pareto-op-
timal  actor-critic  approach,  which  is  independent  with
objectives preference, and not affected by the concavity
and convexity of the Pareto front.

• OU-MADDPG: Reference [30] proposed the UAV
charging  scheduling  and  trajectory  planning  algorithm
based on MADDPG for MUAVs tasks.

M = 4

M = 6

As  shown  in Fig.7,  for  MUAV  patrol  mode  1,  in
Fig.7(a)  and Fig.7(b),  the  Pareto  Front  trend  is  close
by the selection of hypervolume and sparsity indicators.
The reason  is  that  the  number  of  MUAVs  need  char-
ging  is  within  the  acceptable  range  of  CUAV.  When

, the UPDC algorithm can supplement nearly 65%
power  for  MUAVs  while  keeping  energy  efficiency
without loss. Similarly, when , with the increase
of  MUAVs  number,  to  ensure  MUAVs  can  get  timely
service  and  are  not  disturbed  by  charging  waiting,
CUAV reduces the maximum amount of charging.

M = 12

From Fig.7(c),  the  expansion  of  the  task  means
that the burden of MUAVs and CUAV increases when

. For MUAVs, energy efficiency is more vulner-
able  to  the  negative  impact  of  charging  waiting  and
communication interruption. For CUAV, it  is  not only
need to focus on MUAVs status in advance, but need to
adjust the charging strategy in time. It can be seen that
the  energy  efficiency  of  MUAVs  decreases  when  the
charging amount exceeds 1000,  and when the charging
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amount reaches 1250, the energy efficiency drops to the
lowest,  namely,  some  MUAVs  do  not  receive  services.
However, its  sparsity  increases,  but  the  remaining  op-
timal strategy points still dominate other methods.

ξ

For  patrol  mode  2,  from Fig.7(d),  8  MUAVs  are
deployed in  the  area  with  9  intersections  and  12  sec-
tions. Since the number of MUAVs is lower than that of
case 3  in  patrol  mode  1,  the  energy  efficiency  is  af-
fected by connectivity. Compared with case 3 in patrol
mode  1,  the  average  charging  amount  accepted  by
MUAVs has increased by about 3%–5%. However, each
MUAV with  low  residual  energy  can  obtain  more  ser-
vices,  although  the  reduction  of  connectivity  leads  to
the  decline  of ,  the  number  of  MUAV M decrease
while the mission sustainability is easier to achieve.

ξFor the fluctuation of  in Fig.7, the reason is that

ξ

ξ

ρ

ξ

the change of  depends on the change of energy state
caused by charging  strategy.  In  the  process  of  central-
ized  training,  the  charging  strategy  adopted  by  the
CUAV may  only  consider  partial  MUAVs  and  ignores
others,  which  will  lead  to  MUAVs  enter  the  charging
waiting state. Once residual energy of a certain MUAV
is  insufficient,  and  will  decrease.  When the  charging
strategy  changes,  i.e.,  the  average  charging  amount 
increases,  the  number  of  MUAVs  that  do  not  receive
charging services decreases, and  will increase again.

Fig.8 shows  that  the  charging  utilization  of  the
four  methods  under  different  cases.  Taking  two  cycles
as  the  MUAVs  task  goal  and  the  CUAV  can  charge
eight times at most, we verified the effectiveness of the
charging strategy by comparing the energy efficiency of
MUAVs before and after charging.
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Fig. 8. The  charging  utilization  of  the  UPDC,  POAC,  PDQN,  and  OU-MADDPG  algorithms  under  different  cases  with  two

patrol modes. HCPC: (a) N=4, M=4, (b) N=6, M=7, (c) N=9, M=12, LOPC: (d) N=9, M=8.
 

Figs.8(a),  (b),  and (c) represent three cases of  the
patrol mode 1 and Fig.8(d) is the same as Fig.7(d). We
compare  the  method  performance  based  on  case  3  in
patrol mode 2.

For MUAVs patrol mode 1 HCPC:
1) In Fig.8(a),  due to the small  number of  UAVs,

the energy efficiency of  the three methods tends to in-
crease with the increase of  charging times.  The UPDC
algorithm  can  obtain  the  highest  charging  utilization,
and  the  CUAV’s fair  charging  scheduling  can  compet-
ent for  the  cycle  task  of  4  MUAVs  and  execute  char-
ging service for MUAVs in advance.

2)  From Fig.8(b), as  the  number  of  MUAVs  in-

creases, the  space  for  updating  of  strategies  also  in-
creases. However,  our  method can  still  guarantee  reas-
onable  solution.  In  the  first  round  of  cycle,  MUAVs
patrol  between 4 round-trip and 5 round-trip,  MUAVs
with lower residual energy will appear successively. It is
obvious  that  it  cannot  meet  the  task  needs  of  case  2
when charging 2 to 4 times, and need to charge 5 to 7
times to obtain high charging utilization while ensuring
there are no mission interruption.

3) As shown in Fig.8(c), for case 3, other methods
have fallen into local  optimal  solution after  charging 7
to  8  times  while  our  method  can  still  maintain  high
charging utilization.  The  reason  is  the  UPDC  al-
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Fig. 7. Multi-objective policies performance of the UPDC, POAC, PDQN, and OU-MADDPG algorithms in different cases with

two patrol modes. HCPC: (a) N=4, M=4. (b) N=6, M=7. (c) N=9, M=12, LOPC: (d) N=9, M=8.
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gorithm can schedule  CUAV in  advance  while  keeping
MUAVs reasonable deployment.

For MUAVs patrol mode 2 LOPC:
4) Fig.8(d) shows the charging utilization compar-

ison in  case  3.  For  the  UPDC algorithm,  as  the  num-
ber of  MUAVs  decreases,  the  charging  utilization  in-
creases  with  the  increase  of  charging  times.  Moreover,
the turning point of significant increase appears at the 4
to  5  charging.  The  reason  is  that  agents  focus  on  the
penalties, which  associates  with  the  coupling  con-
straints and will make agents are easier to find approx-
imately balanced policies, i.e., the more charging times,
the more durable tasks the MUAVs can perform.

For  the  mission  completion  time  and  endurance
anxiety,  since  MUAVs  in  patrol  mode  2  can  obtain
more  energy  without  maintaining  full  connectivity  and
can quickly complete  tasks without endurance anxiety.
Therefore, we consider comparing performance of meth-
ods about two indicators in complex patrol mode 1. In
Fig.9,  our  method  can  converge  to  a  lower  completion
time. For case 2, because of fast optimal policy explora-
tion and effective  policy  update,  the  charging  schedule
can  ensure  MUAVs  are  charged  before  residual  energy
reaches threshold.  The lower  time steps  mean the bet-
ter  joint  policies,  namely  there  are  fewer  transmission
interruptions and less charging waiting time. For Fig.10,
after  the  training  phrase,  we  compare  the  relationship
between  charging  times  and  the  number  of  charging
waiting  times  under  the  three  cases.  Obviously,  our
method  has  the  least  endurance  anxiety,  which  shows
that  it  can  not  only  schedule  CUAV  well,  but  enable
MUAVs to perform tasks in the form of energy-saving.
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Fig. 9. The mission completion time of the UPDC, POAC,

PDQN, and OU-MADDPG algorithms under case 2
with patrol mode 1.

 

 VI. Conclusions and Future Work
In  this  paper,  we  studied  the  charging  scheduling

problem  of  CUAV  considering  the  deployment  of
MUAVs.  First,  the  MUAVs  deployment  problem  is

modelled considering the energy consumption and data
transmission, then the CUAV charging model is  estab-
lished  based  on  fair  charging.  The  deployment  and
charging problem is  formulated as  a  MOSG process  to
balance energy efficiency and charging. In addition, the
UPDC algorithm is  proposed  to  solve  the  MOO prob-
lem, which can ensure the credible update and rational
selection  of  the  Pareto  Optimal  policies.  Finaly,  our
method has yield faster exploration of policies and high-
er MUAVs energy efficiency and CUAV charging capa-
city than  other  benchmark  methods.  However,  the  pa-
per  only  solves  the  MOO  problem  with  one  CUAV
serves MUAVs. As to more practical issue, such as urb-
an  level  UAV-assisted  perception,  which  also  needs  to
consider multi-task allocation. Our method also cannot
solve  the  multi-task  problem  in  MOO  problem.  At
present,  we  are  also  conducting  research  on  multi-task
problem  for  scheduling  multiple  CUAVs  in  complex
scenarios and plan to solve it by combining distributed
deployment methods in our future work.
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