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   Abstract — Bidirectional  encoder  representations
from transformers (BERT) gives full  play to the advant-
ages of  the  attention  mechanism,  improves  the  perform-
ance  of  sentence  representation,  and  provides  a  better
choice for various natural language understanding (NLU)
tasks.  Many  methods  using  BERT  as  the  pre-trained
model achieve state-of-the-art performance in almost vari-
ous text classification scenarios.  Among them, the multi-
task learning framework combining the negative  supervi-
sion  and  the  pre-trained  model  solves  the  issue  of  the
model performance  degradation  that  occurs  as  the  se-
mantic  similarity  of  texts  conflicts  with  the  classification
standards. The  current  model  does  not  consider  the  de-
gree of  difference  between  labels,  which  leads  to  insuffi-
cient difference information learned by the model, and af-
fects  classification  performance,  especially  in  the  rating
classification tasks.  On  the  basis  of  the  multi-task  learn-
ing model, this paper fully considers the degree of differ-
ence between labels, which is expressed by using weights
to solve the above problems. We supervise negative sam-
ples on the classifier layer instead of the encoder layer, so
that the  classifier  layer  can  also  learn  the  difference  in-
formation  between  the  labels.  Experimental  results  show
that our model can not only performs well in 2-class and
multi-class  rating  text  classification  tasks,  but  also  per-
forms well in different languages.

   Key words — Natural language understanding, Rat-
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 I. Introduction
Text Classification is a classical problem in natur-

al  language  processing  (NLP),  which  is  widely  applied
in sentiment  analysis,  medical  diagnosis,  semantic  an-
notation, public opinion control and other fields. Many
researchers  study  how  to  improve  text  classification
performance via  taking  advantage  of  traditional  ma-
chine  learning  methods  [1]–[5]. At  present,  deep  learn-
ing-based methods [6]–[8] have replaced traditional stat-
istics-based  methods  in  the  field  of  NLP.  Compared
with  convolutional  neural  networks  (CNN) [9]–[11], re-
current  neural  networks  (RNN)  [12]–[14]  is  better  in
case  of  dealing  with  sequential  tasks  including  various
NLP tasks.  However,  RNN is prone to incur the prob-
lem  of  gradient  disappearance  for  it  only  considers  or
less considers the influence of words that is closer to the
dealt word  in  a  sentence,  and  even  ignores  the  influ-
ence of words that is farther from the dealt word. The
long  short-term  memory  (LSTM)  [15]–[19] neural  net-
works proposed by Hochreiter et al. is a model based on
RNN  and  gating  unit,  which  solves  the  problem  of
gradient  disappearance  in  BPTT  (back  propagation
through  time)  [20]  algorithm  to  a  certain  extent.
However,  the  effect  of  LSTM is  not  ideal  as  the  dealt
sentence  is  too  long,  this  is  due  to  the  existence  of  its
structure design limitations inherited from RNN.

Sequence to sequence [21], [22] is also a framework
specially used to  deal  with sequential  problems includ-
ing  NLP  tasks,  which  consists  of  an  encoder  network
and  a  decoder  network.  The  encoder  network  encodes
each word  of  the  dealt  sentence,  and  extracts  the  se- 
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mantic  information between these words into a vector.
The decoder  network  generates  and  outputs  the  pre-
dicted  value  word  by  word  according  to  the  hidden
state of the encoder and the previous output of the de-
coder  network.  The  sequence  to  sequence  model  also
has the  problem  of  gradient  disappearance  for  its  en-
coder  network  and  decoder  network  also  adopt  RNN
model, so its performance could decline when the dealt
sequence (or sentence) is too long. In 2014, bahdanau et
al.  proposed  the  attention  mechanism  [23]  which  solve
gradient disappearance  occurred  in  the  sequence  to  se-
quence model effectively.

In 2017, Vaswanai et al. of Google put forward the
transformer  model  based  on  their  proposed  self-atten-
tion mechanism and multi-headed-attention mechanism
[24],  which  are  based  on  attention  mechanism.  The
transformer model can extract more and exact semant-
ic  information.  In  2018,  Devlin et  al.  proposed  BERT
(bidirectional  encoder  representations  from  transform-
ers)  model  [25] for  the  first  time,  which  is  a  very  suc-
cessful case using the transformer model. Later, a lot of
related  researches  employed  BERT  model  to  pre-train
various  language  models,  and  then  trained  the  specific
downstream tasks  (such  as  text  classification  and  ma-
chine  translation)  using  the  pre-trained  BERT  model
[26]–[29].

At  present,  almost  all  text  classification  methods
are based on BERT model in all  kinds of classification
datasets,  which  can  obtain  best  effect.  For  example,
Ohashi et al. proposed AM (the auxiliary task with the
margin-based loss) model and AAN (the auxiliary task
using all negative examples) model [30] both which are
based on BERT model. Moreover, their proposed mod-
els  are  applied  combined  with  negative  supervision
mechanism,  which  can  perform  better  on  MR,  TREC
and other  datasets.  The  negative  supervision  mechan-
ism proposed in this paper is to improve the accuracy of
rating classification by learning distinct representations
of texts with different labels. However, the method pro-
posed  in  this  paper  does  not  distinguish  the  degree  of
difference between  different  labels,  resulting  in  insuffi-
cient difference information extracted by learning, espe-
cially in the rating classification task. In addition, AM
and  AAN models  only  learn  the  difference  of  sentence
representation (that is, the output difference of encoder
layer), which can not reflect the learning of label differ-
ence in classifier layer, so that classification effect is not
good.

To obtain better rating classification effect, this pa-
per proposes  rating  classification  with  weighted  negat-
ive supervision on classifier layer (WNSCL). WNSCL is
also based on the idea of  a negative supervision mech-
anism. Different from AM and AAN, WNSCL fully con-

siders the degree of differences between different labels,
learns the differences between the final output states of
the texts with different labels.  And WNSCL calculates
the weight  representing  the  degree  of  category  differ-
ences and the loss function using the generated weight
and  the  category  differences  to  improve  the  model’s
classification  performance.  In  classifier  layer,  WNSCL
calculates the difference information of texts with differ-
ent labels for the output of the classifier layer, so that
the classifier layer can also learn the differences between
labels. In addition, in case of  training the model,  WN-
SCL uses the dropout mechanism [31] to randomly inac-
tivate  some  nodes  (the  inactivation  probability  is  0.4)
to eliminate  the  over-fitting  phenomenon  to  some  ex-
tent. Compared with the existing technology, the main
advantages of our method are given as follows.

• The proposed model can learn the difference de-
gree between  different  labels,  and  better  learn  to  ex-
tract the difference information of text categories in rat-
ing classification tasks.

•  The  classifier  layer  can  also  learn  the  above-
mentioned category differences,  which can improve the
classification effect better.

• The accuracy of 2-class and multi-class text rat-
ing classification tasks has been significantly improved.

• The effect of rating classification in different lan-
guage environments has been improved.

The rest of this paper is as follows. Section II intro-
duces the work related to this paper. Section III in this
paper  expounds  the  idea  of  WNSCL in  detail.  Section
IV describes the experimental process and analyses the
results in detail. Section V concludes the main work of
this paper and introduces our future work briefly.

 II. Related Work
Many  researches  have  used  pre-trained  BERT

models  as  encoders  for  text  classification  tasks.  This
section  introduces  related  work  including  BERT based
fine-tuning, multi-task  learning  with  deep  neural  net-
works and negative supervision.

 1. BERT based fine-tuning
More and more NLP tasks including text classifica-

tion tasks are implemented by using pre-trained BERT
model. Sun et al. propose to select the output of which
layer  of  BERT  should  be  as  the  representation  of  the
sentence based on the specific task, and use the target
domain data to further pre-train the BERT in the text
classification  task  [27].  Xu et  al.  introduce  self-en-
semble  and  self-distillation  mechanism  to  improve  the
fine-tuning strategy while  fine  tuning BERT [28].  Self-
ensemble mechanism combines several base models with
parameter  averaging  rather  than  keeping  several  base
models. And self-distillation mechanism uses knowledge
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distillation  to  improve  fine-tuning  efficiency.  Kuratov
and Arkhipov  propose  to  train  the  Russian  monolin-
gual model using multilingual initialization [29].

For text  classification  tasks,  these  original  meth-
ods  only  add  a  fully  connected  layer  directly  to  the
BERT model as a classifier, which is not ideal for fine-
grained emotional polarity classification for there is the
conflict  between  classification  standard  and  semantic
similarity.

 2. Multi-task learning
Multi-task learning (MTL) is an inductive transfer

mechanism whose principle goal is to improve generaliz-
ation ability. MTL can improve generalization by learn-
ing  data  related  to  task.  Some  studies  combine  MTL
with  algorithms  such  as  k-nearest  neighbor  and  kernel
regression  to  obtain  better  performance  [32].  Luong et
al.  applied  MTL  to  the  sequence  to  sequence  model,
which uses three MTL settings: one-to-many, many-to-
one  and  many-to-many  [33].  Chen et  al.  used  deep
wavelet  decomposition  networks  and  residual  networks
to provide an MTL framework for time series classifica-
tion and retrieval tasks [34].

The combination of MTL and pre-training [35], [36]
has been  employed  for  text  classification,  which  is  re-
ferred  to  as  MT-DNN model  [37].  In  MT-DNN model,
the  specific  tasks  share  an  encoder  and  fine  tune  the
parameters of the encoder via training multiple specific
tasks  at  the  same  time  and  updating  weights,  which
makes  the  model  have  better  generalization  ability  on
the  specific  tasks.  However,  MT-DNN  model  requires
more labeled datasets for multiple specific tasks need to
be trained.

 3. Negative supervision
In order  to  break through the performance limita-

tions of the classification model as texts with similar se-
mantics have different labels, Ohashi et al. propose the
model  AAN  which  achieves  ideal  performance  in  text
classification tasks based on the idea of negative super-
vision [30]. Model AAN calculates the distance between
representation  vectors  of  texts  with  different  labels  by
supervising  negative  samples,  and  adds  the  distance
between vectors to the loss function to update the mod-
el parameters. In this way, AAN can learn the distinct
information  of  different  labeled  texts.  However,  AAN
does not  consider  the  degree  of  difference  between dif-
ferent  labels,  which  makes  the  difference  information
learned by the model incomplete. In addition, the classi-
fier layer cannot learn the difference information either,
which will limit the classification performance.

 III. The Proposed Model WNSCL
The idea of negative supervision in rating text clas-

sification  tasks  can  make  samples  with  different  labels

have  distinct  representations.  However,  the  previous
work  [30]  does  not  consider  the  degree  of  difference
between these  labels,  which  makes  the  difference  in-
formation  learned  by  the  model  not  accurate  enough
and  affects  the  performance  of  text  classification  task
especially in rating text classification.

X1 X2 X3

V1 V2 V3

V1 V2 V1

V3

For example, for a 5-class rating classification task,
there are five labels 0, 1, 2, 3, 4 corresponding to negat-
ive,  somewhat  negative,  neutral,  somewhat  positive,
and  positive  emotions.  We  suppose  there  are  three
samples of , , and  with labels 0, 1, and 4 re-
spectively from the training dataset, which are input in-
to a model to obtain the corresponding representations

, , and . While conducting negative supervision,
the previous  approaches  directly  accumulate  the  dis-
tance between  and  and the distance between 
and  into  a  loss  function,  ignoring  the  possible  case
the  difference  degree  between  label  0  and  label  4  is
greater than that between label 0 and label 1.

V1 V2

V1 V3

Wi,j Wi,j

i j

V1 V3

V1 V2

W0,1 V1 V2

W0,4 V1 V3

In this paper, we propose weighted negative super-
vision  on  classifier  layer  (WNSCL)  model  which  fully
considers the difference degree between labels. For rep-
resenting  this  difference  degree,  our  proposed  method
calculates the distance between  and  and the dis-
tance  between  and ,  which  is  multiplied  by  a
weight .  stands  for  the  negative  supervision
weights of the sample pairs with label  and label . In
the  example,  the  difference  degree  between  and 
can  be  greater  than that  between  and  via  setting
the  weight  between  and  smaller  than  the
weight  between  and .

 1. Architecture of WNSCL
WNSCL is a multi-task model, which consists of a

main task and a negative supervision task (NST). The
main task is to train a conventional classifier by adding
a  full  connection  layer  as  the  classifier  layer  to  BERT
model.

l1 l1 ∈ Rn

l1
l2 l2 ∈ Rc

The  architecture  of  WNSCL  model  is  shown  in
Fig.1.  For  the  convenience  of  description,  we  define
various  parameters  in  WNSCL.  The  parameter X
stands for the input of a sentence or a text, which is en-
coded into one n-dimensional vector  ( ) using
BERT model. The vector  is calculated by a classifier
layer to get the output vector  ( ), which is the
predicted value of WNSCL.

X

l1
l1

l1

In Fig.1, the left part is NST, and the right part is
the main task. For a text classification task, a sentence
X is input into the bottom layer.  is converted into a
matrix and input into the BERT model. After forward
calculation  in  BERT,  a  text  representation  vector 
containing context is generated. Dimension of  is the
same as a row vector in the input matrix. And then the
representation vector  is input into the classifier layer
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l2
Lm l2

l2
Ln

Ln

and  calculated  in  WNSCL  to  generate  the  predicted
value . For the main task, WNSCL uses a specific loss
function  to  calculate  the  loss  value  ( )  between 
and the target. Meanwhile,  is also input into NST so
that  NST  can  calculate  its  loss  value  ( )  in  a  mini-
batch via  traversing  all  negative  samples  (the  calcula-
tion of  in details is introduced in Section III.2). Fi-
nally, the loss of the main task and the loss of NST are
added up and the sum is the total loss. The total loss is
back propagated and the weights of WNSCL can be up-
dated.  In Fig.1,  the  up  arrows  stand  for  the  forward
calculation  process,  while  the  downward  arrows  stand
for the back propagation process.

 2. Negative supervision task

l2

l2

l2

Ln

In  order  to  enable  the  classifier  layer  to  learn  the
difference information of different labels, different from
AAN,  WNSCL  supervises  the  negative  samples  in  the
classifier layer instead of in the output layer of BERT.
Thus, the output vector  of the classifier layer is not
only  used  to  calculate  the  loss  of  the  main  task,  but
also input into NST to participate in the calculation of
the  loss  function  in  the  negative  supervision  task.  For
calculating the loss,  NST loops through all  the vectors

 of  all  samples  in  a  mini-batch.  During  traversal,  if
two samples with different labels are found, NST calcu-
lates the cosine similarity between the vectors  corres-
ponding  to  the  two  samples.  These  cosine  similarities
are weighted summed with the weights calculated in the
classifier  layer  to  get  the  loss  of  NST  ( ),  which  is
showed in equation (1).
 

Lb
a =

∑
Wk,icossim(lk2 , l

i
2) (1)

Lk
n

k Xk Wk,j

k j lk2 li2 l2
Xk Xi

cossim( , )

lk2 li2

where  is the value of the loss function of NST cor-
responding to  the th sample ,  is  the  negative
supervision  weight  between  two  different  samples  with
labels  and ,  and  stand for the vectors  corres-
ponding  to  the  samples  and  in  a  mini-batch,
function  is used to calculate the cosine simil-
arity between  and .

W

W

l2

For weight ,  it  is  related to the distance of  the
labels. Moreover,  is a monotonically increasing func-
tion related to distance between different labels, for vec-
tors  of the samples with bigger distance between la-
bels need be more dissimilar. For that, NST uses a lin-
ear function designed as equation (2).
 

Wk,i = α · dis(labeli, labelj) (2)

dis( , )

α

where  function  describes  the  distance  between
two different labels. It returns the absolute value of the
difference between the two labels as these labels are de-
scribed  using  scalars.  Parameter  is  a  coefficient,
which  describes  the  importance  of  the  loss  function  in
NST. Its  value is  obtained via  selecting the best  value
corresponding  to  the  best  performance  from  multiple
sets of experiments.

l2

Algorithm  1  describes  how  to  calculate  the  loss
function  value  of  samples  in  a  mini-batch  of  NST.
Based  on  the  analysis  in  Section  III.1,  it  is  from  the
classifier layer that NST obtains the predicted value 
of WNSCL. Algorithm 1 uses a two-level loop to find all
negative  samples  in  the  mini-batch.  Each  inner  loop
tries  to  find  a  pair  of  negative  samples  via  traversing
each  sample  in  a  mini-batch.  If  a  pair  of  negative
samples is found, NST calculates the loss function value

 

NST_loss 
Main_loss 

Main task

Weight

Cossim

Negative supervision

task

Loss

Model_output (l2)

Classifier: full connection layer

Bert_output: embedding vector (l1)

BERT model: as a text encoder

Input: sentence or text (X)

 
Fig. 1. Architecture of the proposed WNSCL model.
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Ln

of  the  pair  of  negative  samples  according  to  equations
(1) and (2), and sum the loss value to .

Algorithm 1　Calculation of loss of NST　

　//Set the mini-batch size to batch_size
　//model_output is the output of classifier layer
　for i in range(len(batch_size)) do

l12　　  = model_output[i]
　　　 label1 = target[i]
　　　 for j in range(len(batch_size)) do

l22　　　　　 = model_output[j] 　
　　　　　 label2 = target[j]

X1 X2　　　　　 //If  and  have different labels
　　　　　 if label1!= label2

W = α× dis(label1, label2)　　　　　　 

Ln+ = W × cossim(l12, l
2
2)　　　　　　 

　　　　　 endif
　　　 endfor
　endfor

 3. The training procedure of WNSCL model
Google  provides  a  few  kinds  of  pre-trained  BERT

models. As the scale of the downstream task is not too
big,  WNSCL  only  uses  the  basic  version  of  BERT  as
the encoder, which includes 12 transformer blocks. This
subsection  mainly  introduces  the  training  procedure  of
WNSCL based on the basic version of BERT.

X

X

X X

ids id X

ids

X ids

ids

The input  of model WNSCL is a sentence or a
text. First,  must be transformed into a form of vec-
tor  that  the  model  can  understand.  Google  provides  a
vocabulary  file  named  vocab.txt  included  in  the  pre-
trained BERT model.  In this  vocabulary,  each word is
numbered  using  the  bag-of-words  model.  In  order  to
pre-train ,  WNSCL  needs  convert  into  a  vector

 (that is, a vector composed of  of each word in )
based  on  this  file.  The  dimension  of  the  vector  is
the length of . And then the vector  is input into
the  model  directly.  The  following  describes  in  details
the specific process of the vector  in WNSCL.

ids

ids

n

n

ltoken

The  is a one-hot encoding vector in fact, which
wastes  encoding  space  if  the  vocabulary  is  relatively
large. Moreover, it cannot reflect the degree of correla-
tion  between  words  because  the  distances  between  all
words  are  the  same.  Therefore,  we  need  a  method  to
convert  into  embedding  vector  [38],  [39].  BERT
used in WNSCL provides a dedicated embedding layer
to  carry  out  this  transformation.  The embedding  layer
is a fully connected layer. Its input is a vector whose di-
mension is size of the vocabulary, and its output dimen-
sion denoted as  is the dimension that you want to en-
code. After processed in the embedding layer,  an -di-
mensional  distributed  encoding  vector  is gener-
ated.  WNSCL  processes  a  text  parallelly,  the  position

lposition n

lsegment

ltoken lposition lsegment
n

WNSCLinput

information of each word is lost. However, the position
information of each word always plays a key role in un-
derstanding the sentence, so WNSCL uses the sine and
cosine functions  to  generate  unique  encoding  informa-
tion for the position of each word in a sentence, which
is recorded as  and also an -dimensional vector.
In  addition,  BERT  used  in  WNSCL  also  generates  a
vector  for sentence pair related to the tasks dis-
tinguishing  which  sentence  each  word  belongs  to.  And
then WNSCL adds ,  and  up to gen-
erate an -dimensional vector as the real input of WN-
SCL  as  shown  in  equation  (3),  which  is  denoted  as

.
 

WNSCLinput = ltoken + lposition + lsegment (3)

n

n

bert_output l1

bert_output

Based  on  the  above  analysis,  it  can  be  seen  that
one word is represented using an -dimensional vector.
In order to represent a sentence,  WNSCL arrays all  of
these -dimensional vectors corresponding to each word
of the sentence into a matrix. And then WNSCL iterat-
ively encodes this matrix 12 times (corresponding to 12
transformer blocks) into the output matrix (referred to
as  or  in  which each word carries  other
words’ information  via  making  use  of  self-attention
mechanism and multi-headed attention mechanism that
BERT  takes  use  of.  Matrix  contains  all
words’ vectors of a sentence.

bert_output

bert_output

bert_output

Since the classifier layer is a fully connected layer,
it  cannot  accept  the  matrix  as  input,  so  the  matrix

 cannot  be  directly  input  to  the  classifier
layer.  To solve above problem, WNSCL adds a special
symbol  [CLS]  at  the  beginning  of  each  sentence  based
on the idea of BERT, which can be regarded as a mean-
ingless symbol. After 12 times encoding, the vector cor-
responding  to  [CLS]  also  included in  con-
tains  the  information  of  all  the  words  in  a  sentence,
which can be used for classification tasks alone without
using the whole matrix of .

C

l2 C

Next,  the generated vector of  [CLS] is  passed into
the classifier layer which is a fully connected layer. The
classifier  layer  deals  with the vector  and outputs  a -
dimensional  vector  in  which  the  value  of  is  the
number of classes.

Lm l2 Ln

L Lm

Ln

So far, a forward propagation process of WNSCL is
completed.  Next,  we  need  to  calculate  the  loss  of  the
model,  and then propagate  it  back along the model  to
update  the  parameters.  For  the  main  task,  this  paper
directly uses  the  cross  entropy  loss  function  to  calcu-
late the loss ( ) between  and targets.  is calcu-
lated using the method mentioned in Section III.2. The
total loss of WNSCL ( ) is calculated by summing 
and  using equation (4). 
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L = lm + ln (4)

L

In order to reach the optimization target, WNSCL
back  propagates  to  each  layer,  and  make  use  of
Adam  optimizer  to  update  parameters.  The  training
can be  terminated  until  the  model  converges  after  re-
peating  the  above  steps  enough  times.  Algorithm  2
shows the training procedure.

Algorithm 2　The training procedure of WNSCL
　//Set the max number of epoch: max_epoch
　//Split the mini_batch from train dataset
　for i in range(max_epoch) do
　　　 for mini_batch in dataset

l1s　　　　　  = BERT(mini_batch)
l2s l1　　　　　  = Classifier_layer( )

　　　　　 //Calculate  the  loss  of  main  task  using  Cross
entropy function
Lm l2s　　　　　  = Cross_entropy( , targets)

　　　　　 //Calculate the loss of NST using Algorithm 1
Ln l2s　　　　　  = Algorithm1( , targets)

　　　　　 //Calculate the total loss L
Lm Ln　　　　　 L+= +

　　　 endfor
▽　　　 Compute gradient 

▽　　　 Update weights: Adam( )
　endfor

It  can be  seen that  Algorithm 2 uses  Algorithm 1
to  calculate  the  loss  function  value  of  NST  for  each
batch of dataset. Based on the idea of multi-task learn-
ing,  the goal  of  learning the two subtasks  at  the same
time can be achieved via summing the loss of the main
task and the loss of NST into the total loss to optimize
the  model.  Algorithm  2  uses  a  two-level  loop  training
dataset.  Each  execution  of  the  outer  loop  represents
that the entire training dataset is trained and the para-
meters of WNSCL are updated once. Each execution of
the inner loop represents a mini-batch is trained once.

X

X

l2

l2

l2
l2

To better understand the idea and the process pro-
cedure of WNSCL, here takes the task SST-5 as an ex-
ample. In the example, a movie review  in the data-
set  is  input to WNSCL. First,  is  encoded as a one-
hot vector based on the vocabulary file vocab.txt. Then,
the vector  is  input  into  WNSCL  and  calculated  for-
ward, and the predicted value  of the model is gener-
ated. Since task SST-5 has 5 classes, the predicted value

 of WNSCL is set as a 5-dimensional vector, and the
subscript  corresponding  to  the  largest  component  of
vector  is  the  label  predicted  by  the  model.  Then,
WNSCL  uses  vector  to  calculate  the  loss  function
value  of  the  main  task  and  the  loss  function  value  of
NST  respectively,  and  back  propagates  it  along  the
WNSCL to update the parameters.

 IV. Experiments
To evaluate the performance of our proposed WN-

SCL model, we design multiple sets of experiments on 2-
class rating classification and multi-class rating classific-
ation in different language environments respectively.

 1. Experiment environment and settings

n = 768

The proposed WNSCL is trained by using GTX 1660
Ti  GPU.  For  the  pre-trained  encoder  model,  we  use
BERT implemented via using PyTorch which is a well-
known deep learning framework. The used model BERT
in  WNSCL is  the  basic  version  ( )  provided  by
Google.  In  order  to  test  the  performance  of  WNSCL
model better,  we conducted multiple  sets  of  comparat-
ive  experiments  on  the  specified  English  and  Chinese
datasets. For these two language datasets, WNSCL uses
two  BERT  models  called  bert_base_uncased  and
bert_base_chinese both  provided  by  Google  as  en-
coders respectively.

This  paper  compares  the  performance  of  WNSCL
with  AAN  mentioned  in  Section  I  and  BERT  with  a
full  connection layer  (baseline).  We implemented AAN
model using PyTorch. The BERT models in AAN and
WNSCL both use the same configuration.

 2. Datasets
We collect multiple standard datasets for text clas-

sification from  different  sources  to  verify  the  perform-
ance  of  WNSCL  model.  The  datasets  are  as  follows
shown in Table 1.
 
 

Table 1. Statistics on the datasets

Dataset |C| # of train sets # of validate sets # of test sets
SST-2 2 8544 1101 2210
SST-3 2 8544 1101 2210
SST-5 5 8544 1101 2210
MR 2 6823 1706 2133
Db-2 2 7000 1000 2000
Db-5 5 15297 3000 7000

 

|C|In Tabel  1,  is  number of  class.  The last  three
columns are the number of training sets, the number of
validation sets, and the number of test sets respectively.
The  dataset  SST and  the  dataset  MR are  the  English
datasets, and the dataset Db is a Chinese dataset.

[0, 1] n

n n

n

SST is  a  fine-grained emotional  polarity  movie  re-
view data collected by Stanford University. SST uses a
floating  point  number  between  0  and  1  to  express  the
emotion of  a  movie  review.  The larger  the correspond-
ing floating point number is, the more positive the emo-
tion is. We divide the interval  into  equal parts
to get the dataset SST- . The larger  is, the more del-
icate the sentiment classification is. In the experiments,
the value of  is assigned with 2,  3  and 5,  the corres-
ponding datasets are SST-2, SST-3, and SST-5 respect-
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ively.
MR is a two-pole sentiment classification dataset of

movie reviews. In dataset MR, label 0 identifies negat-
ive  reviews,  and  label  1  identifies  positive  reviews.  In
addition, this  paper  uses  Douban  Movies  review  data-
sets [40], [41] including Db-2 and Db-5 as Chinese stand-
ard  datasets  to  evaluate  the  performance  of  WNSCL
in  Chinese  environment,  which  is  provided  by  a  big
Chinese  Internet  enterprise  named  Douban.  Douban
Movies  is  the  largest  movie  sharing  and  commenting
community in China, which contains millions of videos
and profiles of filmmakers. Db-2 and Db-5 are obtained
from the official website of Douban, which are two-pole
and five-pole  sentiment  classification  datasets  respect-
ively. In order to input the entire dataset into the mod-
el  in  batches  according  to  the  size  of  mini-batch  for
training, we need to divide the train dataset into mul-
tiple batches with the size of mini-batch.

 3. Network setting details
In  order  to  make  the  model  converge  better,  we

have performed a normalization operation on each lay-
er in WNSCL. In order to make the nodes of each layer
obey the standard normal distribution, a layer_normal-
ization  layer  [42]  is  added  to  each  layer  of  WNSCL,
which  is  conducive  to  the  convergence  of  the  model.
Due to  the  complex  structure  and  numerous  paramet-
ers  in  WNSCL,  the  number  of  samples  in  the  train
dataset  is  relatively  small  compared  to  the  number  of
parameters, which is prone to over-fitting. While train-
ing the model, we introduce the dropout mechanism [31]
in WNSCL and inactivate some nodes temporarily and
randomly  to  improve  the  generalization  ability  of  the
model.

In addition, we use the optimizer Adam [43] to up-
date  the  parameters  during  the  process  of  back
propagation.  Adam is  an  extension  of  SGD (stochastic
gradient descent) [44]–[46], which can replace the tradi-
tional stochastic gradient descent method to update the
network weights more effectively. In SGD, it maintains
a  single  learning  rate  which  is  not  changed during  the
training process for all weights updating. Different from
the  classic  SGD,  Adam  maintains  a  learning  rate  for

each weight  in  some  network,  and  adjusts  each  learn-
ing  rate  individually  based  on  the  budget  of  the  first
and second moments of the gradient during the process
of model training.

 4. Experimental results
 1) Accuracy of models
In  rating  text  classification  tasks,  accuracy  of  the

prediction value is usually used to measure the perform-
ance of the model. And equation (5) is usually used to
calculate the prediction value of some model.
 

pre = max(l2) (5)

l2
max()

where pre is the prediction value of the model, and  is
the  output  of  WNSCL,  is  a  function  which  can
return the index of the maximum value in a vector. For
the  test  dataset,  the  ratio  of  the  number  of  samples
whose prediction value is consistent with the target on
the test  dataset  to the total  number of  samples  in the
test dataset is the accuracy of the model. Equation (6)
shows how to calculate the accuracy.
 

Acc =
num(prex == targetx)

num(dataset)
(6)

num()

x

where  is a function can calculates the length of a
set,  is a sample in dataset. We split the samples into
mini-batches  with  the  size  24  discussed  above.  If  the
size  is  bigger,  memory  overflow  problems  may  occur.
And then  the  accuracy  rate  samples  arecorrectly  pre-
dicted can be calculated according to equation (6).

Base on  the  analysis  in  Section  III.2,  negative  su-
pervision is  moved into the classifier  layer in WNSCL.
To  verify  the  effectiveness  of  this  idea,  we  design  a
comparative  experiment  compared  with  AAN.  In  this
experiment,  we  modify  the  architecture  of  AAN  and
move  negative  supervision  into  its  classifier  layer  from
the output layer of BERT. The modified AAN is called
negative  supervision  on  classifier  layer  (NSCL).  And
then the difference information of the output value can
be generated in the classifier layer, but not involve the
magnitude  of  the  difference.  The  experimental  results
are shown in Table 2.

 
 

Table 2. Evaluation results of performance between NSCL and the other models

Dataset SST-2 SST-3 SST-5 MR Db-2 Db-5
Language English English English English Chinese Chinese

Model
Baseline 85.1 68.9 54.0 86.5 81.4 54.7

AAN 85.6 68.3 53.7 86.8 81.7 54.7
NSCL 85.9 69.1 54.0 86.8 82.2 55.2

 

In Table  2, the  scores  above  the  Baseline  are  un-
derlined. It can be seen that the performance of NSCL
is better than AAN in most tasks, and its performance
is relatively  stable  regardless  of  the  Chinese  environ-

ment  and  the  English  environment.  In  English  rating
text  classification  tasks,  NSCL  achieves  0.94%,  0.29%,
0.12% improvement  relative  to  the  Baseline  in  SST-2,
SST-3, MR tasks respectively, and 0.35%, 1.2%, 0.56%
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improvement  relative  to  AAN  in  SST-2,  SST-3  and
SST-5 tasks respectively. For Chinese rating text classi-
fication tasks Db-2 and Db-5, NSCL also achieves 0.98%,
0.91% improvement relative to the Baseline, and 0.61%,
0.91%  improvement  relative  to  AAN.  This  shows  that
the  classifier  layer  has  learned  the  difference  between
different text  labels  better,  which  is  beneficial  for  rat-

ing text classification tasks.
In the next experiments, we consider the degree of

difference between different text labels and add weight
parameter  based  on  NSCL  to  represent  this  degree  of
difference, which is the main idea of WNSCL. We com-
pared WNSCL proposed in this paper with the Baseline
model and AAN, and all results are shown in Table 3.

 
 

Table 3. Evaluation results of performance between WNSCL and the other models

Dataset SST-2 SST-3 SST-5 MR Db-2 Db-5
Language English English English English Chinese Chinese

Model

Baseline 85.1 68.9 54.0 86.5 81.4 54.7
AAN 85.6 68.3 53.7 86.8 81.7 54.7
NSCL 85.9 69.1 54.0 86.8 82.2 55.2

WNSCL 85.2 69.9 55.4 86.8 82.5 56.0
 

In Table  3, the  scores  above  the  Baseline  are  un-
derlined  and  the  highest  scores  are  in  bold.  It  can  be
seen that WNSCL performs better than the Baseline in
all  datasets,  and  also  better  than  AAN  and  NSCL  in
most  datasets.  Especially  in  SST-5  task,  WNSCL  can
obtain 3.2% improvement relative to AAN. The reason
is AAN does not take into account the degree of differ-
ence between different labels,  which may lead to small
difference degree  for  the  samples  with  large  label  dis-
tance,  and large difference degree for the samples with
small label distance. In addition, AAN learns the differ-
ence in the output vector of the encoder, and its classi-
fication  layer  cannot  learn  the  difference  information,
which  also  affects  the  classification  performance  to  a
certain extent. However, WNSCL we proposed can not
only  learn  the  difference  in  the  output  vector  of  the
classifier  layer,  but  control  the  influence  degree  of  the
difference  between  the  output  vectors  of  samples  with
different  labels  via  adding weights.  It  also  can be seen
that WNSCL adding weight mechanism based on NSCL
achieves  2.6%  accuracy  rate  improvement  relative  to
NSCL 2.6%.

In SST-3 task, the performance of WNSCL is also
improved. It can obtain 1.5%, 2.3%, 1.2% accuracy rate
improvement relative to the Baseline model,  AAN and
NSCL respectively.

In Table  3,  for  the  SST-2  task,  WNSCL does  not
achieve  accuracy  rate  improvement  compared  with
AAN and NSCL. In contrast,  the performance of  WN-
SCL reduces. The reason is the label distances between
all sample pairs with different labels are the same, that
is,  the  differences  between  these  samples  should  be
learned  are  the  same.  In  this  case,  the  weight  is  less
than 1,  which  reduces  the  proportion  of  difference  in-
formation  in  the  loss  function  and leads  to  insufficient
learning of NST.

WNSCL also  performed  well  in  the  Chinese  data-
sets. Whether it is a 2-class rating classification task or

a 5-class rating classification task, the accuracy rate of
WNSCL  is  always  higher  than  that  of  the  Baseline,
NSCL and  AAN  model.  For  Db-5  task,  WNSCL  ob-
tains 2.4%, 2.4%, 1.4% accuracy rate improvement rel-
ative to  the  Baseline  model,  AAN  and  NSCL  respect-
ively. In Db-2 task, WNSCL obtains less accuracy rate
improvement, with  only  1.4%,  0.98%,  0.36%  improve-
ment  relative  to  the  Baseline  model,  AAN  and  NSCL
respectively. The  reason  is  2-class  task  has  less  differ-
ence information, so that WNSCL learns less difference
degree compared with multi-class task.

For the same 2-class task, WNSCL can achieve the
accuracy  rate  improvement  in  Db-2,  while  reduce  the
performance in SST-2. It is because single Chinese word
has  more  plentiful  information  compared  with  single
English word, so that WNSCL can learn more plentiful
difference information even in 2-class Chinese task.

α

α

α

α

In order  to  measure  the effect  of  the coefficient 
in  equation  (2)  on  the  performance  of  WNSCL,  we
designs  a  set  of  contrastive  experiments  to  determine
the most appropriate value of . The experimental res-
ults  are shown in Figs.2 and 3. Fig.2 shows the accur-
acy  rate  of  WNSCL  in  2-class  tasks  with  different 
values. Fig.3 shows  the  accuracy  rate  of  WNSCL  in
multi-class tasks with different  values.
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Fig. 2. The  accuracy  rate  of  WNSCL in  2-class  tasks  with
different  values.

 

α

As can be seen from Figs.2 and 3, in 2-class and 3-
class  tasks,  WNSCL  achieves  the  highest  classification
accuracy  when  we  set  with  value  of  1.  While  in  5-
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class  tasks,  WNSCL  reaches  the  highest  classification
accuracy when we set  with value  of  0.7.  This  is  be-
cause  the  dimensionality  of  the  prediction  vector  is
higher in  5-class  tasks,  and  the  calculated  cosine  dis-
tance value is also larger, so the value of NST loss func-
tion  can  be  more  appropriate  while  the  value  of  is
smaller. While  for  2-class  and  3-class  tasks,  the  situ-
ation is the opposite.

Base on the above analysis, it can be seen that the
accuracy of WNSCL and NSCL is stable in Chinese and
English rating  text  classification tasks.  And even com-
pared  with  NSCL,  the  performance  improvement  of
WNSCL is more obvious. This is because WNSCL care-
fully considers  the  degree  of  difference  between  differ-
ent labels, so that labels with large distance have more
different  representations.  The  data  in Table  3 proves
that and the accuracy rate of WNSCL is not less than
that of NSCL in most tasks via adding the weight that
represents the degree of label difference.

 2) Precision and Recall of models
In addition to accuracy, there are some other indic-

ators also used to evaluate the performance of classifica-
tion models.  This section mainly introduces some com-
mon indicators for 2-class and multi-class tasks briefly,
which are  used to evaluate the model  proposed in this
paper.
 

precision =
TP

TP + FP
(7)

 

recall =
TP

TP + FN
(8)

For evaluating the performance of 2-class classifica-
tion model,  precision  and  recall  are  two  important  in-
dicators. Equations (7) and (8) show the relative calcu-
lation formulas.

For 2-class classification tasks, their samples can be
divided into positive  samples  and negative samples  ac-
cording  to  the  predictive  value,  and  also  divided  into
true samples and false samples according to whether the
predictive  value  and  the  target  value  are  consistent.
The  parameters  including TP, FP, FN, TN in equa-
tions (7) and (8) represent these four sample categories
of  the  2-class  classification  tasks:  true  positive  (target
value and predictive value are both positive, TP), false

positive  (predictive  value  is  positive,  target  value  is
negative, FP),  false  negative  (the  predictive  value  is
negative, the target value is positive, FN), and the true
negative (the predictive value and target value are both
negative, TN).

As shown in equations (7) and (8), precision is the
ratio of the number of TP samples to the number of all
positive predicted  samples,  which  can  measure  the  ac-
curacy  of  the  model’s  prediction.  Recall  is  the  ratio  of
the  number  of TP samples  to  the  number  of  samples
with  a  positive  target  value,  which  is  used  to  measure
the  model’s  ability  recognizing  a  certain  category  of
samples.

Different from 2-class classification tasks,  the situ-
ation  becomes  more  complicated  and  it  is  difficult  to
measure the performance of multi-class tasks model. At
present, there  are  two  ways  to  measure  the  perform-
ance  of  multi-class  tasks  model:  i)  Treat  each  multi-
class task as multiple 2-class classification tasks and cal-
culate  average  precision  and  average  recall;  ii)  Define
the multi-class task evaluation standard directly. In or-
der to maintain consistency with the evaluation criteria
of the 2-class classification task, the first way is used in
this paper.  As  a  result,  in  order  to  evaluate  the  per-
formance of the multi-class classification tasks, we treat
each label one by one as the positive label and other la-
bels  as  negative  labels,  and  then  count  the  values  of
TP, FP, FN, and TN, which are used to calculate preci-
sion  and  recall  for  different  multi-class  classification
model.

In Fig.4,  WNSCL obtains  1.4%  and  1.3%  average
precision  improvement  relative  to  the  Baseline  model
and  AAN  respectively  for  all  the  2-class  classification
tasks.  Moreover,  NSCL  also  achieves  better  precision
than  the  Baseline  model  and  AAN,  which  can  obtains
2.7% and 2.6% average precision improvement respect-
ively. This further shows that it is effective shifting neg-
ative  supervision  module  into  the  classification  layer
from  the  output  layer  of  BERT,  which  is  one  of  the
main ideas this paper proposed. However, it can be seen
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Fig. 3. The  accuracy  rate  of  WNSCL  in  multi-class  tasks
with different  values.

 

SST-2 MR Db-2 Average

Baseline 0.85263 0.89214 0.80321 0.84933

AAN 0.88020 0.88020 0.79035 0.85025

NSCL 0.90156 0.89017 0.82446 0.87207

WNSCL 0.87391 0.88390 0.82569 0.86116

Precision

Baseline AAN NSCL WNSCL 
Fig. 4. Precision of each model in all 2-class tasks.
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that NSCL achieves better average precision than WN-
SCL for 2-class classification tasks. The reason is as the
distance of different labels is 1 and the value of weight
introduces in WNSCL is less than 1, which makes WN-
SCL generates  less  value  of  loss  function  and  achieves
worse average precision than NSCL. But in the follow-
ing section, the experimental results show WNSCL be-
haviors  better  than  NSCL  for  multi-class  classification
tasks.

Fig.5 shows  recall  of  each  model  for  all  2-class
tasks.  Both  WNSCL  and  NSCL  also  behavior  better
than  the  Baseline  model  and  AAN.  Relative  to  the
Baseline  model  and  AAN,  NSCL can  obtain  1.7% and
0.4% average recall improvement, and WNSCL can ob-
tain 2.7% and 1.4% precision improvement respectively.
It can be seen here WNSCL achieves bigger recall than
NSCL.
 
 

SST-2 MR Db-2 Average

Baseline 0.83505 0.82943 0.77184 0.81211

AAN 0.81256 0.84175 0.81193 0.82208

NSCL 0.81498 0.84693 0.81533 0.82575

WNSCL 0.81984 0.85740 0.82418 0.83380

Recall

Baseline AAN NSCL WNSCL 
Fig. 5. Recall of each model in all 2-class tasks.

 

Figs.6 and 7 show the  calculating  results  of  preci-
sion and recall for all multi-class classification tasks. It
can  be  seen  from Fig.6 that  WNSCL  achieves  the
greatest average  precision  in  all  multi-class  classifica-
tion  tasks.  Relative  to  the  Baseline  model  and  AAN,
WNSCL  can  obtain  3.4%  and  1.4%  average  precision
improvement  respectively.  Moreover,  NSCL  also  can
obtain  3.1%  and  1.2%  average  precision  improvement
relative  to  the  Baseline  model  and  AAN  respectively.
Fig.7 shows that WNSCL achieves the biggest recall in
all  multi-class  classification  tasks.  Relative  to  the

Baseline model and AAN, WNSCL can obtain 3.4% and
5.1% average recall improvement respectively.
  

SST-3 SST-5 Db-5 Average

Baseline 0.69091 0.65263 0.80557 0.71637

AAN 0.67133 0.63183 0.81157 0.70491

NSCL 0.67794 0.62706 0.83467 0.71322

WNSCL 0.72683 0.65822 0.83818 0.74108

Recall

Baseline AAN NSCL WNSCL 
Fig. 7. Recall of each model in all multi-class tasks.

 

 3) F-Measure of Models
Precision and recall  are useful parameters evaluat-

ing the performance of 2-class and multi-class classifica-
tion models. However, recision and recall are in conflict
with  each  other  to  some  extent.  The  reason  is  as  the
sum of FP and FN is a fixed value, if FP is big, FN is
going  to  be  small,  and  vice  versa,  which  cannot  make
these two parameters become big or small at the same
time. Another important indicator F-Measure based on
precision  and  recall  can  solve  this  problem  effectively,
which can also  be used to  measure  the performance of
the 2-class  and  multi-class  classification  models.  Equa-
tion (9) shows its calculating formula.
 

F-Measure =
(β2 + 1) · precesion · recall
β2 · (precision+ recall)

(9)

β

It  can  be  seen  that  the  calculation  of  F-Measure
considers pecision  and  recall  comprehensively  in  equa-
tion (9). For better use F-Measure to evaluate the per-
formance of  text  classification  models,  many  research-
ers  set  parameter  with  the  value  1  in  equation  (9),
and  denote  F-Measure  as  F1-Score.  Equation  (10)
shows the  calculating  formula  of  F1-Score.  In  this  sec-
tion,  we  analyze  performance  of  different  classification
models mainly using F1-Score.
 

F1-Score =
2 · precesion · recall
precision+ recall

(10)

Fig.8 shows F1-Score of each model for 2-class clas-
sification  tasks.  It  can  be  seen  that  both  WNSCL and
NSCL  perform  better  than  the  Baseline  model  and
AAN for all 2-class tasks. Relative to the Baseline mod-
el and AAN, WNSCL can achieve 2.0% and 1.4% aver-
age F1-Score improvement, and NSCL can obtain 2.1%
and  1.7%  average  F1-Score  improvement  respectively.
In Fig.8, for Db-2, the performance of WNSCL is signi-
ficantly  better  than  that  of  the  Baseline  model  and
AAN, the reason is NST is better at learning difference

 

SST-3 SST-5 Db-5 Average

Baseline 0.69588 0.53600 0.62437 0.61875

AAN 0.70884 0.55216 0.63107 0.63069

NSCL 0.70641 0.56839 0.63912 0.63797

WNSCL 0.70044 0.56854 0.64996 0.63965

Precision

Baseline AAN NSCL WNSCL 
Fig. 6. Precision of each model in all multi-class tasks.

Rating Text Classification with Weighted Negative Supervision on Classifier Layer 1313



information  between  labels  in  Chinese  environment.
However, it can be seen that NSCL achieves a little bet-
ter average F1-Score than WNSCL for 2-class classifica-
tion tasks. The reason is as the distance of different la-
bels is 1 for 2-class classification tasks, and the value of
weight  introduces  in  WNSCL  is  less  than  1,  which
makes WNSCL generate less value of loss function and
achieve worse average F1-Score than NSCL.
 
 

SST-2 MR Db-2 Average

Baseline 0.84375 0.85964 0.78721 0.83020

AAN 0.84503 0.86055 0.80100 0.83553

NSCL 0.85609 0.86801 0.81987 0.84799

WNSCL 0.84601 0.87045 0.82493 0.84713

F1-Score

Baseline AAN NSCL WNSCL 
Fig. 8. F1-Score of each model for 2-class tasks.

 

Figs.9–11 show  F1-Score  of  each  label  in  different
multi-class classification tasks. For all multi-class classi-
fication  tasks,  WNSCL  achieves  bigger  F1-Score  for
nearly  all  labels  than  that  of  the  Baseline  model  and
AAN.  In  order  to  compare  F1-Score  of  WNSCL,  the
Baseline model and AAN directly, we average F1-Score
on  every  multi-class  classification  task  for  each  model,

which is shown in Fig.12. Relative to the Baseline mod-
el and AAN, WNSCL can obtain 4.1% and 4.2% aver-
age  F1-Score  improvement  respectively.  Even  NSCL
also can  obtain  1.3%  and  1.4%  average  F1-Score  im-
provement respectively.
 
 

SST-3 SST-5 Db-5 Average

Baseline 0.67727 0.56698 0.69706 0.64710

AAN 0.67684 0.55981 0.70333 0.64666

NSCL 0.67506 0.57234 0.71952 0.65564

WNSCL 0.70679 0.58603 0.72772 0.67351

Average of F1-Score

Baseline AAN NSCL WNSCL 
Fig. 12. Average F1-Score of each label in multi-class tasks.

 

 4) Efficiency
In  addition  to  measuring  the  performance  of  the

proposed  model,  this  paper  also  analyzes  its  efficiency.
Compared  with  the  768-dimensional  output  vector  of
BERT, the dimensionality of the prediction vector out-
put by the classifier layer is much smaller. As WNSCL
shifts  negative  supervision  to  the  classifier  layer,  the
training time of WNSCL is greatly reduced and the effi-
ciency is improved. In order to measure the training ef-
ficiency  of  these  models,  we  measure  the  average  time
executing  an  epoch  for  each  model.  The  experimental
results are shown in Figs.13 and 14.
 
 

SST-2 MR Db-2 average

Baseline 85 40 122 82.3

AAN 310 179 426 305

NSCL 110 58 151 106.3

WNSCL 138 70 178 128.7

T
im

e
 (

s
)

2-class tasks 

Baseline AAN NSCL WNSCL 
Fig. 13. Train time of an epoch in 2-class tasks.

 

 

label0 label1 label2 Average

Baseline 0.73014 0.49805 0.80361 0.67727

AAN 0.72235 0.48698 0.82118 0.67684

NSCL 0.72695 0.49131 0.80691 0.67506

WNSCL 0.72705 0.58694 0.80639 0.70679

SST-3

Baseline AAN NSCL WNSCL 
Fig. 9. F1-Score of each label in SST-3 task.

 

label0 label1 label2 label3 label4 Average

Baseline 0.63655 0.41322 0.71123 0.63826 0.43566 0.56698

AAN 0.58986 0.38955 0.69987 0.67523 0.44456 0.55981

NSCL 0.65123 0.41889 0.72345 0.64154 0.42657 0.57234

WNSCL 0.67152 0.42003 0.74001 0.64896 0.44965 0.58603

SST-5

Baseline AAN NSCL WNSCL 
Fig. 10. F1-Score of each label in SST-5 task.

 

label0 label1 label2 label3 label4 Average

Baseline 0.55586 0.67456 0.65489 0.85326 0.74672 0.69706

AAN 0.56623 0.69753 0.64635 0.85331 0.75321 0.70333

NSCL 0.58223 0.68995 0.69753 0.85896 0.76891 0.71952

WNSCL 0.60223 0.70056 0.69564 0.86456 0.77562 0.72772

Db-5 

Baseline AAN NSCL WNSCL 
Fig. 11. F1-Score of each label in Db-5 task.
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SST-3 SST-5 Db-5 Average

Baseline 85 86 324 165

AAN 561 775 952 762.7

NSCL 186 276 326 262.7

WNSCL 212 328 462 334

T
im

e
 (

s
)

Multi-class tasks

Baseline AAN NSCL WNSCL 
Fig. 14. Train time of an epoch in multi-class tasks.

 

It  can  be  seen  from Fig.13 and 14 that the  train-
ing  efficiency  of  NSCL  and  WNSCL  is  significantly
higher than  that  of  AAN.  For  2-class  tasks,  the  aver-
age  training  time  of  NSCL and  WNSCL reduce  65.1%
and 57.8% respectively relative to AAN. For multi-class
tasks, the average training time of NSCL and WNSCL
reduce  65.6% and  56.2% respectively  relative  to  AAN.
Compared with the Baseline model, the training time of
WNSCL increases a lot due to its calculation of the loss
function  of  NST  is  more  time-consuming.  In  addition,
as  the  limited  capacity  of  memory,  it  is  necessary  for

AAN  to  reduce  the  mini-batch  size  for  it  is  hard  to
carry  out  many  high-dimensional  vector  operations,
which makes AAN lower training efficiency.

 5) Epoch Analysis
Fig.15 shows why  the  value  of  epoch  is  100  men-

tioned in  Section IV.3.  It  can be  seen that  the  change
trend of the loss function value is  almost converged as
the value of epoch is 100 for SST-2, SST-3, SST-5, MR,
Db-2 and Db-5 tasks in Fig.15.

 6) Applicability of WNSCL
In addition to BERT, there are some other typical

pre-trained  language  models  including  ALBERT  [47]
and RoBERTa [48]. In order to verify the applicability
of WNSCL, we still conduct several sets of experiments
via  combining  WNSCL  with  ALBERT and  RoBERTa
respectively.  The  text  classification  model  combining
WNSCL  with  ALBERT  is  called  WNSCL_AL.  The
other model is called WNSCL_Ro.

The comparison of  the  performance  between these
three models including WNSCL, WNSCL_AL and WN-
SCL_Ro  can  be  seen  from Figs.16 and 17.  In Figs.16
and 17,  for  all  tasks  of  the  experiments,  the  accuracy
and  F1-Score  of  these  three  modes  are  almost  same.
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Fig. 15. Change trend of loss function value.
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This  shows  that  the  weighted  negative  supervision
method proposed  in  this  paper  can  obtain  good  per-
formance improvement while it is combined with other
pre-trained text  classification  model,  which  can  fur-
therly verify  applicability  and  effectivity  of  our  pro-
posed method.
 
 

SST-2 SST-3 SST-5 MR Db-2 Db-5 Average

Baseline 85.1 68.9 54 86.5 81.4 54.7 71.77

ERNIE 85 68.8 53.8 86.2 81.6 55 71.73

WNSCL 85.2 69.9 55.4 86.8 82.5 56.0 72.6

WNSCL_AL 85.1 69.9 55.2 86.9 82.6 56.0 72.6

WNSCL_Ro 85.3 69.9 55.4 86.9 82.4 55.8 72.6

Accuracy

Baseline ERNIE WNSCL WNSCL_AL WNSCL_Ro 
Fig. 16. Accuracy  of  ERNIE,  WNSCL,  WNSCL_AL  and

WNSCL_Ro for all tasks.

 
 

SST-2 SST-3 SST-5 MR Db-2 Db-5 average

Baseline 0.84375 0.67727 0.56698 0.85964 0.78721 0.69706 0.73865

ERNIE 0.84285 0.66898 0.55455 0.84655 0.79235 0.69555 0.73347

WNSCL 0.84601 0.70679 0.58603 0.87045 0.82493 0.72772 0.76032

WNSCL_AL 0.84655 0.70221 0.58588 0.86998 0.81479 0.72845 0.75798

WNSCL_Ro 0.84584 0.70655 0.58750 0.87458 0.81889 0.72158 0.75916

F1-Score

Baseline ERNIE WNSCL WNSCL_AL WNSCL_Ro 
Fig. 17. F1-Score  value  of  ERNIE,  WNSCL,  WNSCL_AL

and WNSCL_Ro for all tasks.
 

ERNIE [49] is another typical pre-trained language
model proposed by a Chinese big company Baidu in 2019,
which is a variant model of BERT. It is mainly optim-
ized for the characteristics of Chinese. We also perform
several  experiments  to  compare  the  performance  of
WNSCL with ERNIE. In Figs.16 and 17, it can be seen
that the average accuracy and the average F1-Score of
ERNIE for the English data set are slightly lower than
those of BaseLine (BERT). And the comprehensive per-
formance of WNSCL surpasses ERNIE.

 V. Conclusions
We propose a rating text classifier model WNSCL

with weighted negative supervision on the classifier lay-
er  in  this  paper.  WNSCL  supervises  negative  samples
on  the  classifier  layer,  so  that  the  classifier  layer  also
can  learn  the  difference  information  between  labels.  In
addition, WNSCL  assigns  weight  to  the  loss  of  negat-

ive  samples  in  NST according  to  the  distance  between
labels,  which  makes  WNSCL  can  learn  the  degree  of
difference between labels.  It  can be seen from multiple
sets  of  experiments  that  WNSCL  can  achieve  better
performance in  rating  text  classification  tasks  com-
pared  with  the  Baseline  model  and  AAN  the  state-of-
the-art method  in  2-class  and  multi-class  rating  classi-
fication tasks. Relative to the Baseline model and AAN,
WNSCL  can  obtain  4.1%  and  4.2%  average  F1-Score
improvement respectively. In addition, relative to AAN,
WNSCL  also  can  reduce  the  average  training  time  up
to 57.8% and 56.2% for 2-class and multi-class classific-
ation  tasks  respectively.  Moreover,  the  experimental
results show  for  more  classes  classification,  better  per-
formance WNSCL can achieve. As a result, the experi-
mental results prove that our proposed model has good
generalization ability in English and Chinese rating text
classification tasks.

In  future  work,  we  will  make  use  of  WNSCL  to
complete more tasks including multi-label  classification
tasks, sentence  pair  matching  tasks  and  natural  lan-
guage generation  tasks.  In  order  to  achieve  better  res-
ults in various NLP tasks, the weight assignment mech-
anism  and  model  structure  should  be  improved  in  our
future research work.
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