
Rating Prediction Model Based on Causal Infer-
ence Debiasing Method in Recommendation

NAN Jiangang1, WANG Yajun1, and WANG Chengcheng1

(1. School of Electronic Information Engineering, Liaoning University of Technology, Jinzhou 121001, China)
 
   Abstract — The rating  prediction  task  plays  an  im-
portant role in the recommendation model. Most existing
methods  predict  ratings  by  extracting  user  and  items
characteristics  from historical  review  data.  However,  the
recommended strategies  in  historical  review  data  are  of-
ten based on partial observational data, which having the
problems  of  unbalanced  distribution,  lack  of  robustness,
and inability to obtain unbiased prediction results. There-
fore, a novel  rating prediction model  based on causal  in-
ference  debiasing  (CID)  method  is  proposed.  The  model
can mitigate the negative effects  of  context bias  and im-
prove  the  robustness  by  studying  the  causal  relationship
between review  information  and  user  ratings.  The  pro-
posed CID rating prediction model is plug-and-play and is
not limited  to  one  baseline  prediction  method.  The  pro-
posed method is tested on four open datasets. The results
show  that  the  proposed  method  is  feasible.  Compared
with  the  most  advanced  models,  the  prediction  accuracy
of the CID rating prediction model  has been further im-
proved. The  experimental  results  show  the  debiasing  ef-
fectiveness of the CID rating prediction model.

   Key words — Recommendation, Rating  prediction,

Context  interaction, Counterfactual  analysis, Causal in-

ference.

 I. Introduction
Recommendation systems  provide  users  with  per-

sonalized information  services.  It  plays  an  indispens-
able role  in  e-commerce,  video  media,  and other  inter-
active  platforms.  The  task  of  recommendation  system
can  be  divided  into  rating  prediction,  top-K recom-
mendation  and  click  prediction  tasks.  Many  e-com-
merce  platforms  allow  users  to  review  and  rate  items
they  have  purchased.  With  the  continuous  iteration  of
Internet data, a large amount of review and rating data
is accumulated  on  these  platforms.  The  rating  predic-
tion task mainly uses these data to make recommenda-

tions, so it has become a popular research direction.
Many researchers exploit the semantic information

contained  in  reviews  instead  of  using  natural  sparse
user-item  ratings  to  develop  rating  prediction  models,
which  results  in  significant  performance  benefits.  The
earlier models use matrix factorization and topic model-
ing to model potential topics in the review text [1]. The
modeling  methods  are  gradually  phased  out  with  the
development  of  deep  learning.  Deep  learning  models
have significantly advanced technology in vector repres-
entation of review text and automatic extraction of se-
mantic information from context, such as DeepCoNN [2],
D-Attn [3], TransNet [4], ANR [5], and CARP [6].

Most  of  the  methods  mentioned  above  focus  on
modeling  contextual  interaction  and  combining  these
interaction  cues  with  historical  review  cues  for  rating
prediction. Although these efforts have brought signific-
ant performance improvement, there are some inherent
data bias problems. These problems have a negative im-
pact  on  many  representational  learning  models.  From
the data point of view, the historical data in the train-
ing data set  often cannot contain all  the decision situ-
ations.  The  data  proportion  of  positive  reviews  is  far
greater than that of negative reviews. Therefore, distri-
bution deviations are produced by using historical data.
From  the  perspective  of  methods,  representational
learning models are susceptible to imbalanced data dis-
tribution, which makes model decisions more inclined to
events existing in historical data.

To solve the above problems, a novel rating predic-
tion model based on causal inference debiasing method
(CID) is proposed in this paper. Inspired by causal in-
ference methods [7], [8], this paper uses a counterfactu-
al  intervention  to  investigate  the  causal  relationship
between review information and prediction ratings. Un- 
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like the  traditional  causal  inference  method,  it  is  fur-
ther extended to the training process of prediction mod-
el optimization. Specifically, a real causality diagram is
firstly  constructed  by  using  prior  knowledge,  whose
nodes include  review  information,  contextual  interac-
tions,  and ratings.  As  shown in Fig.1, context  interac-
tion may produce negative confounding due to the bias
between  positive  and  negative  review  distributions  in
the training data set. Then, counterfactual intervention
is conducted to review information to sever the depend-
ency between context and review. Since text review in-
formation is mapped to a continuous real-valued vector,
inspired  by  [9], counterfactual  reviews  are  used  to  re-
place the review information features, such as the aver-
age vector or zero vector of reviews. The counterfactu-
al  prediction  represents  the  adverse  effects  of  context
interaction bias. Finally, the difference between the ori-
ginal  prediction  and  the  counterfactual  prediction  is
used  to  represent  the  causal  prediction.  At  this  point,
the negative  effects  of  confounding  factors  are  allevi-
ated.  Therefore,  the  proposed  CID  rating  prediction
model  is  plug-and-play  and  is  not  limited  to  one
baseline  prediction  method,  such  as  capsule  network-
based  CARP  [6]  and  CNN-based  DeepCoNN  [2].  The
experemental results show that the proposed method is
feasible. Compared with the state-of-the-art model, the
prediction  accuracy  of  proposed  CID  rating  prediction
model has been further improved.
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Fig. 1. The  bias  between  positive  and  negative  reviews  in

four public datasets.
 

In general, the main contributions of the proposed
CID rating prediction model are summarized as follows:

1)  In  this  study,  the  traditional  rating  prediction
model is analyzed by using the structure causal model,
and it is found that context interaction is a confounder.

2) A CID rating prediction model is proposed, and
the  counterfactual  analysis  method  is  used  to  make
causal intervention on the review information, which al-
leviates the excessive dependence on context bias in tra-
ditional recommendation models.

3)  The  proposed  CID  rating  prediction  model  is
plug-and-play and is not limited to one baseline predic-
tion  method.  It  further  improves  the  performance  of
many baseline models.

 II. The Proposed Method
 1. Review-based recommendation system
In  recent  years,  many  scholars  have  studied  and

proposed a  series  of  methods  to  improve  the  perform-
ance  of  the  recommendation  model  by  using  semantic
information contained in the reviews [1]–[4], [10], [11].

In  the  early  days,  researchers  mainly  use  topic
modeling  techniques  to  extract  semantic  information
contained in  reviews.  These  studies  focus  on  integrat-
ing  the  latent  semantic  topics  into  the  factor  learning
models [1], [3]. TLFM [12] proposes two separate factor
learning  models  by  utilizing  the  sentiment-consistency
and  text-consistency  of  users  and  items.  Then  they
combined these two views to make ratings predictions.
CDL  [13]  proposes  to  couple  SADE  over  reviews  and
PMF  [14]. However,  due  to  the  lack  of  contextual  in-
formation, these methods of using the bag-of-word rep-
resentation patterns may lose a lot of information.

In recent years, researchers have been interested in
using deep learning techniques to model  contextual  in-
formation  in  reviews.  Convolutional  neural  networks
(CNN)  [15]  and  recurrent  neural  network  (RNN)  [16]
can extract  the  semantic  context  information  in  re-
views and represent it as a continuous real-valued vec-
tor.  ConvMF  shares  the  same  architecture  with  CDL
and uses CNN to extract item characteristics  from the
item  description  [11].  DeepCoNN  uses  parallel  CNN
networks  to  uncover  semantic  features  from  user  and
item documents [2]. TransNet adds an additional trans-
form layer to DeepCoNN to infer the representation of
the  target  user-item  review  that  is  unavailable  during
the  rating  prediction  [4].  D-Attn  leverages  global  and
local attention mechanisms to identify important words
in the review documents for rating prediction. More re-
cently,  ANR  proposes  a  co-attention  mechanism  to
automatically  estimate  aspect-level  ratings  and  aspect-
level  importance  in  an  end-to-end  fashion  [5].  Capsule
network  is  a  hierarchical  architecture  designed  to  deal
with  complex  relationships  among  latent  features.  The
dynamic  routing  (Routing  by  Agreement)  mechanism
attached  to  the  capsule  can  selectively  aggregate  low-
level features into high-level features [17]. CARP-RA [6]
used the  structure  based  on  the  capsule  network  men-
tioned above to extract users’ viewpoints and items’ as-
pects at the same time and combined with users’ emo-
tions  to  complete  the  rating  prediction.  CARP [6] ad-
ded a new routing by bi-agreement (RBiA) mechanism
to  CARP-RA  to  achieve  multiple  objectives  jointly.
RBiA enables capsule output to take into account both
inter-capsule  and  intra-capsule  agreements.  However,
the above approach does not consider the inherent bias
between the  distribution  of  positive  and  negative  re-
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views  in  the  dataset.  To  address  this  problem,  a  CID
rating prediction model approach is proposed which en-
courages the model to focus more on the reviews them-
selves than on biased contextual interactions.

 2. Recommendation  model  based  on  causal
inference

Although  the  method  of  supervised  learning  has
achieved  good  results,  it  requires  a  large  amount  of
training data to cover a variety of recommendations. In
practice, online data retention records often follow only
one or more recommended policies.  It  doesn’t cover all
the  recommendations.  Therefore,  if  trained  on  such
samples, the recommended strategies obtained from su-
pervised  learning  will  have  a  certain  bias.  Algorithms
are more easily influenced a priori by historical policies.
In the field of recommendation systems, traditional ma-
chine  learning  can  only  find  correlations  between  data
based on correlations. But after learning the correlation,
it cannot give an accurate recommendation result. The
purpose  of  causal  inference  [7],  [18]  is  to  enhance  the
model’s competence to pursue causal effects: it can get
rid  of  the  spurious  bias,  disentangle  the  desired  model
effects  [19], and modularize  reusable  features  that  gen-
eralize well [20]. Although Rubin’s framework of poten-
tial outcome [21] is essentially equivalent [22] to Pearl’s
structural  causal  model  [23],  we  use  Pearl’s  structural
causal  model.  Because  Pearl’s  causality  can  be  clearly
modeled  in  our  rating  prediction  model−each  node  in
the structural causal model can be located in the rating
prediction  model.  However,  when  we  cannot  model
causalities explicitly, we can try Rubin’s theory, such as
using the propensity ratings [24]. In recent years, in the
field of trajectory prediction [25] and computer vision [26],
many researchers  have  tried  to  combine  causal  infer-
ence method with deep neural network to improve mod-
el  performance.  In  the  recommendation  area,  there  is
some  work  to  model  recommendation  models  through
causal inference. The clear causalities can improve mod-
el transparency. DICE [27] assign users and items with
separate  embeddings  for  interest  and  conformity,  and
make each embedding capture only one cause by train-
ing with  cause-specific  data  which  is  obtained  accord-
ing to the colliding effect of causal inference. PDA [28]
removes the confounding popularity bias in model train-
ing and adjusts the recommendation score with desired
popularity bias via causal intervention.

 III. CID Rating Prediction Model
In this section, the proposed CID rating prediction

model  is  introduced. Fig.2 shows the  overall  architec-
ture of the CID rating prediction model.

 1. Problem definition
The input  of  the  rating  prediction  task  in  the  re-

commendation  system includes  review  information  and
contextual interaction.  Note  that  although  many mod-
els do  not  explicitly  specify  context  interactions  as  in-
puts,  their  complex  design  is  all  about  learning  cues
from contextual interactions.

N

M u

Du = (w1, w2, . . . , wk)

m Dm = (w1, w2, . . . ,

wl) k l

X = {X1, X2 . . . , XNM}

i

Xi = {(vtu, atm) | t = 1, 2, . . . ,W}
vtu atm u m

t W

i

Yi = {ri | (vtu, atm)}

As  shown  in Fig.2, the  rating  prediction  frame-
work  that  models  both  user  reviews  and  item  reviews
can be divided into three  main parts.  They are  review
information coding module,  context  interaction module
and  rating  prediction  module  respectively.  Given 
users,  items, we can be the -th  user reviews docu-
ments  defined  as . Define  the  re-
views  document  for -th   item  as 

, where the  and  are the number of words in the
document.  These  documents  extract  user  features  and
item  features  through  the  review  information  coding
module. The context interaction module models the in-
teraction between user features and item features. Get a
collection  of user-item  interac-
tion reviews information that contains context informa-
tion.  The interactive review information for -th  user-
item  pair  is ,  where
the ,  respectively  denotes  user  and  item ’s
-th  review  features.  indicates the  number  of  fea-

tures extracted by the review information coding mod-
ule.  The ground-truth rating of -th user-item pair can
be defined as .

Xi Yi

In the traditional rating prediction framework, giv-
en review information  and rating , the rating pre-
diction process can be modeled as
 

Ŷi = Fθ (Xi, C) (1)

C

Yi

{(Xi, Yi)} ∈ Φ

L2

where  represents a  context  interaction  that  has  al-
ways existed but has not been discovered. In causal sci-
ence  it  is  called  the  confounding  factor.  represents
the prediction rating. Given a set of data ,
the  predictor  can be  optimized using  the  loss func-
tion:
 

Lrat(θ, φ | Φ) = LL2

(
Yi, Ŷi

)
(2)

θ φwhere ,  represent the parameters of the rating pre-
diction model.

In  the  next  three  sections,  first,  we  describe  how
we  use  structural  causality  modeling  (SCM)  to  model
the causality  of  rating  prediction  models.  Then  we  in-
troduce the application of counterfactual analysis to our
CID rating  prediction  model.  Finally,  the  implementa-
tion details  of  the CID rating prediction model  are  in-
troduced.

 2. Structural causal model

X C

In  this  section,  we  describe  how we  formulate  the
causalities among review , context interaction , and
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Y

C X Y

X → Y X

Y C

C

rating ,  with  a  structural  causal  model  (SCM)  [8].
And reconstruct the above rating prediction framework.
As illustrated in Fig.3(a), we construct an SCM of node

 (context  interaction),  (review)  and  (rating).
The links between two nodes represent the hidden caus-
alities  and  how  these  nodes  interact  with  each  other.
For  example,  the  link  indicates  that  review 
is the reason for the rate . Note that the node  and
the corresponding links are the ever-overlooked causalit-
ies, they are not imposed on the original rating predic-
tion model. Context interaction  is not explicitly vis-
ible information. It exists in the dataset. When we train
the  model,  context  interaction  becomes  a  confounder
that affects the fairness of the model. The reason is that
the  encoders  of  most  deep  models  include  CNN,  RNN
or attention modules. These modules implicitly use the
context in the encoder by updating their own paramet-
ers. This  contextual  interaction  information  is  an  im-
portant reason why the model works. But it also intro-
duces some statistical biases that make the model make
biased decisions. Now we detail the high-level rationale
behind the SCM.

C → X C

X

C

: Context interaction  determines what to
picture in a review . By “context interaction,” we ad-
opt  the  general  meaning  in  language:  the  relationships
among words in a language scene. Therefore,  tells us
that “cheap” and “expensive” are used to describe price,

C

and “delicious” is  used  to  describe “food”. When  con-
text interaction  is absent, the model cannot truly un-
derstand the meaning of words in the reviews.

X → Y ← C C → Y

C

C → Y

C → Y

C Y C → X → Y X

P (Y | X)

:  denotes an obvious causality:
the contextual  constitution  of  a  review affects  the  rat-
ings. It  is  worth  noting  that  even  if  we  do  not  expli-
citly take  as an input for the rating prediction model,

 still holds. The evidence lies in the fact that re-
view semantic  contexts  will  emerge  in  higher-level  lay-
ers  of  model  when  training  rating  prediction  models,
which essentially serve as a semantic feature encoder for
natural language  processing  that  highly  relies  on  con-
texts,  such  as  CNN and  RNN.  To  think  conversely,  if

 in Fig.3(a)  does  not  exist,  the  only  path  left
from  to : , is cut off conditional on ,
then no  contexts  are  allowed  to  contribute  to  the  rat-
ings by training , and thus we would never un-
cover  the  context  information  that  causes  a  particular
score,  e.g.,  the  semantic  feature.  So,  it’s  impossible  to
predict ratings by modeling user or items reviews.

C

C X Y
X ← C → Y X

Y

X Y

So  far,  we  have  pinpointed  the  role  of  context 
played  in  the  causal  graph  of  rating  prediction  in
Fig.3(a).  Thanks  to  the  graph,  we can clearly  see  how

 confounds  and  via  the  backdoor  path
:  even if  some features  in  have nothing

to do with , the backdoor path can still help to correl-
ate  and , resulting  the  model  bias.  Next,  we  pro-
pose  a  counterfactual  analysis  method  to  remove  the
confounding effect.

 3. Counterfactual analysis
This  section  describes  how  we  use  counterfactual

analysis for  causal  intervention  to  eliminate  the  ad-
verse  effects  of  contextual  interaction  bias  on  rating
prediction models.

For traditional prediction models based on probab-
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do(·)

do(·)

P (pos | do(X)) = P (pos | X)

C → X

ility, the causal  relationship between different observa-
tional  cues  and  predicted  results  is  not  transparent.
Prediction  models  can  easily  be “tricked” by  shortcuts
between  biased  contextual  interactions  and  the  final
predicted  rating.  Causal  inference  [29]  is  a  method  of
trying to analyze the causalities between different cues.
Inspired by it,  in order to mitigate the bias in context
interaction  and  encourage  the  model  to  focus  on  the
real cause  of  rating,  we  apply  counterfactual  interven-
tion to  the rating prediction model.  Counterfactual  in-
tervention  is  the  replacement  of  an  original  cue  with
one that doesn’t actually exist.  In our CID rating pre-
diction model,  the  counterfactual  vector  is  used  to  re-
place  the  original  comment  embedding  vector.  In  the
causal inference methods [8], the intervention is defined
as . When we intervene in a variable, all links into
the variable in CAM are cut off. The value of this vari-
able  is  given  independently  and  all  variables  outside
this variable  remain  unchanged.  The  best  way  to  per-
form operation  is a “physical” intervention, i.e., a
randomized controlled trial. For example, if we can col-
lect  positive  ratings  in  all  contexts,  then  we  have

. But such “physical” inter-
vention is impossible. In the method that we proposed,
we  do  not  use  expensive “physical” interventions. In-
stead, an actual “virtual” intervention is performed only
from the observed data set (the training data itself). As
shown  in Fig.3(b),  we  replaced  the  review  information
embedding vector  in  the system with an imaginary re-
view embedding vector, cutting the link from  in
Fig.3(b). Under this intervention, we define the results
as counterfactual predictions:
 

ŶXi=x′ = Fθ (do (Xi = x′) , C) (3)

Xi = x
′where  represents the counterfactual review vec-

tor. We can use different vectors for counterfactual in-
terventions,  such as  a  zero  vector,  a  random vector  or
an average vector of all review information.

Ŷi

ŶXi=x′

Raw real  predictions  depend on the  interaction
of  reviews  and  context.  The  counterfactual  prediction

 depends only on the interaction of  context.  Be-
cause the original review was replaced by a counterfac-
tual review. To study the true impact of critical inform-
ation  itself,  we  define  causal  prediction  by  calculating
the difference between a true prediction and a counter-
factual prediction:
 

ŶCausal = Ŷi − ŶXi=x′ (4)

L2

Compared  with  the  original  likelihood  prediction,
causal  prediction is  more reliable because it  avoids the
bias  effect  of  the  context  confounder.  In  the  training
process,  causality  prediction  is  carried  out  through 

loss function optimization network:
 

LCausal(θ, φ | Φ) = LL2

(
Yi, ŶCausal

)
(5)

 4. Implementation  details  of  CID  rating
prediction model

This  section  describes  in  detail  how  we  combine
causal  reasoning  with  the  baseline  rating  prediction
model  to  implement  our  CID  rating  prediction  model.
As shown in Fig.2, the rating prediction system frame-
work generally consists of three main modules. They are
review  information  coding  module,  context  interaction
analysis module  and  rating  prediction  module  respect-
ively.

Aiming at  the  traditional  likelihood  rating  predic-
tion  model,  counterfactual  intervention  was  conducted
on  some  clues.  We  define  the  prediction  based  on  the
original  review  and  the  counterfactual  review  as  the
true prediction result and the counterfactual prediction
result  respectively.  And  by  calculating  the  difference
between the two prediction results, a CID rating predic-
tion model is established. Our CID method is simple yet
effective  for  the  dependability  of  the  rating  prediction
system.  To  evaluate  the  generality  of  our  CID  rating
prediction model, we applied this approach to six differ-
ent  baseline  models  including  DeepCoNN [2] and Con-
vMF [11] based on CNN, D-Attn [3] and ANR [5] based
on the attention mechanisms, CARP [6] and CARP-RA
[6]  based  on  capsule  network.  Let’s  briefly  introduce
three of these implementations below.

CID-DeepCoNN:  DeepCoNN  models  user  and
project review  documents  using  two  parallel  convolu-
tional  structures.  And  introduce  a  shared  layer  at  the
top to couple the two parts together. The shared layer
interacts with the underlying factors learned from users
and projects in a manner similar to a factorizer. For re-
view information, we use counterfactual intervention to
replace the  embedding  vectors  (mean  vector,  zero  vec-
tor  or  random vector  of  all  review embedding)  of  user
and project reviews respectively. Then the original and
counterfactual connectivity  features  of  the  review  in-
formation section are predicted respectively. Finally, we
took the difference between the factual and counterfac-
tual prediction  results  as  our  CID-DeepCoNN  predic-
tion.

CID-CARP: The coder of CARP maps the text re-
view  information  to  a  continuous  real  value  vector  by
using word embedding technology. Then, convolutional
operation and self-attention mechanism are used to ex-
tract user  views  and  project  aspects  from  user  docu-
ments and project documents respectively. Logical units
are  responsible  for  connecting  user  perspectives  to
project  aspects  to  extract  interaction  characteristics.
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Emotion analysis  and  rating  prediction  were  then  per-
formed as input to the capsules. At this baseline, we re-
place the original review embedding vector with a coun-
terfactual  intervention  (the  average,  zero,  or  random
vector of  all  review  embedding).  Then  the  original  re-
view embedding  vector  and  counterfactual  review  em-
bedding  vector  are  predicted  respectively.  Finally,  the
prediction result of CID-CARP adopts the difference of
the above two results.

CID-ANR: ANR performs aspect-based representa-
tion learning for users and items by designing an atten-
tion mechanism to focus on the relevant parts of these
reviews while  learning the  representation of  aspects  on
the  task.  Furthermore,  they  estimate  aspect-level  user
and item importance in a joint manner using the idea of
co-attention. For ANR, we do the same for the review
embedding as for CID-DeepCoNN and CID-CARP. We
predicted the  ratings  of  factual  and  counterfactual  re-
views separately.  The  difference  between  the  two  res-
ults serves as the final prediction for CID-ANR.

 IV. Experiments
In this  section,  we conducted a comprehensive  ex-

periment on four data sets from two different sources to
evaluate  the  performance  of  the  CID rating  prediction

model against the baseline model and other state-of-the-
art models.

 1. Experimental settings
Datasets:  Four  different  datasets  are  used  in  the

experiment  including  Yelp19-20,  Musical_Instruments,
Office_Products, and Tools_Improvement. And among
them, Yelp19-20 is the data from 2019 to 2020 extrac-
ted from Yelp challenge website. The other three data-
sets are from the Amazon-5cores.  To be clear,  we pro-
cessed the  Yelp19-20  dataset  to  have  at  least  five  re-
views per user and item.

All datasets were preprocessed in the same way as
reference [1]. Then,  the rating data that  does  not  con-
tain  review information are  deleted.  The details  of  the
four data sets after final processing are shown in Table
1. It can be seen that the proportion of positive reviews
in  each  dataset  is  much  larger  than  the  proportion  of
negative  reviews  (“Pos/Neg  ratio” in Table  1).  Then
each dataset  is  randomly  split  in  the  ratio  8:2  to  con-
struct  the  training set  and testing  set.  In  addition,  we
ensure that at least one interaction data for each user-
item pair  was included in the training set,  and the re-
view data  corresponding to  the  testing  set  was  not  in-
cluded in the training set for the purpose of simulating
real world scenarios.

  
Table 1. Statistics of the four datasets

Datasets Users Items Ratings Words per review Words per user Words per item Pos/Neg ratio Density

Yelp19-20 51986 9240 420384 39.26 135.33 149.71 3.17 0.007%
Musical_Instruments 1429 900 10261 32.45 141.32 200.12 7.28 0.798%
Office_Products 4905 2420 53228 48.15 197.93 229.52 5.73 0.448%

Tools_Improvement 16638 10217 134345 38.75 162.53 212.48 5.42 0.079%
 
 

Baseline: The proposed CID rating prediction mod-
el  is  compared  with  the  baseline  models  which  include
CARP  [6]  based  on  capsule  network,  DeepCoNN  [2]
based  on  convolutional  network  and  the  review-based
deep  learning  solution,  D-Attn  [3],  ANR [5], and  Con-
vMF [11].

Evaluation metric: We use the same metrics as the
baseline  model.  The  mean  square  error  (MSE)  index
evaluates  model  performance  by  calculating  the  mean
square error of the predicted rating and the real rating.
It is widely used in the rating prediction task.

 2. Performance evaluation
Comparison with  baseline:  To  verify  the  effective-

ness of our method, we plug the CID to all the review-
based  deep  learning  solutions.  Such  as  D-Attn,  ANR,
ConvMF, CARP-RA, DeepCoNN and CARP. The per-
formance  comparison  is  summarized  as Table  2. Be-
cause of the different equipment environments, the per-
formance shown in the original baseline model paper is
better  than the  performance we reproduce.  To make a

fair  comparison,  the  data  and  hyperparameter  settings
in  our  methods  are  consistent  with  the  baseline  model
settings.

As shown in Table 2, our improved model showed
a performance improvement over the baseline model in
all datasets. Specifically, in terms of mean square error
index obtained on average on four data sets,  the CID-
ConvMF  improved  by  9.06%  compared  with  baseline
ConvMF, CID-DeepCoNN  improved  by  7.31%  com-
pared with baseline  DeepCoNN, CID-D-Attn improved
by  8.77%  compared  with  baseline  D-Attn,  CID-ANR
improved by 8.51% compared with baseline ANR, CID-
CARP-RA improved by 8.70% compared with baseline
CARP-RA,  while  CID-CARP  improved  by  more  than
8.63% compared with baseline CARP. We believe that
this is due to the fact that the counterfactual interven-
tion eliminates the negative effects of context bias, im-
proves  the  robustness  of  the  model,  and  forces  the
baseline model  to  pay more  attention to  the  real  reas-
ons for user ratings. 
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Table 2. Baseline and our CID methods

Method
Performance (MSE)

Musical_Instruments Office_Products Tools_Improvement Yelp19-20
Original CID Original CID Original CID Original CID

ConvMF 0.962 0.949 0.937 0.880 1.514 1.422 2.836 2.432
DeepCoNN 0.887 0.881 0.913 0.874 1.461 1.394 2.488 2.179

D-Attn 0.903 0.898 0.911 0.855 1.372 1.287 2.437 2.090
ANR 0.886 0.879 0.911 0.857 1.373 1.287 2.144 1.839

CARP-RA 0.896 0.883 0.909 0.848 1.249 1.174 2.140 1.837
CARP 0.884 0.872 0.901 0.846 1.223 1.147 2.055 1.762

 
 

Comparison with several  models:  the proposed op-
timal  method  CID-CARP  based  on  causality  is  also
compared  with  other  state-of-the-art  methods. Table  3
shows  the  results  of  all  the  models  on  four  datasets.
First, PMF performed worst on four datasets because it
did not take into review information. This is consistent
with the conclusions of many studies [2], [3], [6].

Second,  of  all  the  review  based  baseline  models,
ConvMF performed worst on the four datasets. This is
reasonable  because  it  only  uses  convolution  to  extract
review features in combination with probability matrix
decomposition. In contrast,  DeepCoNN achieved better
performance  due  to  its  use  of  text  reviews  for  joint
modeling of user views and item attributes. Because D-

Attn uses the dual word-level attention mechanisms, it
achieves  better  prediction  results  than  DeepCoNN  in
most datasets.  ANR  achieves  relatively  good  perform-
ance on different datasets due to aspect level modeling
of semantic  information  in  reviews.  Using  capsule  net-
works with single routing by agreement mechanisms to
model user perspectives and project aspects, CARP-RA
achieved  results  comparable  to  the  best  baselines.  In
contrast,  CARP  adopts  capsule  network  with  routing
by  bi-agreement  mechanism.  It  performed  best  on  all
four  datasets  by  simultaneously  calculating  coupling
coefficients  between  and  within  capsules,  combining
user viewpoint, item aspect and emotion simulation rat-
ing behavior.

  
Table 3. Comparisons of CID-CARP to other models on four datasets, the best results are highlighted in bold

Method
Performance (MSE)

Musical_Instruments Office_Products Tools_Improvement Yelp19-20
PMF 1.329 1.241 2.001 3.261

ConvMF 0.962 0.937 1.514 2.836
DeepCoNN 0.887 0.913 1.461 2.488

D-Attn 0.903 0.911 1.372 2.437
ANR 0.886 0.911 1.373 2.144

CARP-RA 0.896 0.909 1.249 2.140
CARP 0.884 0.901 1.223 2.055

CID-CARP 0.872 0.846 1.147 1.762
 
 

Finally,  our  optimal  method CID-CARP based  on
causal intervention  consistently  achieved  the  best  per-
formance on  four  data  sets.  Compared  with  two  re-
cently  proposed  advanced  models  (ANR,  CARP),  the
relative improvement was 12.9% and 8.6%, respectively.
The validity of the CID rating prediction model is veri-
fied.

For the causal approach in, Table 2 and Table 3, it
is the counterfactually intervene in the review informa-
tion by replacing the original review embedding with a
zero vector. Here are some other attempts.

 3. Analysis of CID method
Performance comparison  of  different  counterfactu-

al  interventions:  We  tried  counterfactual  interventions
for reviews using the zero vector, the mean vector and
the random vector respectively, where the random vec-
tor was  sampled  randomly  from  the  uniform  distribu-

[−0.1, 0.1]

[−0.1, 0.1]

[−0.1, 0.1]

tion . These  three  different  counterfactual  in-
terventions  (“Zero”, “Mean”, “Random”)  can be  easily
implemented and do not require a lot of computing re-
sources.  In the actual  training and testing process,  the
counterfactual intervention using zero vector and mean
vector  has  always  been  consistent.  However,  for  the
counterfactual intervention using random vector, in or-
der to avoid introducing bias in the model testing stage,
the vectors  randomly  sampled  from  uniform  distribu-
tion  are  used  in  the  training  process  of  the
model. However, in the model test process, the expecta-
tion  vector  (i.e.,  zero  vector)  of  uniformly  distributed

 are used. As shown in Table 4, application of
three  different  counterfactual  intervention  vectors  to
the  baseline  model  improved  model  performance.  It  is
proved that  the  counterfactual  analysis  method  is  ef-
fective.  In  addition,  1)  The  performance  of  the  model

938 Chinese Journal of Electronics 2023



with  three  different  counterfactual  vectors  is  close,
which indicates the robustness of the counterfactual in-
tervention  method.  2)  Among  the  three  counterfactual
intervention  vectors,  the  zero  vector  obtained  the
greatest performance improvement. We think it’s prob-
ably because the zero vector is a more intense interven-
tion. Thus, the causal relationship between reviews and
ratings can be highlighted.
  

Table 4. Performance comparison of CID-CARP with
different counterfactual interventions

Method Intervention vector Performance (MSE)
CARP – 2.055

CID-CARP
Zero 1.762
Mean 1.776

Random 1.769
 
 

Evaluation of model size: We calculate the changes
in the number of parameters of CARP and DeepCoNN
before and after the addition of counterfactual analysis.
As shown in Table 5, our CID rating prediction model
does  not  add  additional  training  parameters  to  the
baseline model because the original prediction paramet-
ers are shared with the counterfactual  prediction para-
meters in the model.

 V. Conclusions
In this paper, how to integrate causal inference in-

to  the  rating  prediction  model  is  researched.  Context
interaction is a confounder by analyzing the generation
process  of  score  prediction  through  structural  causal
model. Rating prediction models can easily be “tricked”
by shortcuts between biased contextual interactions and
the final  predicted rating.  We have presented the CID
rating prediction  model  to  investigate  the  causal  rela-
tionship between reviews and ratings in the rating pre-
diction task. A counterfactual intervention is used to re-
place the original review embedding vector with a coun-
terfactual embedding  vector.  Then  subtract  the  coun-
terfactual prediction rating from the original prediction
rating as the final causal prediction rating. Causal pre-
diction encourages the model  to discover the real  reas-
on  for  the  user’s  rating  behavior  during  training.  The
negative influence of positive and negative review distri-
bution bias in the model is reduced. The proposed CID
rating prediction model is plug-and-play and is not lim-
ited to  one  baseline  prediction  method.  In  the  experi-
ments, we tried to implement a variety of counterfactu-
al analysis methods and apply CID to two different rat-
ing  prediction  models.  The  experiments  are  conducted
on four real data sets and achieved consistent perform-
ance improvements.  This  work explores  the limitations
of purely data-driven rating prediction models.  We be-
lieve  that  this  paradigm  is  universal  for  solving  the

problem of  rating  prediction  task  bias  caused  by  un-
even  distribution  of  data  sets.  In  addition,  the  future
work will  plan  to  explore  the  influence  of  other  con-
founder  and  construct  a  more  general  causal  model  in
the future.
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