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   Abstract — A growing amount of data containing the
sensitive information of users is being collected by emerg-
ing smart connected devices to the center server in Inter-
net of things (IoT) era, which raises serious privacy con-
cerns  for  millions  of  users.  However,  existing  perturb-
ation methods  are  not  effective  because  of  increased  dis-
closure risk and reduced data utility,  especially for small
data sets. To overcome this issue, we propose a new edge
perturbation  mechanism  based  on  the  concept  of  global
sensitivity to protect the sensitive information in IoT data
collection.  The  edge  server  is  used  to  mask  users’ sensi-
tive  data,  which  can  not  only  avoid  the  data  leakage
caused by centralized perturbation,  but also achieve bet-
ter  data  utility  than  local  perturbation.  In  addition,  we
present a global noise generation algorithm based on edge
perturbation.  Each  edge  server  utilizes  the  global  noise
generated by the center server to perturb users’ sensitive
data.  It  can  minimize  the  disclosure  risk  while  ensuring
that the results of commonly performed statistical analy-
ses are identical and equal for both the raw and the per-
turbed data.  Finally,  theoretical  and  experimental  evalu-
ations  indicate  that  the  proposed  mechanism  is  private
and accurate for small data sets.

   Key words — Internet of things, Edge perturbation,

Data privacy, Sensitive attribute, Statistical query.

 I. Introduction
The humongous  amount  of  data  generation  trans-

forms the collection and publication of micro data [1]. It
is well known that data collection [2] is the basis of In-
ternet of things (IoT) big data applications [3]–[5]. The
collected  data  is  transferred  to  the  cloud  server  and
various practical  applications  can  be  achieved  by  ana-
lyzing the data. For example, the analysis of the collec-
ted medical  data  can  assist  medical  institutions  to  es-
tablish  mechanisms  for  tracking  the  risk  of  diseases  in

patients  or  help  pharmaceutical  companies  to  improve
the  clinical  use  of  drugs.  As  a  result,  more  and  more
data  is  being  collected  and  analyzed  in  real  time
through sensors, wearable devices, smart sensing, video
capture  and  other  technologies.  However,  uploading
data to  cloud-based  servers  not  only  imposes  signific-
ant latency and heavy communication burden, but also
the data is  transmitted without stricting privacy guar-
antees between the process and the center server. Edge
computing [6] utilizes personal devices and nearby infra-
structure  to  process  data  and  migrates  the  analysis  of
sensitive data from cloud servers to edge servers, which
can effectively reduce the risk of leakage from the cen-
ter  server.  Therefore,  the  concept  of  edge  computing
based on IoT to guarantee the data usability while pro-
tecting privacy is an important research direction.

Currently,  many  information  security  and  privacy
protection techniques [7], [8] based on the IoT environ-
ment  have  been  proposed.  Among  them, “ data distor-
tion  based” techniques  primarily  distort  sensitive  data
and can keep certain data or attributes unchanged [9].
Commonly used distortion methods contain randomiza-
tion, swapping, blocking and enrichment, differential pri-
vacy [10], etc.  There are two main perturbation mech-
anisms: centralized perturbation and local perturbation.
The centralized perturbation is based on the premise of
a trusted data collector, which is difficult to implement
in  practice,  since  we  cannot  guarantee  that  the  data
collector will never violate the user’s data privacy or be
subject to other attacks.

To solve  the  aforementioned  problems,  local  per-
turbation has been presented to protect  the privacy of
users  [11],  [12].  It  extends  differential  privacy  to  local
privacy,  can  resist  adversaries  with  any  background
knowledge,  and  distributes  a  randomization  process  to
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prevent leakage from the data collector. However, each
user  disturbs  his  own data  and submits  it  to  the  data
collector,  so  none  of  users  knows  the  other’s data  re-
cords. That means, there is no concept of global sensit-
ivity in local perturbation, which will result in reduced
protection against disclosure risk due to sampling error.
Sampling  error  may  produce  different  results  from the
analysis  of  perturbed  data  compared  to  the  raw  data,
reducing data utility. In addition, local differences have
both positive and negative perturbation effects on indi-
vidual  data,  and  a  large  number  of  perturbed  results
need to be aggregated to offset the positive and negat-
ive  noise  added  to  the  data  in  order  to  obtain  valid
statistical results, so it cannot satisfy the needs of small
data sets.

In  order  to  overcome  the  problems  of  the  above
perturbation mechanisms,  we  develop  a  new  edge  per-
turbation  model  to  protect  the  user’s privacy  informa-
tion. Meanwhile,  based on the existing model,  a global
noise generation  algorithm is  proposed.  The  main  con-
tributions of this paper are as follows:

1) We present a new edge perturbation mechanism
based on the concept of global sensitivity to protect the
sensitive information in IoT data collection. Unlike the
centralized  perturbation,  the  edge  server  is  used  as  a
suitable  place  to  sanitize  the  user’s sensitive  data  in-
stead  of  uploading  them  to  the  center  server.  Being
awareof  the  global  sensitivity,  edge  perturbation  can
not only  solve  privacy issues  caused by untrusted cen-
ter server, but also achieve better data utility than loc-
al perturbation.

2) We  also  propose  a  global  noise  generation  al-
gorithm for edge perturbation. The global noise is gen-
erated  by  the  center  server  through  summing  up  local
noises  produced  by  edge  servers  and  calculating  their
mean value. The sensitive data will be disturbed by the
global noise,  which  can  reduce  sampling  error  and  en-
sure that the results of commonly performed statistical
analyses  are  identical  and  equal  for  both  the  raw  and
the perturbed data.

3) Experimental  results  demonstrate  the  effective-
ness  of  the  proposed  scheme.  The  perturbed  data  can
still maintain the same statistical properties as the raw
data.  In  addition,  the  proposed  scheme  is  compared
with  the  local  differential  privacy  approach,  which  is
more  effective  in  preserving  the  sensitive  attributes
while maintaining  the  data  utility  with  uniform  pri-
vacy  security,  and  it  has  better  adaptability  to  small
data sets.

The rest of this paper is arranged in the following
order. In  Section  II,  we  discuss  the  related  work.  Sec-
tion III  introduces  the  Preliminaries  and  gives  the  re-
lated definitions used and data utility in this paper. In

Section  IV,  we  introduce  our  scheme  in  details  and
present  a  globe  perturbation  algorithm.  Section  V
presents  the  utility  analysis  and  disclosure  risk  of  our
proposed edge  perturbation.  In  Section  VI,  the  experi-
mental analysis  is  carried  out.  In  Section VII,  we con-
clude the paper and put forward the future research dir-
ection.

 II. Related Work
 1. Privacy protection methods of data

k l

k

l

k

k

There  has  been  a  number  of  recent  works  on  the
privacy  protection  of  data,  which  mainly  include  data
exchange [13], [14], -anonymity [15], [16], -diversity [17],
[18] and its improved method [19]–[21], etc. Mercedes et
al. in [14] proposed a privacy protection method of data
rank  exchange,  which  protects  data  privacy  from  the
perspective  of  data  semantics.  They  sort  the  personal
data  semantically  by  binary  relation,  then  divide  the
sorted semantic data into independent individual attrib-
utes and  non-independent  multiple  data  sets,  and  fi-
nally exchange the elements in the data set. Kmp et al.
in  [15]  proposed  a  technology  based  on  suppressing -
anonymity and multi-factor authentication. The techno-
logy includes three main processes: registration, authen-
tication  and  data  access.  Through  the  suppression
method, the personal identity information registered in
the  client  is  stored  in  the  server,  and  then  the  user’s
identity is  verified  by  considering  multiple  factors.  Fi-
nally, the user can obtain the corresponding service by
encrypting and  decrypting  the  data  through  this  tech-
nology.  Mehta et  al.  in  [17]  proposed  a  scalable -di-
versity  privacy  protection  method,  which  is  based  on
scalable -anonymity to  ensure  that  sensitive  attrib-
utes in personal data records and achieve l-diversity in
a certain equivalent set. Minea et al. in [20] proposed a
comprehensive data collection scheme by using anonym-
ous method to collect personal  data.  And through ma-
chine  learning  and  specific  algorithms  to  improve  the
data acquisition process. Zhou et al.  in [21] proposed a
privacy protection data collection protocol based on the
improved model. Without considering the assumption of
trusted third  party,  the  data  acquisition  protocol  en-
sures  that  the  data  acquisition  server  maximizes  the
data  availability  on  the  basis  of -anonymous  data.
However,  these  schemes  do  not  provide  quantitative
standards  for  their  privacy  protection  capabilities,  and
do not define the attacker’s attack capability.

 2. Data perturbation methods
Recently, a number of works have been reported by

using  perturbation  methods  to  protect  data  privacy.
The  main  idea  is  to  add  noise  to  desensitize  the  data
before uploading them to the perception platform. The
added  noise  can  not  only  effectively  protect  the  user’s
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personal privacy, but also keep the statistical result un-
changed. For  data  collection  based  on  data  perturba-
tion, Krishnamurty et al. in [22] proposed firstly a data
perturbation method for small  data sets.  Its  character-
istics  are:  the  results  of  common  statistical  analysis  of
disturbed  data  are  the  same  as  those  of  original  data.
But this  method has some limitations.  Therefore,  Tian
et al. in [23] proposed a privacy protection mechanism,
which ensures that the server does not know the iden-
tities  of  participants  and  provides  relative  information
for  the  perception  task.  This  scheme  can  protect  the
user’s  privacy,  but  the  data  after  multiple  encryption
and decryption will cause huge computational overhead.
In order to reduce unnecessary overhead, Wang et al. in
[24] proposed an anonymous data collection model. The
model adopts peer-to-peer network to assist anonymous
data  transmission  and  protect  the  sender’s  identity.
However, the above methods can not resist background
knowledge  attacks  and  can  not  quantitatively  analyze
the privacy leakage risk of data.

Therefore,  Lv et  al.  in  [25]  proposed  a  differential
privacy  protection  method  based  on  machine  learning
and maximum information coefficient.  On this  basis,  a
special  privacy  protection  model  is  proposed.  Firstly,
the  correlation  sensitivity  between  data  is  accurately
calculated. Then, The idea of clustering is used to real-
ize  the  differential  privacy  protection  of  the  whole  big
data association. However, the data privacy process al-
ways depends on the trusted third-party data collector,
which has a certain impact on the development of  dif-
ferential privacy technology. Therefore, Kim et al. in [26]
proposed a method of personal data collection based on
local  differential  privacy,  which  further  improves  the
protection of personal privacy information. The user de-
sensitizes the data by himself, and realizes the availabil-
ity of data while protecting the user’s privacy. Specific-
ally,  in the case of  given available targets,  the method
finds the optimal data disturbance scheme based on loc-
al differential privacy, which ensures the minimum total
error  in  the  disturbing  process.  However,  the  method
can  not  maintain  the  relationship  between  data,  and
the errors in the process of disturbance need to be off-
set  by  a  large  number  of  positive  and  negative  noises.
For  single  data  or  small  data  sets,  it  will  cause  large
system errors.

As we know, the above data perturbation methods
can  be  divided  into  centralized  perturbation  and  local
perturbation. Centralized perturbation disturbs the col-
lected data through the center server.  Since the center
server  collects  all  data  of  users,  it  will  cause  a  serious
threat to users’ privacy if the center server is attacked
internally or the service provider leaks personal data for
commercial  interests.  Furthermore,  local  perturbation
refers  to  the  data  perturbation  at  the  client  side.

However,  the user’s  personal data set may be small,  it
is easy to  generate  a  large  sampling error  in  data per-
turbation processing and reduce data utility. Therefore,
we develop a new edge perturbation mechanism in IoT
data collection.

 III. Preliminaries
 1. Definitions
In general, some of the user data collected is sensit-

ive and  cannot  be  disclosed.  For  example,  names,  ad-
dresses, medical expenses, and disease information, etc.
These  are  represented  using  sensitive  attributes.  And
some data is not sensitive and can be disclosed. For ex-
ample, gender and age, etc.,  which are expressed using
public attributes.  Therefore,  assuming  that  the  collec-
ted user data set is D , each user’s data can be divided
into  sensitive  attribute U  and  public  attribute V .  To
simplify the calculation process, we assume that the di-
mensions of the sensitive attributes are the same as the
dimensions of the public attributes in the data set, and
the related definitions are as follows.

D
m

n n

D = (U, V )

Definition 1 (The user’s data set )　Supposing
that the system contains  users and each user’s data
contains -dimensional  public  attributes  and -dimen-
sional  sensitive  attributes,  then  the  user’s  data  set

 can be defined by
  

a11 a12 . . . a1n
a21 a22 . . . a2n
...

...
. . .

...
am1 am2 . . . amn




b11 b12 . . . b1n
b21 b22 . . . b2n
...

...
. . .

...
bm1 bm2 . . . bmn


(1)

(ai1, . . . , ain) (bi1, . . . , bin)where  and   are  the  sensitive
attributes  and  public  attributes  of  the  user i  respect-
ively.

D = (U, V ) Pr(·)

α

Definition  2 (Disclosure-security)　Given  a  data
set ,  is the  probability  of  privacy  dis-
closure.  The  edge  perturbation  mechanism M  satisfies
the -disclosure-security if and only if:
 

Pr(F (V ) = U)

Pr(F (V ) = U |M(U))
≤ eα (2)

F Pr(F (V ) = U)

Pr(F (V ) = U |M(U))

α

α

M

Here,  is the prediction function;  is
the probability of predicting sensitive attributes by pub-
lic attributes under the raw data; 
is  the  probability  of  predicting  sensitive  attributes  by
public  attributes  under  the  perturbation  data  set;  is
the  privacy  budget,  which  is  the  level  of  privacy  that
the  user  ultimately  enjoys;  the  smaller  the  value  of ,
the  better  the  privacy.  An intuitive  illustration of  this
definition is  that  for  any original  data  set  and its  cor-
responding  output  in ,  the  probability  of  predicting
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sensitive  attributes  by  common  attributes  between
them should be close to 1.

 2. Data utility
D = (U, V )

M(D) = (Y, V ) A

B C D
k

T = (A,B,C,D)

Given  the  user’s  data  set  is  and  the
perturbed  data  set  is .  And  is  mean
value;  is standard deviation;  is covariance and  is
-order center moment. The data utility is expressed by

a four tuple :
 

T =


A = EU − EY

B = SU − SY

C = ÂY V − ÂUV

D = BkU −BkY

(3)

EU EY U

Y SU SY

U Y ÂY V ÂUV

Y V U V

BkU BkV k

U Y

where  and  represents the mean value of  and
, respectively.  and  indicates the standard devi-

ation of  and , respectively.  and  expresss
the covariance between  and  and between  and ,
respectively.  and   denotes  the -order  center
distance of  and ,  respectively.  If  the value of each
formula in (3) is smaller, the data utility is better. Oth-
erwise, it is worse.

 3. Threat model
In  our  system,  we  assume  that  the  edge  server  is

trusted, which is used to disturb the raw data of users
before  updating  them  to  the  center  server;  the  center
server is “honest but curious,” which means that it may
faithfully follow  our  proposed  protocols  but  try  to  ex-
tract as much sensitive information of users as possible.
Moreover, the edge server will not collude with the cen-
ter  server  to  obtain  information  that  they  don’t  have
access to.

 IV. Proposed Scheme
 1. System model
In the edge perturbation mechanism, the edge serv-

er is introduced as a perturbation node to disturb sens-
itive information of users before reporting to the center
server,  which  can  avoid  information  leakage  both  on
users’ data stored in  the  center  server  and data trans-
mission  process  simultaneously.  In  addition,  we  adopt
global  noise  to  disturb  the  data,  which  can  guarantee
better  data  utility  than  local  perturbation.  The  data
collection model based on edge perturbation is shown in
Fig.1.

In our model, users first upload raw data (RD) to
their neighboring edge server, and then the edge server
generates local noise (LN) using a perturbation mechan-
ism and send it to the center server. The center server
merges the local noises generated by each edge server to
create  global  noise  (GN)  and  returns  it  to  each  edge
server. Finally, each edge server uses the global noise to
disturb  the  user’s  data  and  reports  the  disturbed  data
(M(RD,GN)) to the center server.

 2. Edge perturbation mechanism
The user’s data set collected by the edge server is

often sparse, and there is a certain correlation between
data  attributes.  Therefore,  we  present  a  perturbation
mechanism  to  add  noise  to  the  raw  data.  The  local
noise is generated through the covariance between data
attributes  [17],  and  then  a  global  noise  having  global
sensitivity  is  achieved by integrating  the  local  noise  of
each  edge  server.  It  can  maintain  the  connection
between  data  attributes  and  ensure  the  data  utility.
The specific perturbation process is divided into the fol-
lowing three steps.

1) The generation of local noise

(ai, bi) ai
bi

(i = 1, 2, . . . ,m)

Supposing  that  each  group  has n  users,  each  user
submits a data set , where  represents the sens-
itive  variable U,   represents  the  public  variable V,

.  The local noise C is calculated by the
Algorithm 1.

U V β̂0

β̂1 β̂1 = ÂUV

ÂV V
β̂0 = Ū − ÂUV

ÂV V
V̄

Step 1　The regression operation is performed on
 and , and then the regression model parameters 

and  are calculated as: ; ;
Âee = ÂUU − ÂUV

ÂV V
ÂV UStep 2　The covariance  is

calculated;
e

e e ∼ N(0, Âee)

e S(e) = 0, ÂUe = ÂV e

S(e) ÂUe ÂV e

e U
e V e

Step 3–5　The original local noise  is generated,
where  obeys  normal  distribution ;  For
generated original local noise , if ,
execute  the  next  step,  otherwise  cycle  step  3.  Where

,  and   represents respectively  the  stand-
ard  deviation  of ,  the  covariance  matrix  between 
and ,  and .

GStep 6　Random matrix  is generated by stand-
ard normal distribution;

G U

V H

Step  7　  performs  regression  operation  with 
or  to generate the new noise ;

Â
HH

Step 8　The covariance  is calculated;
C

C = Â
1
2
eeÂ

− 1
2

HH S(C) = 0, ÂUC = ÂV C C

Step  9　 A  new  local  noise  variable  is calcu-
lated  by ;  if ,  is

 

Edge server

Edge server

Edge server

Edge server

Center server

①RD2

②LN2

②LN3
②LN1

②LN4

①RD1

①RD4

①RD3

③GN
③GN

③GN

③GN ④M(RD2, GN)

④M(RD3, GN)

④M(RD4, GN)

④M(RD1, GN)

Group 3Group 2

Group 4Group 1

 
Fig. 1. Data collection model based on edge perturbation.
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S(C) ÂUC

ÂV C C

U C V

C

local  noise,  otherwise  cycle  step  6.  Where , ,
and  represents  the  standard  deviation  of ,  the
covariance  matrix  between  and   and  between 
and , respectively.

e

U

V U V

n e

S(e) = 0, ÂUe = ÂV e

G

G U V

H ÂHH

H U V

ÂUH = ÂV H C C = Â
1
2
eeÂ

− 1
2

HH

S(C) = 0, ÂUC = 0

ÂV C = 0

C

In Algorithm 1,  the noise  satisfies a normal  dis-
tribution with a mean of 0. Considering the sample er-
ror, the generated actual value will be in error with the
sample  estimate,  and  the  generated  noise  will  produce
some error since the noise term is independent of  and

. And the actual noise is related to  and . There-
fore, in  order  to  satisfy  the  data  usability,  it  is  neces-
sary  to  ensure  that  all  and   satisfy  the  following
equation: . Then,  a  random  mat-
rix  is generated through the standard normal distri-
bution,  and  a  regression  of  on   or   produces  a
noise  and  calculates  its  covariance  matrix .  In
addition,  since  is  orthogonal  to  both  and  ,  we
have .  Let  satisfy   and re-
strict the generated noise to satisfy ,
and ,  thus  ensuring  that  the  value  generated
by  satisfies the data utility requirement.

Algorithm 1　Local noise generation algorithm

D = (U, V )Input: Original data set ;
COutput: Local noise ;

β̂1 = ÂUV

ÂV V
1:    ;

β̂0 = Ū − ÂUV

ÂV V
V̄　   ;

Âee = ÂUU − ÂUV

ÂV V
ÂV U2:   ;

3:  Do
4:  Generating perturbation noise e;

S(e) ̸= 0 ÂUe ̸= ÂV e5:  While  or 
G6:    Generating random matrix  by standard normal distribu-

tion;
G U V

H

7:     performs regression operation with  or  to generate
new noise ;

ÂHH H8:  Calculating the covariance  of noise ;
9:  Do

C10: Calculating a new local noise ;
S(C) ̸= 0 ÂUC ̸= ÂV e ̸= 011: While  or 
C12: Return .

2) The generation of global noise

Ci i = 1, 2, . . . , n

Supposing  that  there  are n  edge  servers,  and  the
local  noise is ,  where .  The mean value
of  local  noises  generated  by n  edge  servers  is  taken  as
the global noise. That is:
 

O =
1

n

∑
Ci (4)

Then  the  generated  global  noise O  is  returned  to
each edge server.

3) Data perturbation
Edge  server  receives  the  global  noise O  and dis-

turbs the raw data set. If the Y is the sensitive attrib-
ute U after perturbation, it can be expressed as:
 

Y = β̂0 + β̂1V +O (5)

The disturbed raw data set can be expressed as:
 

M(D) = M(U, V ) = (M(U), V ) = (Y, V ) (6)

Mwhere,  is the edge perturbation mechanism.

 V. Theoretical Analysis
 1. Data utility
The data utility of  the proposed scheme is  proved

by comparing  the  statistical  properties  of  the  data  be-
fore and after the perturbation. So we have the follow-
ing Theorems 1 and 2.

O

T

Theorem 1　Using global noise  to disturb the
data  that  can  ensure  the  value  of  each  formula  in 
keep 0.

Di = (Ui, Vi)

M(Di) = (Yi, Vi)

i = 1, 2, . . . , n Ci Di

β̂i0 β̂i1

E(Ci) = 0 O = 1
n

∑
Ci

Proof　Assuming  that  the  data  set ,
and  the  perturbed  data  set ,  where

.  The  local  noise  is  produced  by ,
and  the  calculated  parameters  are  and  ,  and

. So that the global noise is .
Because:

 

E(Di) = E(Ui, Vi) = E(β̂i0 + β̂i1Vi)

= E(β̂i0) + E(β̂i1Vi)

E(M(Di)) = E(Yi, Vi) = E(β̂i0 + β̂i1Vi + Ci)

= E(β̂i0) + E(β̂i1Vi) + E(Ci)

= E(β̂i0) + E(β̂i1Vi)

E

(
n∑

i=1

Di

)
=

n∑
i=1

E(Di) = E(D1) + · · ·+ E(Dn)

= E(β̂10+β̂11V1)+ · · ·+E(β̂n0+β̂n1Vn) (7)
 

E

(
n∑

i=1

M(Di)

)

=

n∑
i=1

E(M(Di))

= E(M(D1)) + · · ·+ E(M(Dn))

= E(β̂10 + β̂11V1 + C1) + . . .

+ E(β̂n0 + β̂n1Vn + Cn)

= E(β̂10) + E(β̂11V1) + E(C1) + · · ·
+ E(β̂n0) + E(β̂n1Vn) + E(Cn)

= E(β̂10) + E(β̂11V1) + E(β̂20)

+ E(β̂21V2) + · · ·+ E(β̂n0) + E(β̂n1Vn)

= E(D1) + E(D2) + · · ·+ E(Dn)

=

n∑
i=1

E(Di) = E

(
n∑

i=1

(Di)

)
(8)
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O = 1
n

∑n
i=1 Ci E(Ci) = 0

Ci O

And  since  and  ,  replace
the noise  with , there are:
 

E(O) = E(
1

n

n∑
i=1

Ci) =
1

n
E(

n∑
i=1

Ci) =
1

n

n∑
i=1

E(Ci) (9)

Therefore, we have the following formula:
 

E(

n∑
i=1

M(Di))

=

n∑
i=1

E(M(Di))

= E(M(D1))+· · ·+ E(M(Dn))

= E(β̂10 + β̂11V1 +O) + · · ·
+ E(β̂n0 + β̂n1Vn +O)

= E(β̂10) + E(β̂11V1) + E(O) + · · ·
+ E(β̂n0) + E(β̂n1Vn) + E(O)

= E(β̂10) + E(β̂11V1) + E(β̂20)

+ E(β̂21V2) + · · ·+ E(β̂n0) + E(β̂n1Vn)

= E(D1) + E(D2) + · · ·+ E(Dn)

=

n∑
i=1

E(Di) = E(

n∑
i=1

(Di)) (10)

A

A
C k

D

It  can  be  seen  from  the  above  theorem  that  the
mean  value  ( )  of  data  before  and  after  perturbation
remains unchanged,  that is,  its  standard deviation ( )
remains unchanged. Similarly, the covariance ( ) and -
order central moment ( ) of the data before and after
the perturbation remain unchanged.

M(D) = (Y, V )

D = (U, V )

Therefore, the statistical analysis result of the per-
turbed  data  set  is  equal  to  that  of  the
original data set .

O

C

Theorem  2　 The  privacy  disclosure  risk  of  the
perturbed data caused by global noise  is  lower than
that caused by local noise .

U V

Y

U V

ρ1 ρ1 = cov(U,V )√
var(U)

√
var(V )

Y V ρ2 ρ2 = cov(Y,V )√
var(Y )

√
var(V )

Proof　The  disclosure  risk  is  determined  by  the
ratio  of  the  intruder’s  ability  to  predict  sensitive  data
from the public data before and after perturbing sensit-
ive  data.  In  this  paper,  we  adopt  a  typical  correlation
analysis to  measure  the  data  disclosure  risk.  It  is  as-
sumed that  is the sensitive variable,  is the public
variable, and  is the variable after data perturbation.
To  assess  the  predictive  ability  before  perturbing  the
data, the public attribute is used to predict the value of
sensitive variable. The correlation between  and  is

: .  To  evaluate  the  predictive
ability  of  the  perturbed  data,  we  also  use  the  public
variable  to  predict  the  value  of  sensitive  variable.  The
correlation between  and  is : .

ρ1

ρ2
≤ eα β1 =

ˆAUV
ˆAV V

In  order  to  satisfy  the  data  disclosure  risk  of  (2),
that is , where . Because
 

cov(U, V ) = E(UV )− E(U)E(V )

cov(Y, V ) = E(Y V )− E(Y )E(V )

var(U) = E2(U)− [E(U)]2

var(V ) = E2(V )− [E(V )]2

var(Y ) = E2(Y )− [E(Y )]2 (11)

Y = β̂0 + β̂1V + e E(Y ) =

E(U) = E[M(U)] β̂0 β̂1

In  addition,  we  have , 
, where , , O are constants. There-

fore,
 

var(Y ) = var(β̂0 + β̂1V +O)

= var(β̂1V ) + var(β̂0 +O)

= β̂2
1var(V ) + var(β̂0) + var(O)

+ 2E[β̂0 − E(β̂0)][E[O − E(O)]

= β̂2
1var(V ) (12)

Because
 

var(β̂0) = 0

2E[β̂0 − E(β̂0)][E[O − E(O)] = 0 (13)

var(Y ) = β̂2
1var(V )we have  and

 

ρ1
ρ2

=
cov(U, V )√

var(U)
√
var(V )

/
cov(Y, V )√

var(Y )
√
var(V )

=

√
var(Y )√
var(V )

=

√
β̂2
1var(V )√
var(V )

= β̂1 (14)

Pr(F (V )=U)
Pr(F (V )=U |M(U)) ≤ eα

eα ≥ β̂1 α ≥ lnβ̂1

β̂1 =
ˆAUV
ˆAV V

Let the inequality  holds, just
need  to  be  satisfied.  That  is,  when ,
the inequality holds, where .

β̂1 β̂1

β̂1

O C

Therefore, if  the  correlation  ratio  of  the  data  be-
fore and after perturbation is , then the value of  is
related to  the  covariance  and  variance  between  sensit-
ive attributes. From a global perspective, the larger the
data  set,  the  greater  the  difference  on  the  data;  the
greater  the  data  volatility,  the  greater  the  variance  of
the data set. Covariance represents the overall error of
two variables. The more data sets, the smaller the over-
all  error.  Therefore,  the  smaller  the  value  of ,  the
smaller the ratio of correlation coefficient between data
is.  Therefore,  the data disclosure risk caused by global
noise  is lower than that caused by local noise .

 2. Security analysis
Centralized perturbation of sensitive information is
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always based on one premise: a trusted third-party data
collector,  i.e.,  the  guarantee  that  the  third-party  data
collector will  not steal  or disclose sensitive information
of users. However, this is unrealistic. The data collector
stores all data of users, which will cause a serious threat
to users’ privacy if the data collector is attacked intern-
ally  or  the  service  provider  leaks  users’ data for  com-
mercial  interests.  The  edge  perturbation  mechanism
proposed in this paper can solve the problem of central-
ized perturbation. In our model, the raw data is already
disturbed  before  uploading  to  the  center  server,  which
can avoid the privacy leakage problem. In addition, the
raw  data  is  desensitized  by  edge  nodes,  even  if  one  of
edge nodes is leaked, it is only partial data, which has
no  significant  impact  on  the  overall  results.  Therefore,
compared with centralized perturbation, edge perturba-
tion can guarantee a higher level of data privacy.

 VI. Experiments
In  this  section,  statistical  results  and  comparative

results will be carried out to verify the utility and pri-
vacy risk  of  the  proposed  privacy  protection  mechan-
ism for data collection based on edge perturbation, and
the  results  will  be  compared  with  the  local  differential
privacy proposed in [26].

 1. Experimental setup
The  data  used  in  this  experiment  comes  from the

data of  medical  and health  care  center  in  [22].  Among
them, 500 data records are reserved, and each record re-
tains  5  data  attributes.  The  five  attributes  are:  name,
gender,  supplementary  insurance,  drug  purchase  cost
and medical cost. Among them, hidden name attribute,
gender and  supplementary  insurance  as  public  attrib-
ute, drug purchase cost and medical cost as sensitive at-
tribute. We randomly divided 500 groups of data into 50
groups  with  10  data  in  each  group.  The  data  of  each
group  were  statistically  analyzed.  In  addition,  we  set

the group data size to 100, 200, 300, 400 and 500, and
verify the effectiveness of the proposed scheme through
the sensitive  attributes  of  medical  cost  and  procure-
ment cost. The algorithm is implemented by MATLAB
R2016a. Considering  the  influence  of  experimental  er-
ror,  the  experiment  of  each  group  were  repeated  for  5
times, and the final result was the average of 5 times.

 2. Statistical results
In order to obtain the attacker’s predictive ability,

we  need  to  analyze  the  typical  correlation  of  the  data
before and after the perturbation, and predict the value
of sensitive variables by using the value of public vari-
ables, as shown in Fig.2.
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Fig. 2. Typical correlation analysis of data.

 

The primary and secondary correlation analysis  of
the original data is 0.4226 and 0.1999, respectively. For
the  purpose  of  assessing  the  predictive  ability  of  the
perturbed  data,  by  repeating  the  above  method,  the
primary and secondary correlations is 0.4226 and 0.1999,
respectively, which is the same as the results for the ori-
ginal data. In other words, the predictive ability of at-
tackers after data perturbation is the same as that raw
data, and their privacy risk budget is 0.

Furthermore,  the  statistical  queries  of  raw  data
and perturbed data are analyzed, the results are shown
in Table 1 and Table 2. The names in the tables are ab-

   
Table 1. Marginal distribution of raw and perturbed data sets

Dataset
Marginal distribution

Mean value standard deviation

Raw data
PC 504.591 81.963
MC 1228.705 213.731

Perturbed data
PC 504.591 81.963
MC 1228.705 213.731

 

   
Table 2. Covariance of raw and perturbed data sets

Dataset
Covariance

G SI PC MC

Raw data
PC −9.140 −10.49 6583.53 7201.16
MC −26.83 −29.55 7201.16 44767.31

Perturbed data
PC −9.140 −10.49 6583.53 7201.16
MC −26.83 −29.55 7201.16 44767.31
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breviations for purchase cost (PC), medical cost (MC),
gender (G),  and  supplemental  insurance  (SI),  respect-
ively. As can be seen in Tables I and II, the statistical
results for  the  mean,  standard  deviation  and  covari-
ance are the same for both the raw and perturbed data.

 3. Comparative results
The data utility of the proposed mechanism is val-

idated and compared with the local differential privacy
proposed in [26] under the same privacy level, as shown
in Fig.3–Fig.9.
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Fig. 3. Mean value of medical cost.
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Fig. 4. Mean value of purchase cost.
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Fig. 5. Standard deviation of medical cost.

 

Here,  the  diamond  point  expresses  the  raw  data,
the  rectangular  point  expresses  the  proposed  scheme,
and the triangular point expresses the local differential
privacy  in  [26].  The  abscissa  represents  the  amount  of
data, and the ordinate represents the statistical results
of the data. We analyze the experimental results in four

aspects: mean, standard deviation, covariance, and k-or-
der central moments.

The comparisons of mean value are shown in Fig.3
and Fig.4 .  It  can  be  seen  that  the  mean  value  of  the
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Fig. 6. Standard deviation of purchase cost.
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Fig. 7. 2-order central moment of medical cost.
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Fig. 8. 2-order central moment of purchase cost.
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Fig. 9. Covariance of purchase cost and medical cost.
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proposed method is equal to the mean value of the ori-
ginal data in the data set between 0 and 300, while the
mean value of the data perturbed by the local differen-
tial privacy method is significantly smaller than the ac-
tual value and there is some error.  However, when the
data set  is  large,  the  proposed method produces  larger
errors. Therefore, our method is more applicable to the
processing of small data sets.

It can be seen from Fig.5 and Fig.6 that local dif-
ferential  privacy  will  cause  errors  in  each  result  of
standard deviation and cannot truly reflect the informa-
tion provided by the original data. In contrast, the pro-
posed method can guarantee  that  the  results  of  stand-
ard deviation for the perturbed data set are the same as
those observed from the original data in a certain range.

k

k = 2

k

Meanwhile, we analyze the -order center distance
for  sensitive  data  of  medical  cost  and  purchase  cost
when .  By  calculating  the  distance  between  the
original data and the disturbed data to verify the stat-
istical results of -order center distance, the results are
shown in Fig.7 and Fig.8. It can be seen that the pro-
posed method can guarantee that the results of 2-order
central moment for the perturbed data set are the same
as  those  observed  from  the  original  data  in  a  certain
range. For local differential privacy, the results of the 2-
order central moment have some errors.

The Fig.9 shows the covariance statistics of origin-
al data, proposed method and local differential privacy.
We can also find that our method has obvious advant-
ages in a certain range.

Overall,  according  to  the  experimental  results,  we
can see that the data utility of the proposed method is
better than  the  local  differential  privacy  within  a  cer-
tain range. That is, the proposed method can better re-
flect the real statistical results and provide better data
utility for small data sets.

 VII. Conclusions
Considering  that  the  traditional  data  collection

model  in  IoT  is  difficult  to  consider  the  privacy  and
utility of  data,  this  paper proposes a new privacy pro-
tection mechanism  based  on  the  concept  of  edge  per-
turbation. The basic idea is to introduce an edge server
to  protect  users’ sensitive  data.  Edge perturbation can
not  only  avoid  information  leakage  from  the  center
server,  but  also  can  achieve  better  utility  than  local
perturbation.  In  addition,  we  propose  a  global  noise
generation algorithm for edge perturbation.  The center
server  collects  each  edge  noise,  merges  it  to  generate
global noise, and then sends it to each edge server. The
edge  servers  use  the  global  noise  to  perturb  the  data,
which  ensures  better  utility  for  the  original  data  and
minimizes  the  disclosure  risk.  Finally,  theoretical  and

experimental evaluations show that the proposed mech-
anism  has  privacy  and  accuracy  and  is  applicable  to
small data  sets.  In  future  work,  we  would  like  to  con-
sider solutions for multi-server collusion attacks. While
our approach is for digital data, how to handle categor-
ical data or convert categorical data into digital data is
also a direction for future research.
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